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Foreword

The 36™ Pacific Asia Conference on Language, Information, and Computation, PACLIC 36 (2022) is
organized by the Department of English and Applied Linguistics, Br. Andrew Gonzalez FSC College of
Education, De La Salle University, the National University (Philippines), and the Lasallian Institute for
Development and Educational Research (LIDER), De La Salle University. This edition of the PACLIC
series of conferences, as its long tradition, continues to emphasize the synergy of theoretical analysis
and processing of natural language, aiming to strengthen the communication between researchers
working in different fields of language study in the Asia-Pacific region as well as around the world.

Like its predecessors in 2020 and 2021, the 36™ PACLIC Conference was held fully online due to the
COVID-19 pandemic’s continued restriction on mobility in the Philippines. We fervently hope that the
local and global situation on COVID eases in the future, such that we could resume a face-to-face format
of the conference. We received 164 submissions out of 25 countries in total, tallying a 62.19 percent
acceptance rate. In the 102 papers accepted, 84 of which were for oral presentations and 18 for poster
presentations. In addition to excellent oral and poster presentations, the conference also highlighted
three plenary talks and three invited talks delivered by notable scholars in the field. We thank Kathleen
Ahrens, Hanjung Lee, Stefanie Shamila Pillai, Wilkinson Daniel Wong Gonzales, and Nguyen Thi Minh
Huyen.

We would also like to thank the PACLIC Organizing and Steering Committee for being the backbone of
this conference, especially in light of logistical difficulties and unique challenges of the conference’s
online setup. We express our sincerest gratitudes to the Local Organizing Committee, Reviewers, and
the Secretariat for ensuring that the conference’s preparation and execution were done efficiently and
smoothly. Lastly, we would like to thank Department of English and Applied Linguistics, the Br.
Andrew Gonzalez FSC College of Education and the Office of the President and the Office of the Vice
President Research and Innovation of the De La Salle University for all the support to this endeavor.

Shirley N. Dita

Jong-Bok Kim

Rachel Roxas

36" PACLIC Program Committee Chairs
(on behalf of the Organizing Committee)
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Invited Talks

Keynote Speaker

Breaking through glass ceilings or opening glass doors? Addressing the challenges of equality and
inclusion via metaphors

Kathleen Ahrens (The Hong Kong Polytechnic University)

Women, but not men, are faced with metaphorical glass ceilings, and in some cases, glass cliffs. These
novel constructed metaphors reflect the difficulties women have in advancing in their career, particularly
in terms of advancement in leadership roles in politics and in the professions. However, what is less
clear is if there are gendered associations for source domains associated with conventionalized
conceptual metaphors. This talk will examine this issue and present recent advances in conceptual
metaphor theory that use ontologies and collocational patterns to verify source domains (Ahrens &amp;
Jiang 2020) as a prior step to examining gendered associations. Drawing on data from business and
politics, | will also explain how women use these conventionalized metaphors to position themselves as
leaders. | will close my talk with a discussion of how we, as scholars, can influence the creation and
interpretation of metaphor use so as to engender positive social change.

Plenary Speakers

Cue reliabillity and motivation in grammar and language use: A new look at differential subject
marking

Hanjung Lee (Sung Kyun Kwan University, South Korea)

In many languages, arguments such as subjects and objects enjoy substantial freedom in terms of the
form in which they are realized: a noun or pronoun with or without a following or preceding functional
particle, a bare noun, a null-form argument, etc. This talk is concerned with caseless subjects in Korean,
that is, those subjects that occur without functional particles signaling case or discourse function. An
interesting and challenging problem for theoretical approaches to case is that caseless and case-marked
subjects are in systematic contrast as to their interpretation. This makes Korean a Differential Subject
Marking (DSM) language in Aissen’s (2003) terms, wherein some subjects are marked with formal
particles while others are not, depending on the semantic and pragmatic features of the subject.

This talk will focus on a hitherto unexplained property of caseless-subject clauses triggering a direct
perception interpretation. | will first present evidence from conversation data demonstrating that caseless
subjects predominantly occur in clause types that have an agent directly identifiable in the here and now,
whereas nominative-marked subjects are most productively used in clause types wherein the
identification of an agent cannot be grounded in the here and now. Based on this evidence, | will
propose a new account of DSM in terms of cue reliability (Rosch & Mervis 1975; Levshina 2021),
arguing that the association of caseless subjects with seemingly unrelated features such as direct
perception in the here and now, agentivity, definiteness, tense deficiency and a simple, thetic
interpretation (the most preferred information structure associated with caseless-subject clauses) follows
from an economical use of formal particles motivated by the reliability of cues for identifying or
predicting the grammatical, referential, or discourse status of an argument NP or a clause containing it.
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When such cues are weak, sentences are likely to convey information that is less predictable and
redundant; speakers prefer to mark the subject by overt particles in such sentences, as using case
markers would lead to more uniform information density than leaving them unmarked.

These preliminary results support efficiency-based accounts of patterns of grammar, and underscore the
importance of communicative efficiency in explaining and motivating grammatical rules and language
use (Hawkins 2004, Haspelmath 2008, Jaeger 2010, Lee 2010, 2016, 2021, Lestrade & de Hoop 2016,
Levshina 2021).

Building the next generation WordNet for Filipino with sense embeddings and network science
Briane Paul V. Samson (De La Salle University, Manila, Philippines)

The low-resource and highly morphological setting of Philippine languages is a challenge in developing
a word representation or a language model. The current linguistic resources lack in rich semantic data
that is crucial in most NLP tasks, and the fast-paced evolution and adaptation of Philippine languages
make things even more difficult in creating a well defined language model. Thus, building a Filipino
WordNet is crucial in advancing the landscape of Filipino NLP. With the vast amount of data in many
digital platforms that can represent different domains and varieties of words through time including
changes in its semantic and syntactic forms, we aim to create word representations of the Filipino
language that is temporal and context aware and store them in the expanded Filipino WordNet. Given
that languages continue to evolve and adapt, we also investigate the diachronic emergence and semantic
shifts of word senses across different contexts and media, especially for the low-resource Filipino and
Philippine English languages.

Invited Lectures
BibePortMal: A mobile app dictionary for Melaka Portuguese
Stefanie Shamila Pillai (University of Malaya, Malaysia)

Melaka Portuguese (also known as Papia Cristang) has its roots in the arrival of the Portuguese in
Melaka in the16" Century. The language is still spoken by the descendants of unions between the
Portuguese and locals especially in Melaka, but the dwindling number of fluent speakers and the lack of
intergenerational transmission has led to this language being classified as one of the many endangered
languages in Malaysia (Pillai, Soh, & Kajita, 2014). Several community engagement projects have been
undertaken to translate research into efforts to revitalise Melaka Portuguese (Pillai, Phillip, & Soh,
2017). Among the efforts to encourage the use of the language and to assist the teaching of the language
by a community member, a Melaka Portuguese-English dictionary in the form of a mobile application,
BibePortMal, was developed. In this session | will talk about the rationale and the process of developing
the application with community representatives. Some of the challenges in its development will also be
discussed along with plans to improve the application.
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Harnessing the power of social media in linguistic analysis: A diachronic and sociolinguistic study
of Philippine English(es) using the Twitter Corpus of Philippine Englishes

Wilkinson Daniel Wong Gonzales (The Chinese University of Hong Kong)

Research on contemporary Philippine English remain relatively scarce and inadequate in comparison to
research on other varieties such as American English and Singapore English, partially due to the lack of
large-scale, organized, publicly available data sets that allow comprehensive and in-depth investigations
of the variety. Responding to this demand, | introduce the Twitter Corpus of Philippine Englishes
(TCOPE) — a 135-million-word corpus created from roughly 27 million tweets sampled from 29 major
cities in the Philippine archipelago. In the first part of the talk, I provide an overview: | discuss the
considerations that went into TCOPE’s design, the compilation procedure, the format, and how
interested individuals can access the corpus. Then, I illustrate the utility of the corpus by showcasing
how it can be used to insightfully examine the linguistic features of Philippine English as well as the
relationship between these features and socio-temporal factors (e.g., ethno-geographic region, time, age,
sex), focusing on four documented Philippine English features: (1) the use of irregular past tense
morpheme -t, (2) double comparatives, (3) subjunctive were in subordinate counterfactual clauses, and
(4) the phrasal verb base from. My initial explorations confirm patterns observed in previous research
but go further to show the multifaceted and dynamic nature of Philippine English, providing empirical
support for the theory that Philippine English is at the final stage of Schneider’s dynamic model.
Because of its large size, sampling distribution, and its availability in different corpus formats, TCOPE
can be used to investigate features in ‘general’ contemporary Philippine English as well as different
types of variation, particularly diachronic and ethno-geographic variation — a feat that might not be
possible with other Philippine English corpora. In combination with other existing corpora, TCOPE has
the potential to broaden horizons in the diachronic and sociolinguistic study of Philippine English(es).

Towards universal syntactic-semantic resources for Vietnamese
Nguyen Thi Minh Huyen (VNU University of Science, Hanoi, Vietnam)

Despite the fact that Vietnamese is spoken by around 100 million persons all over the world, it remains a
low resource language in terms of gold datasets for natural language processing (NLP). Although many
NLP applications have been developed in recent years thanks to the emergence of deep learning and
embedding methods, it is important to build sustainable linguistic resources, using sophisticated
linguistic annotation frameworks for the Vietnamese language, in harmony with universal frameworks.
In this talk, I will present our work on the construction of Vietnamese syntactic-semantic resources,
including a VerbNet-based lexicon and annotated corpora for syntactic and semantic parsing.
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Abstract

Attention mechanisms and linear-chain con-
ditional random field (CRF) have been ap-
plied to constituency parsing, and the achieved
results are phenomenal. While self-attention
and label attention layers (LAL) have been
proven to be state-of-the-arts in English con-
stituency parsing for their improvement in the
encoding phase, the CRF two-stage technique
shows its effectiveness in lowering computa-
tional cost. Attention-based architectures al-
low a word (self-attention) or a label (label-
attention) to include its own viewpoint into ex-
tracted information. Our system is an extension
of the current CRF-based model with additional
attention-based methods to improve the quality
of the encoding phase. Another crucial factor in
our encoder is BERT as the pre-trained model
has gained recognition in various natural lan-
guage processing (NLP) tasks. Taking the ad-
vantage of different methods, we implement a
model that combines label attention, contextu-
alized encoding, and conditional random field.
Furthermore, we adopt the biaffine attention,
which is mainly used in the dependency pars-
ing task, in our scoring layer. The architecture
performs greatly on the Vietnamese treebank
as it gives an over-85 F1-score on the test set
and an over-82 Fl1-score on the dev set. On a
larger scale, our idea of integration could be
utilized in other language models.

1 Introduction

In the modern era, syntactical parsing has gained
remarkable results due to the rise of deep learn-
ing and neural networks (Mrini et al., 2020; Zhang
et al., 2020; Zhou and Zhao, 2019; Stern et al.,
2017; Wang and Tu, 2020; Yang and Deng, 2020).
Especially, constant improvements on English and
Chinese constituency parsing come from propos-
als of machine learning techniques (Mrini et al.,
2020; Zhang et al., 2020; Zhou and Zhao, 2019;
Stern et al., 2017), which encourages us to apply
such models to the same task of the Vietnamese

language. Since most of the existing constituency
parsers are encoder-decoder architectures, the main
approach to improving the performance is to up-
grade either encoder or decoder or both.

Encoders handle inputs and extract their signifi-
cance in vector forms so that the model can easily
understand them. Particularly, the inputs of a con-
stituency parser are sentences, and the encoders try
to learn the information of each word or span of the
sentences. Recurrent neural networks (RNN) and
Long short-term memory networks (LSTM) are the
main tools to extract such features from data for
their ability to learn the contextual characteristics,
and Zhang et al. (2020); Stern et al. (2017); Gaddy
et al. (2018) have benefited from these mecha-
nisms. PHAN et al. (2019), one of the pioneers in
Vietnamese constituency parsing, used BiLSTM in
their encoder. Despite RNNs and LSTMSs’ ability to
capture contextual information, they are surpassed
by the works of self-attention.

In 2017, Vaswani et al. (2017) presented the
model of Transformer and the self-attention mech-
anism, which opened a new chapter for natural lan-
guage processing (NLP). Self-attention layers are
capable to understand the global context of a given
input and additionally, an attention-weighted view
of the input’s words to itself. With self-attention,
(Kitaev and Klein, 2018) improved the works of
(Stern et al., 2017; Gaddy et al., 2018). Later on,
Tran et al. (2020) adopted the model for Viet-
namese constituency parsing successfully, which
inspires us to combine the architecture with our
encoder.

After the emergence of Transformer, BERT (De-
vlin et al., 2019), which is a Transformer-based
model and pre-trained on a large corpus of a tar-
get language, was proposed. PHAN et al. (2019);
Tran et al. (2020) included PhoBERT (Nguyen and
Nguyen, 2020) in their models as PhoBERT is
specifically trained on Vietnamese, and impres-
sive results are achieved. Besides that, PhoBERT
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also performed astonishingly in other Vietnamese
NLP tasks (Nguyen and Nguyen, 2021) which we
believe to enhance our encoder with the pre-trained
knowledge of Vietnamese.

In 2020, Mrini et al. (2020) further developed the
attention mechanism which resulted in Label At-
tention Layer (LAL). While self-attention (Vaswani
et al., 2017) refers to input’s views to itself, LAL
offers the view of a label to the given sentence.
Self-attention, BERT, and LAL are composed to
better the encoder. The impact of LAL is further
discussed in the Experiment section 3.

Besides dealing with the encoder, we adopt the
conditional random field (CRF) concepts and two-
stage decoding from Zhang et al. (2020) as they
have proposed an efficient inside algorithm and
proven the effectiveness of the methods. We also
consider the biaffine attention (Dozat and Man-
ning, 2017) for the scorer which is inspired by the
task dependency parsing.

In this paper, we make a combination of current
mechanisms into one single model: self-attention
layers, label attention layers, PhoBERT for en-
coder; Biaffine Attention for scoring; two-stage
CRF method for the decoder. We conduct examine
our model on Vietnamese treebank (Nguyen et al.,
2009) and achieve the results of over 85 on the test
set and over 82 on the dev set (all results are given
in F1-score). Section 2 re-describe our parser in
the order of encoder, scorer, decoder, loss function.
Section 3 presents the experiments’ settings and a
comparison between our model and other methods,
and finally, we give our conclusion in section 4.

2 Model Architecture

2.1 Overview

Our parser includes 3 main components: encoder,
scorer, decoder. Before being processed by the
parser, the input sentence is transformed into the
desired representations for the encoder. The en-
coder is a combination of the Attention mechanism
and BERT, both of which extract essential informa-
tion of the input sequence. On the Attention branch,
the word-level weighted views for the sentence
are extracted by k self-attention layers (Vaswani
et al., 2017), and the following d;,;-head label at-
tention(Mrini et al., 2020) is responsible for en-
hancing these outcomes with label-level weighted
views. Additionally, the BERT(Devlin et al., 2019)
branch handles the input independently and pro-
vides the features that are learned from the pre-

training process. The results of two branches are
aggregated into one sentence representation, which
goes through the Biaffine scorer (Dozat and Man-
ning, 2017) to compute the span score matrix, and
the label score tensor. For the decoder, we apply the
theory of Conditional Random Field (CRF) (Zhang
et al., 2020) and lower the computational cost with
the two-phase strategy. The model is referred to
figure 1.

2.2 Encoder

Our encoder includes 2 parts: the Attention part
and the BERT part. A visualization of the Attention
part is given in figure 2. The idea of the encoder
is based on the hypothesis that a constituency tree
depends on the set of constituency labels and the
context of the given text. To realize the assumption,
we use:

* k self-attention layers to extract the informa-
tion of how each word of a sequence ‘see’ the
sequence’s context itself.

* dj4-head label-attention layer on the top of
the self-attention layers to retrieve the view-
point of the constituency labels to the input
sentence.

* BERT on the other branch to improve the en-
coder with pretrained contextual features.

Token representations For the Attention part,
we concatenate the content and the position embed-
ding following (Vaswani et al., 2017), where the
content is represented by the part-of-speech (POS)
embedding '. We choose POS embedding instead
of the word embedding because we observe that the
POS one gives higher performance (which we will
discuss in the Experiment section (3)) and because
the information of words are extracted by the BERT
layer instead.

For the BERT part, we tokenize the sequence into
subword representations which are widely used for
BERT encoders.

Self-attention Mechanism We follow the en-
coder implementation of (Mrini et al., 2020) in
which the token representations are put through
several self-attention layers (Vaswani et al., 2017)
before being processed by the LAL.

Self-attention consists of a number of consecu-
tive layers, each of which has identical operations.

The POS tags are in XPOS forms.
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Figure 1: Model architecture. The main flow of the model for the sentence "Téi dang niu com". The sentence is
encoded by Label Attention Layer (Mrini et al., 2020) and Bidirectional Encoder Representations from Transformers
(BERT) (Devlin et al., 2019). Afterwards, it is moved through MLP to extract features before being scored by the
Biaffine (Dozat and Manning, 2017) mechanism and Conditional Random Field (CRF) (Zhang et al., 2020). The
score is decoded using Cocke—Kasami—Younger (CKY) algorithm.

jerNorm

2
Klayers < f

y
P

Linear

i
:
®
e
@
v

7(9{

POS

Figure 2: The encoder of attention mechanism includes
2 parts. Firstly, The token representations go through &
self-attention layers to extract the attentive-weighted in-
formation. Subsequently, the data are fed into d;4;-head
label attention. The output of each head is divided into
2 halves which act as forward and backward features of
the word. (The x operator refers to the matrix multipli-
cation operation, and the ¢ implies the concatenation.
POS and PE stand for part-of-speech embedding and
positional embedding).

In a layer k of the self-attention, for a single head j
in the self-attention layers, given the input matrix

X (k).

1Q v (k K vy (k
(Wj X! )\ﬁy], X! )))W;VX(’“)
d/
(D

where W]{Q, W]’K , WJfV are the learnt matrices of
the head j. We used ’ to distinguish notations be-
tween the label attention and the original self-
attention. Each attention head j learns from the
input individually as they have their own trainable
parameters. The chosen number of heads is 8 fol-
lowing (Vaswani et al., 2017).

To aggregate multiple heads of attention, we con-
catenate the outputs together:

c; = softmazx(

J

output’ = Linear(c} ® ¢y ® ... ® cg)  (2)

where the Linear operation is used to transform
the output back to the input X ’s dimension.
Multihead is followed by a residual connection
and a Layer Normalization (Ba et al., 2016) which
results in the layer k’s output.

L®) = Layer® (x*))

(3)
= LayerNorm(X™® + output’)

Before being fed to the next layer k + 1, the
output goes through a position-wise feed-forward

which has the same form as in (Vaswani et al.,
2017) and a residual-LayerNorm again:

X* Y = LayerNorm(L™ + PWFF(L®))
“)

where PWFF is the position-wise feed-forward
function.

PWFF(X) = Linear(ReLU (Linear(X)))
)



where RelLU refers to the Rectified Linear Unit
function. The input and output of position-wise
feed-forward have the same dimensions (Kitaev
and Klein, 2018).

Label Attention Layer For English constituency
parsing, the authors of (Mrini et al., 2020) have
proposes the Label Attention Layer(LAL), and it
has produced a state-of-the-art result. As Label
Attention allows the labels to give their attention
views on a given sentence, we apply the mechanism
to our model as a part of encoder. A comparison
between models with and without LAL is made
and reported in the Experiment section (3).

The LAL takes a matrix X as input which consists
of embedded vectors of words of a given sentence.
The attention weight of each head j is represented
by an attention-weight vector a; which is calculated
from the query vector g;.

g;(WlX)
Vd

where Wf is a learnt matrix of head j, and it is
used to learn the key factors of X. d is the length of
the query vector. Afterwards, the context vectors c;
are computed (Label Attention Layer uses vectors
instead of matrices).

) (6)

a; = softmax(

¢j = a;(W)' X) (7

where WjV is the learnt value matrix of head j.

The context vectors are projected to the dimen-
sion X’s vectors before being repeatedly added to
X.

¢; = Linear(c;) )
Cj

output; = € + X 9)
Cj

The output; is a matrix representing the la-
bel j view of the sequence X, and it is projected
to a smaller dimension d;,; to prevent overfitting
as well as to optimize computational effective-
ness. The outcomes of all attention heads j (for
J € [1; diaper]), given that djabel is the number of
heads), are concatenated into the final output of
LAL.

output; = Linear(output;) (10)

L = outputy @ outputs ® ... ® outputy,,, , (11)

L € R"*(diaver*diat) where n is the length of the
given sequence, and L; represents the vector of the
given sequence’s 7" word.

Although the paper (Mrini et al., 2020) states
that we can choose as many attention heads as the
labels, they also show that the relation between the
number of attention heads and one of the labels is
not specifically one-to-one. This number is a hyper-
parameter that should be chosen via experiments
which we present in the Experiment section(3). The
LAL is put on top of the self-attention module to
provide the labels’ weighted views for the words’
attentions. In other words, the self-attention lay-
ers are not replaced by the LAL but instead, are
enhanced by it.

Inside the self-attention and label attention lay-
ers, we apply the partition for content embedding
and positional embedding as it is shown in (Kitaev
and Klein, 2018) to gain better performance.

BERT Fine-tuning BERT (Devlin et al., 2019)
is a context-aware embedding encoder, and it is
pretrained on a large corpus of the target language.
We decide to fine-tune the encoder further which
leads the pretrained model to fit the treebank. The
authors of (Nguyen and Nguyen, 2020) have intro-
duced a RoBERTA-based (Liu et al., 2019) model:
Phobert, and the model is pretrained on a large
Vietnamese corpus, which makes it more suitable
for the task. PhoBERT (Nguyen and Nguyen, 2020)
has shown impressive improvement in many Viet-
namese tasks such as dependency parsing, POS
tagging, named entity recognition (Nguyen and
Nguyen, 2021). Given a sequence of subwords
{sw1, swa, ..., swy, }, the output of BERT is de-
noted as:

B, = BERT (sw;) (12)

While the LAL provides the viewpoint of the la-
bels to a given delexical sequence, BERT supports
the contextual attention views of each word to the
input sentence.

Input Representation Following (Stern et al.,
2017), we combine the forward and backward rep-
resentations of the output. We split the composition
of BERT and LAL in two halves and treat them as
the forward and backward representations. For a n-
long sequence s, the process is shown in equations
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13, 14, 15.

for; = B;[0: n/2] ® L;[0: n/2] (13)

back; = B;[n/2+1:n|@L;[n/2+1:n] (14)

E;, = for; © back; (15)

2.3 Scorer

Inspired by the Biaffine Attention (Dozat and Man-
ning, 2017) used for the task of dependency pars-
ing, we apply the mechanism to our scoring archi-
tecture. The authors of (Zhang et al., 2020) made a
comparison between the Biaffine scoring method
with the previous one (Stern et al., 2017), and
the Biaffine one gave a consistently higher per-
formance.

Feature Extraction We extract the information
of the left and right boundaries using two separate
M LP layers as each word w; acts as either the left
boundary (the span endpoint is to the left of w;)
or the right boundary (the span endpoint is to the
right of w;) of a span. Another two M L P layers
are used for the labelling task.

spani, span; = MLP!

span

(Ei), MLP,,, (Eq)
(16)

labell, label! = MLP}, ,(E;), MLP},.;(E;)
(17)

Biaffine Scorer The Biaffine takes the outputs
from the feature extraction process as it inputs.
Particularly for a span (i, j), the Biaffine uses the
left boundary features of the i*” word and the right
one of the j*" to score the span. Similarly, we gain
the label scores of any span (7, j) and label [ € £.

T
spanz} D [spanﬂ (18)

(i) = [P}
where D is a trainable parameter, and D € R%*9,
d is the output dimension of M LPSZI/)Zn.

1abe1§] b, [1abe1;

s(i,j,l):[ ) 1 } (19)

where D; is a trainable parameter, and D €
RAxI€xd ] is the output dimension of MLPlla/gel.

2.4 CRF Decoder

In (Zhang et al., 2020), the authors proposed a two-
stage framework for constituency parsing, which
they proved to have a lower computational cost.
Given a sentence x, our goal is to find an optimal
tree Y. While the previous one-stage method (Stern
et al., 2017; Gaddy et al., 2018) tries to parse the
optimal tree directly, the two-stage method firstly
finds the optimal unlabelled tree.

S(x,y)= Y s(i,5)

(i,5)€y

(20)

where S(z,y) is the total score of the parsed tree
(given x) which is calculated by summing all edge’s
scores of a legal tree y. y is one of the candidate
constituency tree. We put the score under CRF to
calculate the conditional probability.

eS(@:y)
eS(vay/)

pylr) = > Q1)

y'€Tr(z)

where T'r(z) is the set of legal trees. Under CRF,
the constituency tree is optimized by the CKY al-
gorithm.

Y = argmax p(y|z)
y

(22)

The next stage is to identify the label of the opti-
mal unlabelled tree. For each constituent (3, j) of
a given tree y and n-length sentence x, the label L
of (i,7) is:

L = argmax s(i, j,1)
let

(23)

where £ is the set of all possible constituency labels.
According to (Zhang et al., 2020), the complex-
ity of the decoding phase is O(n® + n|¢|) as the
CKY algorithm takes O(n?) time complexity and
the second stage takes O(|¢|) for each edge in y (a
constituency tree has 2n — 1 constituents).

2.5 Loss Function

The loss function of our model consists of 2 parts:
the span loss and the label loss. The span loss is
calculated by the CRF loss as we try to maximize
the conditional probability in equation 21. In other
words, given a sentence x and its target tree y, we
minimize the — log p(y|z):

Lspcm(x, y) = —S(QZ, y) -+ log Z eS(m,y’)
y' €Tr(x)
(24)



The second term of equation 24 has an efficiency
batchified calculation which is detailed in (Zhang
et al., 2020). The label loss Ljqpe; 1s computed us-
ing the cross entropy function, and the total loss of
the model is the sum of two parts:

Ltotal(lia Y, l) = Lspan (:E, y) + Llabel(xa Y, l)
(25)
where [ is the set of possible labels.

3 Experiment

3.1 Experiment Setup

Data We use the Vietnamese treebank (Nguyen
et al., 2009) to train and test our models. The
dataset is divided into 3 sets: train, dev, test with
8321, 692, 1388 sentences respectively. The data
are pre-processed using the code* provided by (Ki-
taev and Klein, 2018). The root constituents are
included in the data, and the function tags are re-
moved due to the purpose of the task. The data
are biased as the numbers of ‘NP’ and ‘VP’ la-
bels dominate others, which results from the high
amount of Noun and Verb words in the treebank.
This is heavily affected by Vietnamese grammar,
where a simple clause is usually formed from a
noun phrase and a verb phrase. Figure 3 and 4 vi-
sualize the statistic of constituency labels and POS
tags in the dataset.

Parameter choice For the self-attention and la-
bel attention layers, we adopt directly the setting
of (Mrini et al., 2020) without any tuning except
for the number of label attention heads. Follow-
ing (Mrini et al., 2020), we choose the output
dimensions for the MLPs in 2.3 to be 1024 for
MLPqp.n’s and 250 M LP,qe’s. For other pa-
rameter settings, we directly follow the choice
of (Dozat and Manning, 2017). The token-batch
size is 1000, and the training process runs for 100
epochs. The model is evaluated on the performance
of the dev set.

Measurement We follow the standard measure-
ment precision (P), recall (R), F-score (F) for eval-
uation with the help of the EVALB tool?.

Models define Our baseline model is the original
CRF model using CharLSTM and BiLSTM-based
encoder of (Zhang et al., 2020)? with the same set-
tings of the authors. Other models to be compared
are listed below:

“https://nlp.cs.nyu.edu/evalb/
3https://github.com/yzhangcs/parser

* CRF model using pre-trained PhoBERT and
BiLSTM encoder’: we examine the impact of
our encoder with the LSTM-based one.

* Berkeley Neural Parser (Benepar) using pre-
trained PhoBERT*: we compare our model
with the previous method used in (Tran et al.,
2020).

* Our model without using Label Attention Lay-
ers’: we consider the contribution of label

attention to the parser.

For models using PhoBERT, we re-train them on
both base and large versions of PhoBERT to evalu-
ate their influences. Furthermore, we try different
setups and use two types of token representations
for our LAL to find the optimal choice.

3.2 Results

Table 1 compares our model’s scores with other
models’ on the Vietnam treebank’s dev and test
set. Overall, our parser (using the large version of
PhoBERT) obtains the highest score in all scores
(precision, recall, F-score) on both dev and test set.
With PhoBERT,,,., the model slightly drops by
0.45 in precision, 0.21 in recall, 0.33 in F-score on
the dev set while the numbers are 0.78, 0.48, 0.64
respectively on the test set.

3.3 Evaluation

Evaluation on dev set We conduct the experi-
ments on both versions of PhoBERT (Nguyen and
Nguyen, 2020), and we observe that the contribu-
tion of Phobert;.¢. is greater than PhoBERTp .
The difference in F-score between the 2 versions
ranges from 0.3 to 0.48. When using Character-
level LSTM instead of PhoBERT, the scores fall
sharply, which proves the essence of the Viet-
namese pre-trained model.

With the rich information provided by the en-
coder and the effectiveness of the Biaffine scorer,
our model (w PhoBERT),,.4.) gives better results in
all precision, recall, and F-score on the Vietnamese
treebank (Nguyen et al., 2009) as it increases by
1.70% in F-score compared to the Benepar model
(w PhoBERT;,,4¢) and 1.78% higher compared to
the CRF model (w PhoBERT4;.¢c).

Evaluation on test set On the test set,
PhoBERT,,,4.  continues to  outperform

*https://github.com/nikitakit/self-attentive-parser
SOur model without LAL refers to removing the self-
attention — LAL block in our encoder.



Figure 3: Constituency labels statistic (removed labels
whose frequency is 1). Up down: train set, dev set, test
set

PhoBERT},s. in the Benepar and our mod-
els, with 0.51 and 0.64 higher in F-score
respectively. However, CRF models give a con-
trasting result, one of whose explanations can be
that the LSTM encoder of the CRF models cannot
handle thoroughly massive features gained by
PhoBERT 4.

Our model receives absolute higher results as it
achieves a consistent improvement of more than 1
F-score compared to other models. It is clear that
the components of our combination benefit from
each other and they reconcile to surpass the current
architectures.

Impact of Label Attention Layers We examine
the importance of the Label Attention mechanism
by removing it from the model, and the result drops
by 1.42 (the model w PhoBERT;;.4¢) and 0.78 (the
model w PhoBERT}s.). Without the LAL, the
result is still higher than other tested models.

Figure 4: POS tags statistic(removed tags whose fre-
quency is 1). Up down: train set, dev set, test set

We make a comparison between different num-
bers of attention heads in LAL, and table 2 gives
the details. In our model defined in 3.1, we use
64 heads for it gives the best F-score on the test
set. We test a lower number of heads (32) and sur-
prisingly, the obtained dev set’s F-score is better
(0.1 higher compared to the 64-head) while the test
set’s F-score is not significantly lower (0.04 lower
compared to the 64-head). Following (Mrini et al.,
2020), we choose the last model with 89 heads
as there are 89 label heads in Vietnamese treebank
and obtain the peak performance on the dev set. Al-
though the 89-head model gives peak performance
on the dev set, it requires much more time to train.
On the other hand, with the lowest computational
cost, the 32-head model still achieves a relatively
high F-score on both the dev and test set.

As mentioned in token representations in sec-
tion 2.2, we use POS embedding instead of word
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embedding as the content for the self-attention —
LAL block. To make the decision, we trained our
model with either the POS or the word embedding
whose performances are shown in table 3. Using
the word embedding leads to a steep decrease, with
1.65 and 1.68 F-score drops on the dev and test
set respectively, which might result from a large
amount of the words in the dictionary (the size of
the POS’s dictionary is only 63).

4 Conclusion

While English and Chinese constituency parsing
has achieved significant improvement with dif-
ferent advanced techniques, the task of the Viet-
namese language still lacks approaches. We pro-
pose an extension of CRF-based model (Zhang
et al., 2020) with label attention mechanism (Mrini
et al., 2020) to enhance the performance of con-
stituency parsing. This paper takes the advantages
of each mechanism to gain a greater impact: pre-
trained PhoBERT provides knowledge of Viet-
namese; self-attention and label attention retrieve
the view of words and labels respectively; biaffine
attention enhances the scoring framework, and two-
stage decoding lowers computational cost. The out-
comes of the model are promising with a high F-
score, and the idea of combination can be general-
ized for other languages.
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Dev set Test set
P R F P R F
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w PhoBERT 4¢ 82.32 | 83.84 | 83.07 | 84.80 | 87.16 | 85.97
Ours w PhoBERT, . 81.87 | 83.63 | 82.74 | 84.02 | 86.68 | 85.33
w PhoBERT),,.4. w/o LAL 80.90 | 82.49 | 81.69 | 83.26 | 85.88 | 84.55
Table 1: Results table
. Dev set Test set
Number of attention heads P R 5 B R E
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Table 2: Comparison of different number of attention heads of Label Attention

. Dev set Test set
Token representations P R F P R E
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Abstract

Preparing question-answer pairs from conver-
sation logs (chat logs) is often considered
a prerequisite for downstream dialogue tasks
such as response generation and response se-
lection tasks. In this paper, we study a task
called reply-to prediction, which can be used
to prepare question-answer pairs. Unlike other
works, our data comes from the instant mes-
saging (IM) platform where participants could
split long sentences into short utterances and
send them in multiple messages. We consider
a task called message merging task which
aims to determine whether those messages
need to be merged or not before generating
message pairs for reply-to prediction task. The
theory behind this task is similar to, yet differ-
ent from reply-to prediction task in which this
task uses the messages from the same speaker
to predict whether these two messages are re-
lated or not. We propose a CONTEXT-AOA
model to include the context (previous dia-
logue) as additional input apart from pairwise
messages. Our experiments show that our
proposed model outperforms both single-turn
(pairwise) conversation models and multi-turn
(context-aware) conversation models on mes-
sage merging task and achieves a close per-
formance compares to other multi-turn mod-
els on reply-to prediction for manually labeled
data and outperforms other models when us-
ing heuristic labeled data.

1 Introduction

Preparation of questions-answers from conversation
logs (also known as chat logs) between customers

Chia-Hui Chang
Department of Computer Science
and Information Engineering
National Central University, Taiwan
chialcsie.ncu.edu.tw

and enterprise personnel is important for the devel-
opment of chatbots. For example, Figure 1 shows a
conversation between a customer service staff and a
client. The goal here is to find the question-answer
pairs such as (d, e), (p, q), from the chat logs such
that the question-answer pairs can be used as the
chatbot’s responses to the corresponding question.

Finding the question-answer pairs is similar to
the link prediction task where the goal is to de-
cide whether an incoming message replies to the
existing question based on the similarity between
messages. Link prediction can be defined either
as a reply-to prediction or as a response selection.
Both of the problems require message pair similari-
ties to determine which previous or following mes-
sage is the best-matched candidate question or re-
sponse. Similar to conversation disentanglement,
earlier works on response selection only use the last
message in the context for matching with the can-
didate response message from different utterances
(Wang et al., 2013). However, human does not give
the response entirely based on a link prediction task.
Real-world chat logs are multi-turn conversations,
thus including the context as another input is nec-
essary in order to allow a model to remember what
has been discussed so far. Recent works show that
including the multi-turn conversation improves the
response selection’s performance, e.g. (Zhou et al.,
2016; Zhou et al., 2018; Wu et al., 2019).

In this work, we focus on online instant messages
between customers and service personnel. The ma-
jor problem is that a complete message (either the
question or the answer) may be split into several ut-
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Data Set Manual Heuristic
ID | Author Messages | IDy; | RT | IDgy | RT
a | Client need support with an open ticket 0 0
b | QNAP paoyang 1
c | QNAP Hi, how are you doing 1 0
d | QNAP what is the ticket #? 2 0
e | Client #FNA-202-51465
f | Client it is for 3M 3 ) ’ 1
g | Client they are very unhappy with the ...
h | Client ive been on hold on the phone ...
i | QNAP I am working on that ticket.
i | QNAP They are using an embedded ... 4 3 3 2
k | QNAP According to the tech who worked on it ...
1 | Client have you let them know ... 5 4 4 3
n | Client so will it not work at all with their server?
m | QNAP so this seems like an issue with ... 6 5 4
o | QNAP It seems to be closely related to ...
p | Client So when should I tell ... 7 6 6 5
q | QNAP I will respond back to them but ... 8 7 7 6
r | Client | Okay, I will let them know of our conversation.
. 9 8 8 7
s | Client Thank you.

Figure 1: A real-world conversation between QNAP customer service and client.

terances. For example, e, f, g and h in Figure 1 to-
gether make a complete answer to question d, there-
fore these four messages should be merged together
into one utterance. However, we cannot directly
merge all adjacent utterances from the same speaker
since each message might be either an incomplete
message related to its previous utterance or a com-
plete message on its own. For example, ¢ and d
should not be merged since message d alone makes
a complete response to message a while message c
asks about something unrelated to the question in
message a.

To deal with this kind of dataset, we propose
a two-stage pipeline for the question-answer pair
preparation. We distinguish the task of extract-
ing question-answer pairs into two subtasks: mes-
sage merging task and reply-to prediction task in
order to solve the problem we mentioned previ-
ously. We first regard both subtasks as a sentence
pair classification task within a single-turn conver-
sation setting. Three neural networks models based
on GloVe word embedding (including CNN+LSTM,
LSTM with dual attention, and attention over atten-

tion (AOA) (Huang et al., 2018)) as well as two
BERT (Devlin et al., 2019) based models (BERT
sentence pair classification and the combination of
BERT-SPC and AOA) are proposed. However, the
best performance only achieves 0.763 and 0.794 ac-
curacy (0.443 and 0.498 F1) on the message merging
task and reply-to prediction task respectively.

To further improve the performance, we consider
including context (previous dialogue) as additional
input apart from only pairwise messages. With the
application of AOA over any pairs of the context
and two messages, we show a significant improve-
ment over the previous models for message merging
(0.964 accuracy and 0.887 F1) and even outperform
existing models on reply-to prediction task when us-
ing heuristic labeled data (0.956 accuracy and 0.823
F1).

The rest of the paper is organized as follows:
First, we give a definition of the two tasks (message
merging task and reply-to prediction task)r. Then,
we introduce the dataset used in this paper and de-
scribe the preparation process. Next, we describe
our proposed model (CONTEXT-AOA). Finally, we
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show the question-answer pair’s preparation model
for both tasks and compare them with the results
from existing models.

2 Related Work

2.1 Conversation Disentanglement

The idea of treating the disentanglement task as a
two-stage problem which has later been the major
idea for most existing studies on this task has been
proposed by Elsner and Charniak (2008). The first
stage is a binary classification task where the main
goal is to mark each message pair as alike or differ-
ent while the second stage utilizes the results from
the first stage to cluster the utterances into each con-
versation thread (same thread prediction).

Earlier approaches to the first stage or link (reply-
to) prediction are based on a statistical classifier with
the use of linguistic features in order to calculate
the similarity of each message pair, e.g. (Elsner
and Charniak, 2008; Elsner and Charniak, 2010).
Recent approaches use neural models to learn ab-
stract linguistic features. Mehri and Carenini (2017)
use handcraft features along with the probability of
being the next utterance which is predicted from a
pre-trained LSTM model to train the reply classi-
fier. Jiang et al. (2018) introduced Siamese Hierar-
chical CNN (SHCNN) to investigate how message
similarity could be estimated. SHCNN uses hierar-
chical CNN to capture both low-level and high-level
message meanings of each message. The interaction
between two message representations which is com-
puted using element-wise absolute difference meth-
ods is then used along with the handcraft features to
estimate the similarity between two messages.

2.2 Single-turn vs. Multi-turn Response
Selection

Earlier works on response selection tasks are only
based on pairwise message comparison. Lu and Li
(2013) proposed a DNN-based matching model for
short text response selection by extracting the local
pairwise relations on a low level with patches and
sending them to the DNN layers. Hu et al. (2014)
utilize deep CNN in order to capture the interaction
between message and response.

However, using only pairwise messages might not
be enough to solve this task, Lowe et al. (2015) in-

troduced the task called multi-turn conversation re-
sponse selection pair requires matching between a
response and a conversation context (previous utter-
ances) instead of a single previous message. They
applied LSTM on the concatenated utterances (con-
text) and a response message to perform context-
response matching on a word-level context vector.
Later, the work by Zhou et al. (2016) extended this
idea by performing context-response matching on
noa t only the general word level context vector
but also the utterance level context vector. How-
ever, ignoring the relationships between the utter-
ances (context) when concatenating them together
(Lowe et al., 2015) or converting the whole con-
text to a vector without enough supervision from re-
sponses (Zhou et al., 2016) might be the cause of
some information loss which affects the model per-
formance. To address this problem, the work by
Wu et al. (2017) proposed a sequential convolutional
network (SCN) that matches a response with each
utterance in the context with a CNN and then ac-
cumulated the matching vectors in the utterances’
temporal order to model their relationships. Another
work from Wu et al. (2019) replaced the convolution
neural network (CNN) with an attention layer to ex-
tract the interaction between each utterance and re-
sponse.

2.3 Message Pair Classification

To build a better model for reply prediction tasks,
we also refer to other tasks that accept two mes-
sages as input such as aspect-based sentiment anal-
ysis (ABSA) and natural language inference (NLI).

Aspect-based sentiment analysis aims to deter-
mine the sentiment polarity of a given sentence and
aspect. Many models and methods have been pro-
posed from traditional machine learning methods
(Kiritchenko et al., 2014) to deep learning mod-
els (Liu et al., 2020). For example, Wang et al.
(2016) proposed an attention-based LSTM network
for aspect-based sentiment classification. Huang
et al. (2018) introduced an attention-over-attention
(AOA) neural network to capture the interaction be-
tween aspects and context sentences, which out-
perform LSTM-based architectures. However, one
drawback of LSTM-based architectures is that their
training process is time-consuming. To address
this problem, Xue and Li (2018) introduced GCAE
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model where its main components are CNN and gat-
ing mechanisms to reduce the number of training pa-
rameters and speed up the procedure.

On the other hand, the task of natural language
inference is to determine if one given statement (a
premise) semantically entails another given state-
ment (a hypothesis). For example, Parikh et al.
(2016) proposed “Decomposable Attention Model”
which uses a shared sentence representation with
fewer parameters and mutual attention mechanism
to build a model with high performance.

3 Problem Definition and Dataset

Instant messaging (IM) is a type of online chat
which offers real-time text-based communication in
which two persons participate in a single conversa-
tion over their computers or mobile devices within
an Internet-based chatroom. This type of online
chat is commonly used in many business companies
in order to support their clients. Companies often
store their conversation logs between customer ser-
vice staff and clients in order to be used in the future
to improve their service and customer experiences.

The main goal of this work is to predict whether
one message is a reply-to message to a previous
message. However, unlike messages from other
sources such as email or Reddit forums, messages
from instant messaging are generally short to enable
quick response. Moreover, participants could split
long sentences into short utterances and send them
in multiple messages. Therefore, some messages
need to be merged before generating reply-to mes-
sage pairs.

The overview of the training phase is outlined as
follows, where we build a merging model to decide
whether two messages from the same speaker need
to be merged and a reply-to model to decide whether
two messages from two speakers are a reply-to mes-
sage pair.

¢ Message merging task aims to determine
whether a given message pair from the same
speaker should be merged or not. Most con-
tinuous messages from the same speaker could
be merged, however, some messages should not
be merged when they deliver different inten-
tions. As shown in Figure 1, message e to h
can to be merged in order to make a complete

response to message d, while message d should
not be merged with message b and ¢ because
they serve different purposes.

* Reply-to prediction task is to determine
whether a given message pair from different
speakers is a question-answer pair or not. For
example, the message I Dy = 2 is a response
to message I Dy = 0 (positive) while the
merged message Dy = 1 is not a response
to message message I Dj; = 0 (negative).

3.1 Training Data Preparation

An in-house QNAP customer service dialogue
dataset contains conversation logs between two par-
ticipants: a QNAP client and a customer service
staff. QNAP customer service staff may reply to pre-
vious messages for troubleshooting or ask questions
to clarify the problem while assisting the clients.
The chatlog disentanglement task here is to find
direct reply messages for question-answer pairing.
A total of 1,860 conversations with an average of
31.7 messages per conversation are collected as our
dataset.

Manual Annotation

We randomly select 60 conversations and ask
three annotators to label these conversations. Two of
them are asked to label the 60 conversations while
the third annotator is asked to make the final de-
cision on the inconsistent labels. For the message
merging task, we only focus on the message pairs
where both two messages are from the same speaker.
The merged message is renumbered with message
ID ID)y. For the reply-to prediction task, the anno-
tators will focus on the merged messages and mark
the current message as a response to which previous
1D, from the other speaker.

Message Pairs Preparation Given the annotated
messages, we can pair messages that need to be
merged as a positive example and independent mes-
sages as a negative example. Since each message
(2,136 messages for the message merging task and
1,366 messages for the reply-to prediction task) can
be paired with all of its previous messages in the
same conversation, the number of negative examples
is much larger than that of positive examples. Thus,
the kappa value from the two annotators is quite high
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(0.876 and 0.990) for the merging and reply-to tasks,
respectively.

Dataset Chat Log

Conversations 60 1,800
Labeling Manual | Heuristic | Heuristic
# Messages 2,136 2,136 56,792
Pos. Pairs 770 1,082 29,437
Neg. Pairs 3,679 - -
# Pairs 4,449 - -
# Merged Msg 1,366 1,054 27,355
Reply-to 743 753 19,188
Non-Reply 4,032 3,407 86,290
# Pairs 4,775 4,160 105,478

Table 1: Training and Testing data in chat log

With the third annotators, we get a total of 770
positive pairs and 743 reply-to pairs. To deal with
imbalanced data, we restrict the maximum number
of negative message pairs for each message. That
is to say, we conduct negative message pairs down
sampling. For the message merging task, we set the
maximum number of negative message pairs equal
to 2 which means we randomly choose at most 2
negative pairs from all possible negative pairs for
each message, and for the reply-to prediction task,
we set the maximum number of negative message
pairs equal to 4. Overall, we have 3,679 negative
pairs for the message merging task and 4,032 non-
reply pairs for the reply-to prediction task from the
60 conversations via manual labeling.

Heuristic Labeling

The heuristic labeling data is prepared by merg-
ing all consecutive utterances from the same speaker
into one message under the assumption that a client
service staff’s message following the customer’s
question in the previous turn is a reply to the ques-
tion and using this assumption to annotate all con-
versations automatically. As shown in Figure 1, ad-
jacent messages from the same speaker are merged
into one message and are renumbered with a new ID,
IDp. Since the heuristic labeling always merges
the adjacent messages from the same speaker, there
are no negative examples. We then generate mes-
sage pairs z = (i,7) with ¢ < j, where z is a pos-
itive reply-to example if j equals ¢ + 1, otherwise a
negative (Non-Reply) example. Similar to the man-
ual labeling process, we conduct negative example

Applying heuristic labeling to 60 manually annotated conversation
2500

335 18 390
2000

Reply-to

1500
31

-1000

Manual Labels

Non-reply

387 -500

NaN

-0

Non-reply NéN
Heuristic Labels

Repiy-to

Figure 2: Applying heuristic labeling to 60 manually an-
notated conversations.

down sampling to prepare pairs. Finally, we gener-
ate 19,188 reply-to pairs and 86,290 non-reply pairs
from 1,800 conversations.

To see how effective the heuristic labeling is,
we take the 60 manually annotated conversations
as golden answers and compare them with the
heuristic labeling result for performance evalua-
tion. Since heuristic labeling merges all consecu-
tive messages by the same speaker, the merge ra-
tio (0.51=1082/2136) is higher than that of man-
ual labeling (0.36=770/2136) (see Table 1). Due to
the difference in the message merging step, some
messages do not have corresponding matches in
the other labeling method. Therefore, a third class
“NaN” is used to denote message pairs that do
not have corresponding matches as shown in Fig-
ure 2. Excluding unmatched pairs, the heuristic
labeling has a 0.92 (=335/(335+31)) precision and
0.95 (=335/(335+18)) recall.

4 Context-Aware Message Pair
Classification Models

Both the message merging and reply-to prediction
models can be regarded as sentence pair classifica-
tion models. However, the existing models which
use only question-answer pair as input might not be
enough for a task such as chat log (conversation) dis-
entanglement. Inspired by the works on response se-
lection task and AOA (Huang et al., 2018), we pro-
pose a model which includes the previous dialogue
(context) as an input in addition to the question-
answer pair. The overall model structure is as shown
in Figure 3.
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Figure 3: Context Attention-over-Attention BERT model
structure (u < v).

Contextual Representation Layer

For each message pair (m,,m,) from a chat
log C, we also include its context Mmey; =
{mi,....,mqy—1} as part of the input. That is to
say, each training example is a triplet tuple x =
(Mety, Moy, My). If my, is a reply to my,, x is con-
sidered a positive example, otherwise it is a negative
example. We then apply shared BERT embedding
to get the representation i € R*? of each message
m respectively, where [ is the number of tokens af-
ter BERT word piece subword segmentation and d
(=768) is the dimension size of BERT embedding.

Attention-over-Attention (AOA) Layer

Given two message representation M; € R™*¢
and My € R™*?, AOA first calculates a pair-wise
interaction matrix I = M - MQT , where the value
of each entry I;; represents the correlation of a word
pair among the two input messages. Next, two ma-
trix column-wise softmax, o € R™*™ and row-wise
softmax, 8 € R™*™ are computed as follows.

The idea of AOA is to use the averaged attention
weight 5 € R™ for the computation of output fea-
ture vector v € R", where

_ 1 &
B; = nz;&j, ©)

and the output of the attention-over-attention layer
structure is computed by using Bj as a weight for
each a;:
AOA(M;, My) =B . 3)
Suppose the output of BERT embedding for
the training example is denoted as M,, M,,
and M. We then pair these embedding
and apply attention-over-attention over three pairs
to obtain AOA(Me,, My,), AOA(Mey, M,,) and
AOA(M,, M,).

Final Classification Layer

Next, we use AOA(M;, M) for calculating
the attention-weighted representations of each input
pair.

r(My, M,) = M - AOA(M,, M,)
T(Mctza Mu) = MT : AOA(Mctxa Mu)

ctx

r(Metz, My) = MJ, - AOA(Mety, M)

Finally, we concatenate all the attention-weighted
representations to the prediction layer, i.e. po =
r(My, My) ®r(Mey, My) Br(Meys, M,,) by Eq. 4.

P(ylz) = o(w - po + bo) @

5 Experiments

During testing time, we are given a chat log that is
not labeled. We simply apply the merging model
and reply-to prediction model in order as shown in
Figure 4:

1. Message pairing (Same speaker): We first
pair the messages from the same speaker based
on the trained merging models to determine
whether these message pairs should be merged
or not. The messages will be merged accord-
ing to the output from the merging model. We
then update the chat log file by replacing the
message pairs that need to be merged with the
merged messages.

2. Message pairing (Different speaker): We
then pair reply-to message pairs using the chat
log we obtained in the previous step. Unlike the
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Figure 4: The testing phase of reply message prediction
model.

first message pairing step, in this step, we focus
on the message pairs from a different speaker.
These pairs are then given to one of the reply-
to prediction models to decide whether they are
correct reply-to message pairs or not.

5.1 Experimental Setup

We divide the manually labeled data into 5-fold and
use either 4-fold (48 conversations) out of the 60
conversations as training data to build the prediction
models (both merging model and reply-to model for
manually labeled examples). The models are tested
on the remaining 12 conversations. The process is
repeated five times and the result is averaged to ob-
tain the final result. For heuristically merged and
labeled examples from 1,800 conversations, we train
the reply-to prediction models and test on all 60 con-
versations to compare the performance.

We implement three GloVe-based neural network
models and two BERT models for performance
comparison.

GloVe-based Models

A typical neural network model consists of an
embedding layer for word representation, a hid-
den layer such as mutual attention for message
representation, and an output layer for prediction.
For the embedding layer, we adopt a pre-trained
GloVe (Pennington et al., 2014) word embedding
matrix from the Common Crawl dataset (42B to-
kens), which contains a case-sensitive vocabulary of
size 1.9 million. We consider three models for mes-
sage representation. The first one is GCNN-LSTM,
the second is LSTM with dual attention, and the
third is Attention-over-Attention (AOA) model.

* GCNN-LSTM Representation We use Con-
volutional Neural Networks (CNN) for feature
extraction with Gated Linear Unit (GLU) pro-
posed in (Dauphin et al., 2017) to control which
information flows in the network. To deal with
word sequence, we adopt a BiLSTM layer to
capture the message information. The outputs
from the BiLSTM layer are passed through two
fully connected layers to make the prediction.

* LSTM Dual Attention Model Inspired by the
power of the attention mechanism, the second
model we proposed is BILSTM with dual atten-
tion where we can exploit the attention mecha-
nism to generate a representation for m; based
on the content of my.

¢ Attention-over-Attention (AOA) model The
above two models only focus on message rep-
resentation. Therefore, we exploit the idea of
capturing the interaction between one message
to another message given the hidden semantic
representations of the two messages generated
by BiLSTMs with AOA. (Huang et al., 2018).

The pre-trained GloVe word embedding has a di-
mension size of 300. The hidden layers in BiL-
STMs are 128, 128, and 300 for GCNN+LSTM
model, LSTM+DualAtt model, and AOA model re-
spectively, the number of kernels used in CNN is
128 with the kernel size equal to 5. The batch size
used in the traditional deep learning model is 128
and the maximum epoch and initial learning rate are
setto 40 and 1 x 1073,

BERT-based Models

Different from context-free models, which gen-
erate a fixed word embedding representation for
each word in the vocabulary, BERT is able to
give a context-dependent representation of the
words. Consequently, we use the BERT model re-
leased by Google and fine-tune it for the message
merging/reply-to prediction task.

Given two input messages m; (with length n)
and my (with length m), we employ BERT compo-
nent with L transformer layers to calculate the corre-
sponding contextualized representations with input
of the form ([CLS], m1, [SEP], m2).

16



* BERT-SPC The basic BERT sentence pair
classification (BERT-SPC) model takes the out-
put of [CLS] token as the prediction layer input.

* BERT-SPC-AOA We exploit the idea of
Attention-Over-Attention model to further im-
prove the BERT-SPC model by concatenating
the output from AOA with [CLS] output as the
input to the prediction layer.

For BERT based model, the batch size is 16 and 8
for CONTEXT-AOA model. The maximum epoch
and initial learning rate are 6 and 2 * 10~°, respec-
tively. The optimizer used in all models is Adam
with 81 =0.9 and 82 =0.999. All models are trained
on GeForce GTX1080Ti 10GB GPU.

5.2 Performance Comparison

Table 2 and 3 show the performance comparison
of the proposed CONTEXT-AOA model with both
single-turn models based on message pair similarity
and multi-turn chatlog disentanglement models with
additional context.

Message Merging Task

For message merging task, single-turn approaches
with only two message input exhibit limited perfor-
mance. The highest F1 score of these models is only
0.443 F1, which is achieved by BERT-SPC-AOA
model as shown in Table 2, While all multi-turn
approaches including (Lowe et al., 2015), (Zhou
et al.,, 2016), and (Wu et al., 2019) have signifi-
cant improvement over single turn approaches. The
proposed CONTEXT-AOA model achieves the best
0.887 F1 and 0.964 accuracy.

QNAP: Message Merging Task

Model F1 Acc

SHCNN (Jiang et al., 2018) | 0.266 | 0.763

§ GCNN+LSTM 0.271 | 0.731
3 LSTM+DualAtt 0.254 | 0.680
Eo AOA (Huang et al., 2018) 0.333 | 0.516
A BERT-SPC 0.374 | 0.734
BERT-SPC-AOA 0.443 | 0.731

£ LSTM (Lowe et al., 2015) 0.859 | 0.958
2 | MultiView (Zhou et al., 2016) | 0.841 | 0.944
% SAN (Wu et al., 2019) 0.851 | 0.948
= CONTEXT-AOA 0.887 | 0.964

Table 2: QNAP chat log: Message Merging Task

Reply-to Prediction Task

For reply-to prediction task, we see a similar re-
sult. The proposed CONTEXT-AOA model yields
0.800 F1 and 0.944 accuracy, while the highest F1
score of single-turn models is 0.498 (by BERT-SPC-
AOA model) as shown in the “Manual” column of
Table 3. The experimental results demonstrate that
one cannot neglect the relationship between pre-
vious messages (context) and the question-answer
pair. Including previous messages as additional in-
put significantly improves the performance for both
subtasks on manually labeled examples.

For the result shown in the “Heuristic” column of
Table 3, we train the models using all of the heuris-
tically labeled data as training data and test on man-
ually labeled examples where we divided the test-
ing data into 5 folds and train the models similar to
what we’ve done with the experiments on manually
labeled examples.

Interestingly, the heuristically labeled data pro-
vides better performance for most of the multi-turn
reply-to prediction models. The result may be at-
tributed to a large amount of training data even
though the heuristic labeling rule does not always
generate the correct labeled data. This might also
be the cause of an unstable performance for several
models.

Figure 5 shows the performance of multi-turn
conversation task models on heuristic labeled data
in regard to the size of training data. We find that all
models exhibit a steep slope the training data size
is lower than 5%. Moreover, using 25%-50% of
heuristic labeled data to train the models can signif-
icantly outperform the full size of manually labeled
data, which is about 5% of the heuristic labeled data.

6 Conclusion

This paper addresses the problem of question-
answer pairs preparation from two participants’ on-
line chat logs. The major problem with this kind
of data is that a complete message may be split
into several utterances, therefore additional task
(message merging task) is required to merge some
of these utterances together before forming the
question-answer pairs. To extract question-answer
pairs from chat logs, we perform reply-to predic-
tion task on merged messages in order to identify the
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QNAP: Reply-to prediction
Data Set Manual Heuristic
Model F1 Acc F1 Acc
SHCNN (Jiang et al., 2018) 0.429 | 0.722 | 0.432 | 0.702
g GCNN+LSTM 0.390 | 0.680 | 0.441 | 0.694
I LSTM+DualAtt 0.403 0.706 | 0.461 | 0.710
En AOA (Huang et al., 2018) 0.449 | 0.754 | 0.394 | 0.709
A BERT-SPC shownl | 0.736 | 0.413 | 0.665
BERT-SPC-AOA 0.498 0.794 | 0.410 | 0.717
£ LSTM (Lowe et al., 2015) 0.750 | 0.932 | 0.796 | 0.946
2 | MultiView (Zhou et al., 2016) 0.802 | 0.943 | 0.820 | 0.950
% SAN (Wu et al., 2019) 0.814 | 0948 | 0.811 | 0.952
= CONTEXT-AOA 0.800 | 0.944 | 0.823 | 0.956
Table 3: QNAP chat log: Reply-to prediction
Learning Curve for Reply-To Prediction Acknowledgments
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Figure 5: Learning curve for reply-to prediction task.

correct question-answer pairs. In terms of model de-
sign, we propose a context-aware AOA model which
utilizes the idea of Attention-over-attention models
to capture the relationship between context, ques-
tion, and answer message.

Experimental results on both message merging
and reply-to prediction tasks show that allowing the
model to gain access to the context significantly im-
proves the performance on both tasks. Our pro-
posed CONTEXT-AOA model outperforms the ex-
isting models on message merging task and achieves
comparable performance on reply-to prediction task
for manually labeled data. In addition to manually
labeled data, we also conduct experiments on heuris-
tically labeled data where our proposed model out-
performs the existing models and the result demon-
strates that more training data may further improve
the problem.

The research is partially supported by Ministry
of Science and Technology, Taiwan under grant
MOST109-2221-E-008-060-MY 3.
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Abstract

Discontinuity is a nearly universal phenomenon
observed in natural languages. Several
approaches have been proposed so far by
different grammar formalisms but they are
widely regarded as distinct approaches owing to
their theoretical motivations. This paper
proposes the correspondence principle which
will enable the representation of discontinuity
by way of the unification of the representations
of linguistic structures in three grammar
formalisms: Phrase Structure Grammar (PSG),
Dependency Grammar (DG), Categorial
Grammar (CG). The goal is not to unify PSG,
DG and CG, but rather to sketch out a way of
representing  discontinuity by  uniting
constituency relations (as in PSG), head-
dependent relations (as in DG) and functor-
argument relations (as in CG) for the encoding
of discontinuous expressions in natural
languages. The implications for natural
language syntax and computational linguistics
will be offered towards the end of the paper.

1 Introduction

Syntactic discontinuity is a grammatical
phenomenon in which a constituent of a sentence
is split into two (or more) parts because of the
insertion of an element which is not a part of the
constituent. The evidence for discontinuity is
frequently found in languages with relatively free
word-order such as Turkish, Russian, Japanese,
Croatian, German, Tamil, Warlpiri etc. In the
sentence from Malayalam below, the predicate
and its argument are not contiguous as per the

Prakash Mondal
Indian Institute of Technology Hyderabad
Sangareddy
Telangana, India

prakashmondal@la.iith.ac.in

linear order because the subject is located between
them, indicating a case of discontinuity.

i Kansu kugri aanaye. (Falk, 2001:19)
saw child.NOM elephant. ACC
‘The child saw the elephant.’
[NOM=nominative case marking;
ACC=accusative case marking]

It is also observed in rigid word order
languages such as English, but is limited to long-
distance dependencies such as topicalisation, long-
distance Wh-questions etc. Various theories of
grammar have accounted for discontinuity in
natural languages (both rigid and free word order)
in different ways, as per their theoretical
motivations. For example, PSG has rules and
analyses syntactic structures only in terms of

constituents/phrases,  making it well-nigh
impossible to account for  discontinuous
constituents. DG and related formalisms

accommodate  discontinuous  constituents by
analysing expressions on the basis of head-
dependent relations. The paper introduces the
correspondence principle which will help in the
unification of the representations of linguistic
structures in these grammar formalisms for some
cases of discontinuity. Firstly, a brief introduction
to each of the grammar formalisms is given
followed by a mention of the previous approaches
towards discontinuity. This is followed by an
illustration of the correspondence principle which
will help in the derivations, considering one
discontinuous sentence from Croatian language.
Finally, a brief conclusion is provided towards the
end of the paper.
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2 The Three Grammar Formalisms:

PSG, DG and CG

2.1 PSG

Analysing sentences as constituents is central to
the PSG formalism which was first put forth by
Noam Chomsky in his book ‘Syntactic Structures’
(1957) and later developed in the Extended
Standard Theory, The Revised Extended Standard
Theory, Government/Binding theory and the
Minimalist Program. They all exhibit certain
common characteristics: all syntactic
representations are analysed as phrases and
depicted using trees; the grammatical functions are
derived from the constituent structures; the
configuration of the subject is higher and external;
certain operations called transformations (hence
transformational grammar) on an existing
constituent structure change it into a similar, but
not identical, constituent structure called the
'surface structure’. Thus, the traditional PSG
greatly emphasizes the interdependence of
grammatical relations, thematic roles and
constituency. Rewriting rules based on PSG trees
specify the manner in which each of the
word/phrase is combined to form constituents. For
instance, in the discontinuous sentence (i), PSG
depicts the predicate Kanfu and its argument
aanaye as V and NP respectively (S — V NP NP).
However, Kanfu and aanaye are considered to
form a single VP constituent (VP — V NP) if it
were a continuous sentence. Thus, any word order
variations are encoded in the rewriting rules based
on PSG trees depicting the dominance and linear
relations among various constituents (Gazdar,
1983; Chomsky, 1995; Newmeyer, 2001).

2.2 DG

DG is a descriptive tradition in linguistics that can
be traced back to Panini and was later developed
by the French linguist Lucien Tesniére (1959). It
analyses sentences in terms of head and dependent
relations, motivated by the grammatical functions.
A DG can be specified by a 4-tuple: DG = <V,
V1, D, R> where Vy is the set of auxiliary/non-
terminal items (syntactic categories), V+is the set
of terminal items (actual words realized from
syntactic categories), D is the set of dependency
rules and R is the initial symbol at the root of the
tree (that is, RE V). A dependency rule in D is a

statement consisting of one auxiliary element
functioning as the governing element or head (1)
and any finite number of auxiliary elements as the
dependents. There are two important rules in D:
Rule 1: I(Dy,...,Dy * D;,....,Dy) (i, m, k >0 ; not
always i=m=k) ; Rule 2: I (*); ‘I’ is the governing
element and indicates the presence of only one
independent category; D.,...,.Dn, represents the
dependent categories towards the left of the root
word/head; D,,....,Dy represents the dependent
categories towards the right of the head word; m
and k are the number of dependents on the left and
right of the head word respectively. The asterisk
“** indicates the location of 'I' in the linear order of
words. As per this rule, the valence of ‘I’ will be
the total number of dependent elements i.e.
‘(m+k)’. Therefore, the terminal elements, the
non-terminal elements, the correspondences
(dependency functions) which exist between them,
and the rules constitute the core of the dependency
theory (Hays, 1964; Gaifman, 1965; de Marneffe
and Nivre, 2019). Accordingly, the rule in D for
the sentence i is V(*NP, NP) which will be
realized as Kapsu (*kusi, aanaye). This indicates
that V Kanzu is the head and NPs kuzi and aanaye
are its dependents. The central idea is that in a
sentence, all except one word (‘the root”) depend
on another word. A dependent Y depends on a
head X when Y is usually optional with respect to
X, and/or X selects Y, and/or Y agrees or is
governed by X, and/or the linear position of Y is
with reference to that of X (de Marneffe and
Nivre, 2019: 203).

23 CG
Thirdly, CG is a context-free grammar formalism
first defined by the logician Kazimierz

Ajdukiewicz (1935). The notion of ‘category’ and
analysis of sentences in terms of functor-argument
relations constitute the core idea of this formalism.
Words are assigned a category in terms of N and S,
based on their combining properties (Steedman,
1992, 2014). The widely used ‘slash’ notations for
directional categories were pioneered by Bar-Hillel
(1953) and Lambek (1958). Lambek’s notation
uses a forward slash ‘/’ to indicate an argument on
the right and a backward slash ‘\’ to indicate an
argument on the left. It needs to be emphasized
that for the CG analyses in this paper, the standard
Lambek notation of functor-argument relations (by
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using only the categories N and S) has been
adopted. Given this basic understanding, the next
section makes a brief note on the solutions
proposed so far to solve the problem of
discontinuity. A CG can be defined by a 4-tuple:
CG =<V, C, R, F>. Here, V is the set of all lexical
items in a language; C is the set of primitive
categories ({N, S}); R is the set of functional
composition rules for the generation of categories
for lexical items. It specifies the process of
generation of category of any given lexical item. F
is a function that maps each lexical item (LI) to its
set of categories (each element of V is mapped to
its corresponding element(s) which can be a set of
primitive/atomic categories from the set C and/or
categories derived by means of R), whose form is:
FL) = {C.....C.}. For instance, for the
Malayalam sentence (i), V = {Kanzu, aanaye,
kugti}; C = {N,S}; as per the definition of R and F,
the category of Kapmu is ‘(S/N)Y/N’ (with */
indicating the argument is to the right) and ‘N’ is
for aanaye and Kkugi. In Step 1 of the CG
derivation, Kaznzu is the functor and its argument
aanaye is to its right. Here, the cancellation of ‘N’
results in the output ‘(S/N)’ (Kanzu aanaye). In
Step 2, (S/N) is the functor and N (kugi) is the
argument. Here, ‘N’ is cancelled out, which results
in the final output S. We shall now look into the
previous approaches to discontinuity proposed so
far in the literature.

3 Previous Approaches to Discontinuity

Questioning the validity of a universal constituent,
several linguists have proposed alternative
approaches towards discontinuity.

3.1 Characterisation of Non-Configurational
Languages

Hale’s (1982, 1983) work on Australian languages
such as Warlpiri, Navajo and Dixon’s (1972, 1977)
work on Dyirbal and Yidiny provided rich
evidence for the existence of discontinuity in
natural languages. Hale associated three key
properties with ‘non-configurational languages’:

(i) free word order

(if)  the use of syntactically discontinuous
expressions, and
(iii)  the extensive use of the null anaphora (an

argument such as subject and object that is not

represented by an overt hominal expression in the
phrase structure).

This is because the syntactic nature of these
languages is not the same as that of more familiar
languages which admit of analyses in terms of
phrase structure constituency (the structure of a
clause, configurations of NPs and VPs),
subordination, wh-movement and extraposition
(Nordlinger, 2014). Austin and Bresnan’s (1996)
claim of Warlpiri phrase structure as flat and
characterised by free base-generation of elements
is another approach towards discontinuity.

3.2 Phenogrammatical Structure

Dowty (1996) makes two important assumptions.
First, he proposes a ‘minimalist theory of syntax’
to describe various discontinuous syntactic
phenomena by taking linear structure as the norm
rather than hierarchical structure, that is, ‘a clause
or a group of words is only a string’. Second, some
words and constituents are more tightly bound
(attached) to adjacent words than others. The linear
structures/representations of  expressions are
treated as unordered lists.

3.3 Sequence Union Operation/Shuffle

Donohue and Sag’s (1999) adopted Reape’s (1996)
‘sequence union operation’ or ‘shuffle’. The
sequence union of two lists I, = <a,b> and I, =
<c,d> is the list I5 iff each of the elements in I; and
I, is present in I3 and the original order of the
elements in I, and I, is preserved. For example, the
sequence union of I; and 1, is any of the following
lists/sequences: <a,b,c,d>, <a,c,d,b> <a,,b,d>,
<c,d,a,b>, <c,a,d,b>, <c,a,b,d> but not <b,a,c,d>,
<a,b,d,c> etc. This allows discontinuous elements
to intervene in the linear order of a constituent,
thus accounting for discontinuity.

3.4 Tangled Trees

McCawley’s tangled trees (McCawley, 1982;
Iwakura, 1988; Blevins, 1990) relax the no-
crossing constraint and the single mother
condition of the standard PSG trees to account for
discontinuity.

3.5 Parallel Merge

Citko’s (2011) ‘parallel merge’ relaxes the single
root/mother condition to linearize multidominant
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structures, discontinuous

structures.

thus accounting for

3.6 Encoding Constituents in terms of

Dependency Relations

These include Barry and Pickering’s (1990, 1993)
‘dependency constituent’ linking dependency
relations with constituent relations, the formulation
of ‘subtrees’ from DG trees by Hays (1964),
Gaifman’s (1965) formulation of weak equivalence
between ‘parenthetical expressions’ of PSG trees
and dependency graphs.

However, these are limited to showing the
correspondences between PSG and DG. This paper
goes beyond this and attempts to show a way of
unifying CG functor-argument relations with DG
head-dependent relations and constituency rules in
PSG. Now we shall introduce the correspondence
principle and the motivations behind this proposal.

4 The Correspondence Principle

Before proceeding to show the desired way of
uniting the representations, an elaboration of the
principle  proposed here, called as the
Correspondence Principle is noteworthy. In order
to achieve a unified system of representation, one
needs to establish an equivalence relation between
(a) PSG and CG and also between (b) DG and CG.
The CG derivations would piggyback on PSG
constituents in the analyses as the CG derivations
proceed as per the constituency relations in PSG
with the wrapping® operation allowed for the
functor-argument distance over more than one
(constituent) expression, but the CG relations
defined on the relevant constituents have to be
mapped onto the dependency relations. This
warrants a principle that can help unify the DG and
CG representations. Therefore, the correspondence
principle has been proposed.

5 Motivations for The Correspondence
Principle

PSG trees fail to capture discontinuous
constituents unless the trees are tangled, that is, the
no-crossing constraint and the single mother

! Wrapping rules usually infix, by way of a sort of swapping, a
discontinuous string element in a place where another element
was initially located (see for details, Steedman, 1985: 527).

condition are relaxed as proposed by McCawley
(1982). The ‘parallel merge approach’ too relaxes
the single mother condition. This relaxation may
seem theoretically gratuitous, because this
indicates that the no-crossing constraint and the
single mother condition need to be adhered to in
cases of non-discontinuity and these very
conditions need to be relaxed in cases of
discontinuity. This in turn gives rise to two
different and separate structural representations for
continuous and discontinuous constituents, the
former without the above mentioned two
conditions relaxed and the latter, with the
conditions relaxed, be it PSG trees or tangled trees.
On the other hand, DG captures cases of
discontinuity, with CG remaining in-between.
Given this situation, there arises incompatibility
between PSG, CG and DG in analyses of linguistic
structures. The Correspondence Principle is the
‘glue’ that can bind the principles of PSG, CG and
DG together in a non-superfluous manner for both
continuous and discontinuous structures. Once the
Correspondence Principle is applied, the need for
the no-crossing constraint and the single mother
condition disappears, precisely because all cases
demanding these conditions are re-interpreted and
re-analysed in terms of functioning of the basic
principles of DG and CG united together.
Accordingly, this principle would be used for the
DG — CG and CG — DG derivations illustrated in
the fifth section of this paper.

The Correspondence Principle:
A(B*) VA(*B) = AB

For any two words A and B, A(B*) indicates B is
dependent on A and B is to the left of A and A(*B)
indicates B is dependent on A and B is to the right
of A. Here, ‘v’ is the logical disjunction, ‘=’ is a
special equivalence sign and A|B indicates that
either A or B can be the functor in categorial
relations, with ‘|’ indicating the neutral direction of
the functor. This implies that the other element will
be the argument. The logical relation is that of an
implication, but not of an entailment, because
when one element (A or B) is the functor, nothing
is said about the other element. In cases where
there is a direct dependency relation between the
functor and the argument, A and B on the Left-
Hand Side (LHS) and Right-Hand Side (RHS) turn
out to be the same. However, this is not the case
always. In exceptional cases, only either A or B

23



tends to be the same on LHS and RHS, and the
other category can vary across sides. If, for
example, we suppose that A is the same on both
sides, the exact value of B may differ on the LHS
and the RHS (that is, B can take a word X, for
example, on the LHS, while it takes a word Y, for
example, on the RHS). Given this understanding of
the Correspondence Principle, we shall now turn
to the derivations to apply this principle and arrive
at a unified system of representation for a Croatian
sentence.

6 Towards a Unified Representation: An

Illustrative Case of a Croatian Sentence

This section provides an illustration of the unified
system of representation for a discontinuous
Croatian sentence. An outline of the strategy
followed is given below. The following four steps
(not necessarily in the same order) are essential:
(a) PSG to CG derivation (b) DG to CG derivation
(c) CG to DG derivation (d) CG to PSG derivation.
For the PSG to CG derivation, the starting point
would be the PSG tree, hence the CG derivation is
depicted in the PSG tree. For the CG to PSG
derivation, each step of the CG derivation is
mapped onto an appropriate PSG constituent. The
final PSG tree can be derived after the last step of
the CG derivation. For the CG to DG derivation,
the CG derivation would be the starting point. For
a functor-argument relation in each step of the CG
derivation the corresponding head-dependent
relation is established. The DG tree of the
expression can then be drawn based on the outputs
of the individual steps. This is where the proposed
correspondence principle will come into picture.
Similarly, for the DG to CG derivation, for each
head-dependent relation in the DG graph a functor-
argument relation is derived by using the
correspondence principle. These account for the
forward and converse derivations for establishing>
the equivalence relations CG = PSG and DG = CG.
This has been illustrated for the Croatian sentence
below:

ii. Nasa je ucionica udobna.
Our is classroom comfortable
‘Our classroom is comfortable.” (Van Valin,
2001:88)

In this sentence, discontinuity arises since je and
udobna are not contiguous in the linear order of the
sentence.

(ii@) A CG derivation in the phrase structure tree

(PSG — CG)
Figure 1 depicts the CG derivation of (ii) in its
PSG tree and Figure 2 depicts the CG derivation of

N

Nas-a ucionic-a je udobn-a

NS)

/><\

udionic-a  udobn-a
N\S

Nas-a

N/N (N\S)/(N\S)

Figure 1. The CG derivation in PSG tree

Nasa(Det)
N/N

je(Aux) ucionica(N)
MN\S)/@sy N
N\S N

>

udobna(A)
RS

»
>

Step 1:

Step2: N/N

Step3: N N\S

—_—

S
Figure 2. The CG derivation of (ii)

The illustration of Fig 2:

» In stepl, the category of je is cancelled out
with respect to the category of udobna.
In step 2, the category of Nasa is cancelled
out with respect to the category of
ucionica.
In step 3, the output of step 2 (category of
Nasa ucionica) now becomes the input and
it is cancelled out with respect to the
category of je udobna, resulting in the
final output S.

>

It may be noted that though standard PSG
trees do not allow for criss-crossing lines in the
tree diagrams, the crossing lines are drawn in order
to explain how the cancellation of categorial
functions can be implemented with the help of the
PSG tree as seen in Figure 1. The cancellation of
arguments of a function proceeds in accordance
with the constituency relations in PSG, as seen in
Figure 2. The exact manner in which tree branches
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are or can be tangled reflects the way categorial
derivations can work, thus uniting CG derivations
with PSG. That the crossing lines are made
insignificant in CG is substantiated by the
specification of the series of steps for the
categorial derivation of the sentence which is
shown right in Figure 2.

(iib) Dependency functions in terms of CG
formulae (DG — CG)

The dependency graph for the sentence (ii) is
depicted in Figure 3. It may be observed that & is a
dependency valuation function that takes a node as
an input and returns a real value as an output (see
Levelt, 2008: 11I:51). If A~B (meaning that A is
dependent on B), then 8(A)>5(B). The real value is
set to O at the top of the tree, but we can start from
1 at the top of the tree. This function will be useful
for recoding CG functor-argument relations in
terms of dependency relations as discussed below:

6(Aux) =0

Aux
. ——
je S~ T—

ey —
. -

N

s udobn-a
_~"utionica
- -~
3(Det) =2 _ 3N =1 8(A) =1
-
Det
Nasa

Figure 3. A dependency graph of (ii)

The above figure illustrates
dependencies:

i. udobna is dependent on je.
ii. Nasa is dependent on ucionica.

iii. ucionica is dependent on je.

the following

Based on Figures 2 and 3, the dependency
functions capturing all the functor-argument
relations/cancellations can be formulated as
follows:

Step 1: S(Aux)/oA) S(AY

This step captures the functor-argument relation
between udobna (A) and je (Aux) corresponding to
step 1 of the CG derivation in Figure 2. This step
builds the meaning conveyed through is
comfortable.

Step 2: 5(Det)/s(N) (N

This step captures the functor-argument relation
between Nasa and ucionica corresponding to step
2 of the CG derivation in Figure 2. This step builds
the meaning conveyed through our classroom.

Step 3: S(AUX)/SN} S(N)

This step captures the functor-argument relation
between the outputs of Stepl and Step2 of the CG
derivation. By using the correspondence principle,
we have that je(*uCionica) = Nasa\je. In other
words, Aux(*N) = Det\Aux. We can also express it
as: A(*B) = B\A (A = je). Since ‘Nasa’ and ‘je’ do
not participate in any (direct) dependency relation
as seen in Figure 3, the functor-argument relation
is constructed through Aux and N in step 3. This
step builds the meaning conveyed through our
classroom is comfortable.

(iic) CG — DG derivation

Here the correspondence principle is used to show
how the dependency relations can be derived from
the categories assigned to the words and the
subsequent CG derivation. When each step of the
CG derivation is taken into account and expressed
in terms of head-dependent relations, the
corresponding dependency relation between the
functor and the argument can be established.

In this derivation, the equivalence relation
is established from RHS to LHS. Hence the CG
derivation would be the starting point. The aim is
to establish a DG relation for each step of the CG
derivation. In other words, for every functor-
argument relation, the equivalent head-dependent
relation is to be established. Finally, by
considering all the head-dependent relations that
are established from the CG derivation and other
possible head-dependent relations (if any), the DG
graph of the sentence can be drawn.

Step 1: The CG relation between ‘e’ and ‘udobna’
In this CG relation, ‘je’ (Aux) is the functor and
‘udobna’ (Adj) is the argument. The direction of
the argument is to the right. If we consider ‘je’
(Aux) to be A and ‘udobna’ (Adj) to be B, the
RHS would be Aux/Adj or je/udobna or A/B.
There is a direct dependency relation between the
functor and the argument - ‘je’ and ‘udobna’, with
‘je’ as the head and ‘udobna’ as its dependent.
Accordingly, the LHS would be je(*udobna) or
Aux(*Adj) or A(*B). Thus, the equivalence
relation for this CG relation would be:
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je(*udobna) = je/udobna. It can also be expressed
as: Aux(*Adj) = Aux/Adj or A(*B) = A/B.

Step 2: The CG relation between ‘Nasa’ and
‘ucionica’

In this CG relation, ‘Nasa’ (Det) is the functor and
‘ucionica’ (N) is the argument. The direction of the
argument is to the right. If we consider ‘uc¢ionica’
(N) to be A and ‘Nasa’ (Det) to be B, the RHS
would be Det/N or Nasa/ucionica or B/A. There is
a direct dependency relation between the functor
and the argument - ‘Nasa’ and ‘udionica’, with
‘ucionica’ as the head and ‘Nasa’ as its dependent.
Accordingly, the LHS would be the following:
ucionica(Nasa*) or N(Det*) or A(B*). Thus the
equivalence relation for this CG relation would be:
ucCionica (NaSa*) = Nasa/ucionica. It can also be
expressed as: N(Det*) = Det/N or A(B*) = B/A.

Step 3: The CG relation between ‘Nasa’ and e’
In this CG relation, ‘je’ (Aux) is the functor and
‘Nasa’ (Det) is the argument. The direction of the
argument is to the left. If we consider ‘je’ (Aux) to
be A, the RHS would be Det\Aux or Nasa\je or
B\A (B = Det). However, there is no direct
dependency relation between the functor and the
argument - ‘je’ and ‘NasSa’. Rather, ‘ucionica’ (N)
is dependent on ‘je’ (Aux). In other words,
Aux(*N) or je(*uCionica) or A(*B) [B =
‘ucionica’] would be the LHS. Since the functor
and the argument do not participate in a direct head
and dependent relationship, considering ‘je’ to be
A on the RHS would implicitly indicate that B on
the RHS is its argument ‘NaSa’ and B on the LHS
is its dependent ‘ucionica’. Thus, the equivalence
relation for this CG relation would be:
je(*ucionica) = Nasa\je. It can also be expressed
as, Aux(*N) = Det\Aux or A(*B) = B\A. This
clearly shows that ‘je’ (Aux) is the head of
‘ucionica’ (N) but is the functor of the argument
‘Nasa’ (Det).

Thus, combining the DG relations of all the steps,
we get the following.

(1) Aux(*Adj) or ‘udobna’is dependent on

‘je’

(i) N(Det*) or ‘Nasa’ is dependent on
‘ucionica’

@iii)  Aux(*N) or ‘ucionica’ is dependent
on ‘je’

Based on these dependency relations, we arrive at
the DG graph with the same dependency functions,
that is, Figure 3.

(iid) CG — PSG derivation

In this Croatian sentence, discontinuity arises
because (i) ‘Nasa’ and ‘ucionica’ and (ii) ‘je’ and
‘udobna’ are not contiguous in the linear order of
the sentence. However, in a PSG tree, the
cancellation of arguments proceeds as per the
constituent structure.

Stepl of the CG derivation would mean that
Aux and AP form a single constituent AuxP with
Aux as the head. The analysis of ‘udobna’ as a
separate constituent ‘AP’ is drawn from the
fundamental principles of PSG as seen in Figure 4.

AuxP
AP
Aux A
je udobn-a

Figure 4. The PSG tree corresponding to step 1 of
the CG derivation

Step2 of the CG derivation would mean that Det
and N form a single constituent NP with N as the
head as seen in Figure 5.

NP

Det N
Nas-a ucionic-a

Figure 5. The PSG tree corresponding to step 2 of
the CG derivation

Step3 of the CG derivation indicates that NP and
AuxP form a single constituent S. Hence, in this
step the remaining arguments are cancelled out
resulting in the final output S. The corresponding
tangled diagram of the sentence is shown below in
Figure 6. Accordingly, the corresponding PSG
rules are: (i) S — NP AuxP (ii) NP — Det N (iii)
AuxP — Aux AP (iv) AP — A.

26



N_P AuxP

N AP
ucionic-a

Det Aux
Nas-a je

A
udobn-a

Figure 6. The final PSG tree

(iie) A unified representation (from DG to CG to
PSG)

Finally, Figure 7 depicts a unified representation
taking into account the constituency relations,
dependency relations and the functor-argument
relations in the discontinuous Croatian sentence.

Step 1: 3(Det)/S(N)  S(Aux)/S¢A) S(N) A
Step2:  3(Det)/8)  5(Aux) 8Ny
Step 31 JAux)/SM) AN

d(Aux)

Fig 7. A unified representation of the
discontinuous sentence

In all, the derivations formulated for the
above illustration show how the conversions,
namely PSG—CG, DG—CG, CG—DG and
CG—PSG (not necessarily always in that order),
can establish the desired equivalence of
representations in those formalisms. Therefore,
establishing PSG—-CG, DG—CG, CG—DG and
CG—PSG is tantamount to establishing
PSG=CG=DG in their representational principles
for natural language constructions.

7 Implications and Conclusion

This paper is an attempt to show how a flexible
account of functor-argument relations can be
decoded from the rigid constituents of phrase
structures and how in turn these functor-argument
(categorial) relations can also be formulated in
terms of dependency relations. Hence the PSG
rules in trees could be redrawn in terms of the CG
formula which in turn could be rewritten in terms
of the DG functions. This can have far-reaching
implications for theories of natural language since

most current linguistic theories do adopt and
subscribe to constituency-based analyses, although
specific treatments of particular phenomena such
as labelling phrases may differ. But one emerging
conclusion is that not all aspects of natural
language (especially syntax) can be accounted for
by binary branching and headed rules (see Muller,
2013). The unified system of representation for
continuous and discontinuous structures cuts
across and in fact (somewhat) neutralizes the

traditional  distinction  between  derivational
theories (as in Chomsky, 1995) and constraint-
based formalisms because both types of

formalisms have to define their derivations or
constraints on the structural organization of
linguistic structures.

Though there have been many solutions
proposed so far, to account for discontinuity, we
argue that considering an alternative approach will
merely add to the solutions existing in the
literature. The present unified system of
representation differs from the solutions proposed
so far in that it attempts to face up to the problem
of discontinuity by enabling a direct analysis of
discontinuous structures from the basic underlying
assumptions in each of the grammar formalisms
without introducing any extra assumptions/rules or
even constraints. There is no
expansion/manipulation of the features of the
system as in the case of most of the proposed
solutions. This reduces the number of types of
structures and strikes a balance between rigidity
and flexibility to account for continuous
constituents as well as discontinuous constituents
which are grammatical. This can comprehensively
capture and help analyse both continuous and
discontinuous expressions for a range of natural
language phenomena including
movement/displacement, long-distance
dependencies etc. Regarding long distance
dependencies, gaps occur when a phrase is fronted.
This missing phrase is anaphorically interpreted as
in the case of Wh-questions, topicalisation etc. The
unified system of representation works in a non-
local way and, therefore can account for the gaps
created as a result of fronting of constituents in
long-distance  dependencies.  This  thereby
eliminates the need to separately represent the
movement of constituents/gaps using arrows or
bars. However, an illustration of this is beyond the
scope and space requirements of the current paper.
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Most importantly, what makes this
approach different from the earlier ones is that the
equivalence relation between PSG, DG and CG is
in terms of the representational descriptions of
natural language constructions. Only the
representational principles are unified
(constituency relations in PSG, head-dependent
relations in DG and functor-argument relations in
CG), not the grammar formalisms as such, in their
descriptions of natural language constructions. The
very flexibility that PSG can have in allowing for
both normal trees and tangled trees (by relaxing
the ‘no-crossing’ constraint) is nothing other than
the flexibility DG or CG inherently permits. DG or
CG is inherently neutral with respect to line
crossing or no-line crossing. Hence the desired
flexibility in  PSG for continuous and
discontinuous structures is an expression or
instantiation of the principles of DG/CG itself.
Thus, the apparent tension between the three
grammar formalisms can perhaps be neutralized by
this way of working towards mutually unifying the
most basic principles of the three formalisms. The
novelty of this unified representation is it can help
draw correspondences between representations in
parsing systems based on head-dependent relations
and the parsing systems based on PSG and/or CG
relations. Thus, systems of dependency parsing
and PSG-constituency-based parsing can have
representational interrelation that can help achieve
representational economy. A parser can then
(de)code dependency parses into constituency
parses and vice versa, without any extra burden on
computational  resources, since one single
representational system may suffice. Hence
exploring the full range of practical applications of
the unified representation is beyond the scope of
the current study and would be left as a follow-up.
Another argument substantiating the unified
system of representation pertains to the
representation of language in our cognitive system.
In the real world a speaker of a language with a
predominantly continuous system can also learn,
comprehend, speak a language with a non-
continuous system. Though linguists advance each
of these grammatical formalisms on distinct
grounds having varying theoretical motivations, it
is more likely that for a speaker of any language
there exists just one representation in their
cognitive system which is equipped to deal with

the features of both kinds of systems. However,
this is too left open for further study.
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Abstract

This study is unique because it focuses
on language consultants’ perceptions of their
life satisfaction. This paper looks into their
well-being and how it reflects their culture. The
questions addressed were, "Are you happy with
your life right now?" and "How can you ensure
yours and your children's well-being?" After
the in-depth interview, three domains have been
identified: livelihood, money, and wishes. They
are satisfied if they are able to work for a living
and mind if their family eats twice or thrice a
day. They hope that whatever they failed to
achieve in life would be carried on by their
descendants. Reduplication, affixation, transfer
emphasis, phoneme deletion, and borrowing are
analyzed on how some terms related to well-
being are being formed in Romblomanon,
Waray-Leyte, and Visaya-Mindanao language
consultants.

1 Introduction

The experience of pleasant emotions such
as happiness and contentment, as well as the de-
velopment of one’s potential, gaining some
control over one’s life, gaining a sense of pur-
pose, and enjoying meaningful connection, was
classified as well-being (Huppert, 2009). Ac-
cording to the World Health Organization
(WHO, 2001), well-being is a long-term state
that allows a person or a group to grow and
develop. It is associated with professional,
personal, and interpersonal success, with well-
organized peo-ple demonstrating higher work
productivity, more effective learning, and
enhanced creativ- ity. There are ethnolinguistic
groups that have the same pronunciation,
sound, and spelling but also have different
lexicons (words) but with the same semantics
(meanings).

2 Methodology

This study utilized a comparative approach to
compare the language consultants’ perspectives on
their well-being at present. It also aims to compare
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their views of well-being on Romblomanon,
Waray-Leyte, and Visaya-Mindanao.

Life satisfaction as one of the measures
of well-being is viewed as happiness. This is an
initial study because the data collected is lim-
ited. The consultants are twelve native speakers
of Romblomanon, Waray-Leyte and Visaya-
Mindanao aged 25-50. The data gathered were
presented and analyzed through componential
analysis.

3 Results and Discussions

The terms ‘maginhawa’, ‘mas maginhawa’
and ‘pinakamaginhawa’ are expressed same in
Romblomanon, Visaya-Mindanao, and Taga-
log. In Romblomanon, well-being or being well
is having an adequate occupation or farm, a
happy family, and having a good connection to-
wards various types of trade. The life of the
Waray-Leyte people is comfortable without bad
weather because they make a living from rice
and copra. In Waray-Leyte, ‘maupay’ is the
equivalent of the Tagalog words ‘ginhawa’ and
‘maginhawa’. Therefore, having a comfortable
life for Waray-Leyte is having a luxurious life.
‘Ungod’ which is equivalent to ‘pinaka’ in Ta-
galog can be associated with ‘ubod’ which
means ‘sobra’ like ‘sobrang ginhawa’. In fact,
the different language varieties of Visaya are
influenced by different languages in the Philip-
pines such as Tagalog and English. Being com-
fortable in the life of the Visayan-Mindanao is
having a more uplifting life for other people,
more uplifting in life. In those days, the datu in
Visaya-Mindanao were considered wealthy
people in their area.

Table 1 shows the different lexicons for
‘ginhawa’, ‘maginhawa’, ‘mas maginhawa’,
and ‘pinakamaginhawa’ based on the language
consultants.

Table 1: Lexicons for Comparing Well-being in Visaya
Visayan Language Well-being

Mas Maginhawa Pir inhawal
Mas maginhawa Pinakamaginhawa

[Ginhawa
(Ginhawa

Maginhawa
Maginhawa

Romblomanon

Waray-Leyte
Visaya-Mindanao

Maupay
[Ginhawa

Maupay
Maginhawa

Mas maupay
Mas maginhawa

Ungod na maupay|
Pinakamaginhawal

Table 2 shows the consultants'



componential analysis of their livelihood.
Farming is the livelihood of the Rombloma-
nons, Waray-Leyte and Visaya-Mindanao.
The word "pagsasaka” is used by the Rom-
blomanons and Waray-Leyte for the Tagalog
word "pagsasaka". Visaya- Mindanao, on the
other hand, uses the word “Pag-ooma” which
is equivalent to the Tagalog word “pag-
sasaka”. "Oma" is the root word with the
equivalent of the word "saka" in Tagalog. It
uses the so-called process ‘reduplication’
wherein the prefix “pag-“ is added in front of
the root word‘saka’ and repeats the phoneme
‘0’ to form a new word just like in ‘pag’ +
oma = pag-ooma. This also happens in Taga-
log, Romblomanon and Waray-Leyte just like
in ‘pag’ + saka = pagsasaka.

Table 2: Componential Analysis of the Visayan Livelihood

Visayan Livelihood (Kabuhayan) [Farming (Pagsasaka)
Language
Romblomanon Pagsasaka +
\Waray-Leyte Pagsasaka +
Visaya-Mindano Pagooma +

All the consultants of Romblomanon,
Waray-Leyte, and Visaya-Mindanao be-
lieved that theycannot achieve their well-be-
ing as shown in Table 3 below.

Table 3: Componential Analysis of Over-all Well-being in Visaya

Visayan languge Over-all well-being

Romblomanon

Waray-Leyte

Visaya-Mindanao

Paz (2008) mentioned that the possi-
ble reasons why Philippine languages are
similar are due to the cultural influence of the
country’s invaders - Spain and the United
States. It means theculture has become the
foundation of the Filipinos to have one na-
tion, the Philippines.

It is undeniable that the word "gin-
hawa" has different meanings among the
aforementioned varieties of Visaya. See Ta-
ble 4, below. The ‘maayo’ meaning of ‘gin-
hawa’ for Romblomanons comes from the
word ‘maayos’ which has undergone a mor-
phophonemic change called ‘assimilation’ in
which there is a deletion of the phoneme of
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the original word. The ‘s-* was removed from
‘maayos’ which is a word in Tagalog so the
word ‘maayo’ came out. The equivalent
words “Hayahay” and “Paghinga” for the
word ‘Ginhawa” in Waray-Leyte and Bisaya-
Mindanao are also noted to use such words in
Tagalog but “Hayahay” in Tagalog means
doing nothing or resting (word denoting ac-
tion in the present). On the other hand,
Waray-Leyte and Visaya Mindanao have the
same meaning of ‘may maayos na paghinga’
for the words “Hayahay” and ‘“Paghinga”.

Table 4: Lexicon for Well-being (Ginhawa) in Visaya
Well-being (Visaya)

Visayan language

Romblomanon Maayo

Waray-Leyte Hayahay

Visaya-Mindanao |Paghinga

Consultants of the aforementioned Vi-
saya varieties have the same view of ‘money’
as a material object and have the same level of
valuation or importance. According to the same
articleby Paz (2008), having beautiful houses
symbolizes material things in the various eth-
nolinguistic groups mentioned in the article but
not mentioned about the Visayans. See Table 5
below whichshows the call to money as a ma-
terial object among the Visayans. "Kwarta" is
what the Romblomanons, Waray-Leyte, and
Visaya-Mindanao call the same word "kwarta".
The word "kwarta" is also used in Tagalog but
it indicates the influence of the Spaniards on
our own language, the Filipino. In fact, money
is important to everyone but we are different in
valuing it. As a native speaker of Tagalog, | am
satisfied that | can buy/pay for my basic needs
such as food,water, clothing, electricity, and ed-
ucation. Therefore, the desire for extra money
shows luxury and obedience to vice.

Table 5: Componential Analysis of Money (Pera) in Visaya

Visayan Lan- Money (Pera) Valuing (Halaga)
guage

Romblomanon Kwarta +

Waray-Leyte Kwarta +
Visaya-Mindanao| Kwarta +

Consultants believed that well-being does
not just end with what they currently enjoy
prosperity (kaginhawaan/kasaganaan) but
well-being is a cycle that must be



maintained. Table 6below shows the lexi-
cons comparing their ‘wishes’ (naisin) in
Romblomanon, Waray-Leyte and Visaya-
Mindanao. Tagalog and Romblomanon use
the same word ‘gusto’ as an equivalent to
the word nais. Waray-Leyte and Visaya-
Romblomanon use the same word ‘pan-
gandoy’ as an equivalent to the word ‘nais’.
The equivalent word for 'ninanais' and 'na-
naisin' is the same in thenative speakers of
Waray-Leyte and Visaya-Mindanao where
the root word 'pangandoy' is added by the
prefix 'gi-' with the equivalent prefix “ni-”
and “na-"in Tagalog. The meaning of “nina-
nais”and “nanaisin” is the same, which is
called ‘gipanganduy’ in Waray-Leyte and
Visaya-Mindanao wherein the process of
phonemic change is being used. However,
romblomanon uses ‘gina-gusto’as an equiv-
alent to the word ‘ninanais’ in Tagalog.
They also use the equivalent word ‘gugus-
tuhon’ for the word ‘nanaisin’ in Tagalog.
Adds the prefix 'gina-' to the root word 'gus-
to' to have an equivalent in the Tagalog word
'ninanais' and adds the prefix 'gu-' and the
suffix '-hin' to the root word ‘gusto’ and
there will also be a shift, a phonemic change
in which the emphasischanges when pro-
nounced as in 'gu-" + “gusto” + “-hin-
“=gugustohin=gugustohon.

Table 6: Lexicons for Comparing Wishes (Naisin) in Visaya
Visayan Naisin
Language

Nais Ninanais Nanaisin

Romblomanon Gusto Ginagusto gugustuhon

Waray-Leyte Pangandoy Gipan- gipanganduy

ganduy

Visaya-Mindanao| Pangandoy Gipan- gipanganduy

ganduy

Indigenous speakers of Rombloma-
non, Waray-Leyte, and Visaya-Mindanao
also mentioned that they have ‘wishes” in life
not only for themselves but also for their
families. Table7 lists the ‘wish’ of the con-
sultants. It can be seen that the consultants of
Romblomanon, Waray-Leyte, and Visaya-
Mindanao have given different things when
it comes to their wishes which increases the
expectation of achieving them. The degrees
of the adjectives (nais, ninanais, and
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nanaisin) reflect their wish to achieve them.
In Romblomanon, they want to graduate,
they wantto have a permanent job and they
want to have their own house. This means
they have to finishschool first so that they
can have their own home in the future.
Waray-Leyte and Visaya- Mindanao, on the
other hand, have the same wish for life and
this is a simple life as well as whatthey wish
is abundant life (prosperity). A prosperous
life for Waray-Leyte and Visaya-Mindanao
consultants means having “maupay” or
maayos (good) health.

Table 7: Wishes (Naisin) of Native speakers of Some
Varieties of Visaya to their Families

\Visayan lan- Naisin
guage

Nais Ninanais Nanaisin

Romblomanon [makapagtapos ng [magkaroon ng
pag-aaral permanenting trabaho

magkaroon ng
sarilingbahay

\Waray-Leyte [simpleng buhay |Masaganang buhay Masaganang

buhay
Visaya-Minda- [simpleng buhay [Masaganang buhay masaganang
nao buhay

Paz (2008) mentioned that the
Waray ethnolinguistic group has a wish to
“make life easier”. This can be seen up to
this day. There is probably no one who
does not want life to be easier. It shows
that consultants are not satisfied with their
lives and even in their present lives, as
shown in Table 8.

Table 8: Componential Analysis of Life Satisfaction
Visayan language Life Satisfaction

Romblomanon
\Waray-Leyte

Visaya-Mindanao

Paz (2008) noted in the same article
that many ethnolinguistic groups believe in
the worldof spirits. In fact, he mentioned
performing rituals and chants as a means to
drive them away from pain and attain peace,
contentment, and order. For the purpose of
this research paper, the well-being of the
consultants was looked at because they be-
lieve that when you live well you have also
achieved peace of your heart and your con-
tentment.

Table 9 shows the consultants’ be-
liefs about achieving well-being. Romblo-
manon consultants need to study hard to
achieve thedesired well-being. For Waray-



Leyte consultants, in order to achieve pros-
perity, they need to work hard to provide for
the daily needs of their families as well as
the proper care of children because they be-
lieve that children, so as not to grow arro-
gant, depend on the proper nurturing of
them. Therefore, in order for Waray-Leyte
and Visaya-Mindanao consultants to pro-
vide for their families, they need to work
well.

Table 9: Ways to achieve Well-being
Visayan language |Well-being strategy

Romblomanon Pag-aaral ng mabuti

Waray-Leyte Paghahanapbuhay at Wastong
Pag-aaruga sa mga anak
Visaya-Mindanao [Paghahanapbuhay

The consultants of Romblomanon and
Visaya-Mindanao have their own descrip-
tion of the well-being of the children and this
is through their wishes. In the question: how
can they achieve well-being? This ethnolin-
guistic group provided answers and accord-
ing to them, their children will continue
what was left to them. The Waray-Leyte
consultant, on the other hand, believes that
while their children are still on them, it is
their obligation to raise them. There are also
consultants of the same ethnolinguistic
group who say that if their children, would
not graduate, they will continue it as men-
tioned in the consultants of Romblomanon
and Visaya- Mindanao.

Table 10 provides the componential
analysis of the children’s well-being of the
aforementioned consultants.

Table 10: Componential Analysis of Well-being of Children
Visayan language Children’s well-being

Romblomanon
\Waray-Leyte +/-

Visaya-Mindanao

Waray-Leyte and Visaya-Mindanao
consultants believe in a superstition that their
farmingwill be more efficient (prosperous)
if they perform a ceremony (ritual) they call
offering. The offering is the offering of the
body of the slaughtered pig/chicken and its
blood and is performedat six o'clock in the
afternoon. There are two people involved,
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the owner (mag-ooma) of the omahan
(farmland) and the prayer who is usually
also a ‘mag-ooma’. Nowadays, chickens are
often slaughtered because pork is so expen-
sive. Back then the pig was slaughtered be-
cause it was the custom of the Ancestors
(ancestors). The slaughtered pork/chicken is
placed in the container (bilao) of the har-
vested rice and its blood is dripped in each
corner of the rice field and then the bilao is
placed in the middle of the house where the
slaughtered pigs/chickens are placed. And
this will be followed by prayer. The prayer
includes their wishes in the prosperity spirit
that their homestead grows well as well as
when the harvest comes. After the ritual, the
slaughtered pork/chicken will be cooked
and shared by those in the household. In the
same article, Paz (2008) mentioned the
spirit world as a separate domain of well-be-
ing but in the present paper, the spirit world
is part of their claim in relation to their live-
lihood, farming. Nevertheless, Rombloma-
nons do not believe in Spirits in order to
have prosperity. According to them, the
spirit you often only hear in other people’s
stories, street stories, and superstition. If
you also look at it, perhaps the spirit and su-
perstition are connected because in Rom-
blon, following superstitions  brings
misfortune that is said to be brought by evil
spirits. For them, it is man himself who
makes his luck and misfortune. Sometimes,
there are things we don’t get and we con-
sider bad luck but it’s just not really for us
and not at the right time.

Table 11 shows Prosperity Spirit’s
componential analysis of the aforemen-
tioned ethnolinguistic groups.

Table 11: Componential Analysis of Prosperity/Spirit In Visaya

Visayan language Prosperity/Spirit

Romblomanon

\Waray-Leyte +

Visaya-Mindanao +

The well-being of Romblomanon,
Waray-Leyte, and Visaya-Mindanao speak-
ers is determined by their source of income
(livelihood), money, and demand (wishes).
As a Tagalog speaker, | see work as the most
important factor in having a good life



because my life satisfaction is also dependent
on it (pleasure), but pleasure is not perma-
nent. If my job is good, my money will be
fine, as will my life's demands. Table 12
shows the componential analysis of the well-
being of the Romblomanon, Waray-Leyte,
and Bisaya-Mindanao consultants. These
consultants believe they are not yet experi-
encing happiness. Huppert's (2009) article
supports the notion that well-being is more
than just being happy and satisfied with life,
as does the World Health Organization's ar-
ticle that well-being is a permanent state that
allows a person or group of people to grow
and develop.

Table 12: Componential Analysis of Specific Well-being in Visaya
\Visayan language Specific Well-being

Naisin
(wishes)

Kabuhayan |Pera (money)
(livelihood)
Romblomanon |- - -

\Waray-Leyte - - -
Visaya-Mindanao|- - -

4 Conclusions

Most of the ethnolinguistic groups
included in this study are surviving through
agriculture. For consultants, a good harvest
determines well-being. This is supported by
the same article by Paz (2008).

Therefore, the well-being of the lan-
guage consultants of Romblomanon, Waray-
Leyte and Visaya-Mindanao is based on their
livelihood (hanapbuhay), money (kwarta)
and wishes (kahilingan/naisin).

As a native speaker of Tagalog, | also
consider occupation as a primary basis of a
good life because it depends on my life satis-
faction (ginhawa) but satisfaction is not per-
manent. If | have a good job, then | will get a
good income so | can meet my expectations.
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Appendix A. Morphophonemic Changes
in Some Lexicons Related to Well-being
in Some Visayan Languages

VISAYAN Rootword  [Prefix |Suf- |[Newword  [Morphophonemic
LANGUAGE fix Change
Romblomanon  |saka pag- |n/a [pagsasaka Reduplication
ayos nla n/a [maayo Phoneme deletion
gusto gina- [n/a [ginagusto Affixation
qu- -hin |gugustohon  [Transfer emphasis
\Waray-Leyte saka pag n/a [Pagsasaka  |Reduplication
hayahay -n/a n/a |Hayahay Borrowing
pangandoy gi- n/a |gipanganduy [Transferemphasis
Visaya-Mindanaojoma pag- |n/a [pag-ooma Reduplication
hinga pag- |n/a [paghinga Affixation
panganduy |gi- n/a_|gipanganduy |[Transfer emphasis
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Abstract

This study investigated the do-constructions in
Chinese, Russian, and Czech, a predicate-
argument structure comprised of the light verb
‘to do’ - zuo in Chinese, delat’ in Russian, and
delat in Czech - and a verbal noun as the head
in the accusative role, considering the linguistic
traits and pragmatic use of the constructions in
spoken and written discourse. The corpus
results attested that the three languages not only
have lexical and grammatical equivalences,
they also demonstrate a functional equivalence
in packaging information to define a type of
action within the construction. Similar lexico-
grammatical strategies are employed to encode
tense and aspectual information of the
predicates and various kinds of information
about the nominal heads. The preference of the
do-usage in the written genre is unequivocal in
Chinese and Russian, suggesting that the
structural change could have started as a
writing style. The relative novelty of the do-
usage to communicate generic or specific action
events in Czech is evidence of language-
specificity in pragmatic use.

1 Introduction

Light verb constructions, such as ‘to take a turn’,
‘to give a rating’, ‘to make a second attempt’, and
‘to do a quick change’, are cross-linguistic
structures which have been studied in many
languages including American English, British
English, Irish English, Malaysian English, Zapotec,
Spanish, Italian, Russian, Czech, Lithuania, Urdu,
Persian, Japanese, Korean, and Chinese. The head
nouns in the accusative position are ‘verbal nouns’

Yeh, Hsiang-lin
Department of Slavic
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National Chengchi University ~ National Chengchi University

Lin, Melissa Shih-hui
Department of Slavic
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shihhui@nccu.edu.tw

and the constructions as a whole may be equivalent
to the use of the head nouns as full-fledged verbs,
also called ‘heavy verbs’, such as ‘to turn’ versus
‘to take a turn’, ‘to rate’ versus ‘to give a rating’,
‘to attempt (to do something) for the second time’
versus ‘to make a second attempt’, and ‘to change
quickly’ versus ‘to do a quick change’. A variety
of issues were discussed from various approaches,
among which the constructions were investigated
in regard to argument or valency structures (Yim,
2020; Kettnerova, 2021; Kettnerova and Lopat-
kova, 2020; Lin, 2014; Ronan and Schneider, 2017;
Tadao, 2000). The corpus-based or descriptive
approaches were employed to investigate the
lexical, structural, semantic, and pragmatic proper-
ties of the light-verb constructions (Cuervo, 2010;
Hernandez, 2008; Huang and Lin, 2012; Huang et
al., 2014; Maiko, 2020; Martinez Linares, 2013;
Nolan, 2015; Ong and Rahim, 2021; Radimsky,
2010; Ronan, 2014; Kovalevskaite et al, 2020), the
linguistic distinction between the light verb and
heavy verb usages (Beam de Azcona, 2017,
Evteeva, 2017; Lu et al., 2020; Radimsky, 2010;
Tadao, 2000), the occurrences of the constructions
in speaking and writing (Sundquist, 2020), the
historical development of the constructions
(Buckingham, 2014; Sundquist, 2018; Yim, 2020),
the acquisition of the constructions in L2 contexts
(Maiko, 2019; Sanroman Vilas, 2019), and the
processing of light-verb structure (Wittenberg and
Piflango, 2011). Little attention, however, has been
paid to how the construction pairs the lexico-
grammatical structure with meaning and function
(Croft, 2014; Goldberg, 1995). As distinct from the
usual predicate-argument combination where the
event type is determined by the predicate, it is the
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nominal argument of the do-construction that
denotes a type of event in discourse.

This study investigates the light verb ‘to do’
forming a predicate-argument structure with a
verbal noun as the head in the accusative role. This
is called ‘do-construction’ here. See the underlined
parts in these English examples ‘I did some swim-
ming and headed home’, ‘I would do less correct-
ing and more connecting’, and ‘We obviously need
to do a lot of praying’ from SKELL (skell 3 10
v1.8). The do-constructions in Mandarin Chinese
(‘Chinese’ for short), Russian, and Czech are
illustrated below. In Example 1, about
psychological simplification, zuo ‘to do’ is the
main verb and jidnhua ‘simplify’ is the verbal noun
as the head of the direct object which is quantified
by yixie ‘some’ and characterized by xinlishang
‘psychological’. In the Russian Example 2, ‘to do
author citations’ is represented by the main verb
derams ‘to do’ and the accusative form of the head
noun cceiiku ‘citations’ is qualified by asmopos
‘author’. In the Czech do-construction in Example
3, the verb délat ‘to do’ and the accusative head
noun prehled ‘overview’ as characterized by
dokonaly ‘perfect’ together refer to the act of
perfect overview.

(1) ni  kénéng xityao zuo yixiée
2SG may need do some
xinlishang de Jidnhua
psychological DE simplify
“You may need to do some psychological
simplification.’

(2) JMenaitme xoms 6b1 ccoliKu Ha
do-IMP atleast citation-PL-ACC to
agmopoa.

authors

‘At least do author citations.’

Udélali dokonaly prehled.
do-PST.PFV.3PL perfect  overview
‘They did a perfect overview.’

)

The lexical and structural similarities of the do-
constructions across Chinese as a Sino-Tibetan
language, Russian as an East Slavic language, and
Czech as a West Slavic language are not a
coincidence. According to Natural Semantic
Metalanguage (NSM), there are basic and
universal semantic primitives that are conceptually
simple and irreducible. “Evidence indicates that
this highly constrained vocabulary and grammar

has equivalents in all or most languages of the
world” (Goddard and Wierzbicka 2014:86). An
inventory of semantic primes was proposed by
Wierzbicka and colleagues as universal semantic
fundamentals which been examined across a wide
range of typologically different languages
including Arrernte, Chinese, Ewe, French, German,
Italian, Japanese, Lao, Malay, Mangaaba-Mbula,
Maori, Polish, Russian, Spanish, and Yankunytjat-
jara (see the details in Goddard and Wierzbicka,
2014). ‘DO’ is a semantic primitive, and the direct
lexical realization of this fundamental and
universal concept of action is the zuo-verb in
Chinese, the delat'-verb in Russian, and the délat-
verb in Czech. The lexical and grammatical
behaviors of the three do-words as full-fledged
verbs are not only identical, the verbs have also
been undergoing a similar grammatical develop-
ment and do-constructions are evolved. What
remains obscure are the linguistic nature and the
pragmatic use of the evolved structure in spoken
and written discourse across the three languages.

The present study takes up the issue and asks
how the basic semantic notion of DO engages in
developing a widely-used structure. The lexical
and structural equivalences of DO in Chinese,
Russian, and Czech allow for cross-language
investigation of the linguistic properties and the
pragmatic use of do-constructions by carrying out
a corpus analysis of do-cases derived from the
major spoken and written genres. These research
questions are addressed — What are the linguistic
properties of the do-constructions in Chinese,
Russian, and Czech? Are there genre differences
between speaking and writing in regard to
linguistic traits and occurrence rate? Is there
language specificity in the pragmatic use of do-
constructions? The corpus results enable establish-
ment of a common functional construal of infor-
mation packaging and discussion of the
directionality of the structural spread and historical
development of do-constructions.

2 The corpora and methods

Language use may vary between speaking and
writing. For instance, the 3-word and 4-word
lexical bundles predominated in spoken discourse,
but a different combination of invariable function
words and an intervening content word was
prevalent in written academic discourse (Biber,
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2009). The collocates for the verbs have, make, and
take in conversation were also found distinct from
those in informational writing (Conrad and Biber,
2009). The present study thus separates the spoken
and written data for analysis. The data are drawn
from the Corpus of Contemporary Taiwanese
Mandarin 2017 (COCT), the Russian National
Corpus, and the Czech National Corpus. First, the
COCT documents written data from 1986 to 2017
in the areas of philosophy, religion, science,
applied sciences, social sciences, history,
geography, language, literature, arts, commerce,
and recreation, totaling about 250-million words.
The 2007-2014 spoken data consists of 6.6-million
words from the sub-titles of Da Ai Journal, a TV
program that documents inspiring stories of people
and events around the world in areas of law,
politics, finance, current events, science, living,
fashion, culture, education, and arts. Second, the
written data of the Main Corpus of the Russian
National Corpus consists of 337-million words
collected from fiction and news texts, and the
spoken data, totaling 13.3-million words, are the
recordings of public and spontaneous spoken
Russian and the transcripts of the Russian movies.
Data for this study are derived from 1981 to 2019.
Last, the written corpus of the Czech National
Corpus comprises 4255-million words collected
between 1989 and 2014, and the spoken corpus
consists of 7-million words produced in informal
settings from 2002 to 2017.

The selection of data for this study met the
criteria that the predicate of a clausal statement is
the do-verb, namely zuo in Chinese, derams (delat’)
in Russian, and délat in Czech, and the direct
object comprises a verbal head noun which can be
used as a full-fledged verb in other contexts. For
instance, jidnhua ‘simplify’ is the nominal head in
Example 1, but the main verb in this statement of
women jidnhua le jiaokeshii ‘We simplified
textbooks.” Russian and Czech show the same
usages, in that the accusative form ccouiku in
Example 2 is used as a verb in Ona ccvbinaemes na
Hayuuvle ucciedosanusi ‘She cites scientific
research’, and the accusative head noun prehled
‘overview’ in Example 3 is a verb in Z vrcholku
hory lze prehlédnout Siroké okoli ‘From the top of
the mountain you can overview the wide
surroundings.” Upon this common lexical and
grammatical foundation, cross-linguistic results are
comparable. The search functions in the corpora

were used for data selection. The linguistic
analysis of the selected data for each language was
carried out by a first analyst and then checked and
revised by a second analyst. Table 1 presents the
sets of do-cases for the study. The Slavic languages
consistently have a lower occurrence rate of do-
cases than Chinese, whether in writing or in
speaking. The overall frequencies in Chinese
outnumber Russian by 6.6 times and Czech by 19.5
times, and the use of this construction is 3 times
more prevalent in Russian than in Czech. The
written cases predominate at 76.4% in Chinese and
at 85.9% in Russian, whereas Czech shows a close
distribution of the data across writing and speaking.
These quantitative differences demonstrate that the
semantic primitive of DO has been undergoing the
same structural development across languages yet
not in the same pace.

Written Spoken Total
Chinese 15949 4925 20874
76.4% 23.6% 100%
Russian 2725 448 3173
85.9% 14.1% 100%
Czech 548 521 1069
51.3% 48.7% 100%

Table 1: Do-cases in Chinese, Russian, and Czech.

3 The information packaging of do-
constructions

The do-construction consists of two parts. The first
part is the do-verb which means ‘to act’; the
second part is the noun phrase in the role of direct
object. The nature of the action event is context
dependent and determined by the encoding of
information within the construction. The do-verbs
in the Slavic languages are marked with tense and
aspect information in all the cases. See the use of
deaan in Russian indicating the past and the
imperfective aspect of the act of doing corrections
in Example 4, and udélal in Czech showing the
past perfective action of doing fake recordings in
Example 5. Chinese, however, tends to encode
these two types of information outside the
construction by use of adverbials like zuodtian
‘yesterday’ and mingtian ‘tomorrow’, yijing
‘already’, céngjing ‘once’, and yizhi ‘continuously’.
The occurrence rate of aspect markers within the
do-construction, like the perfective le as in
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Example 6 about having done a very bad guide, the
experiential guo, or the durative zhe, is low at
29.9% of the total 20874 cases.

(4) On  oOenan beckoneumvie
he  do-PST-IPFV endless
UCHPAaBIeHUsL.
corrections
‘He did endless corrections.’

(5) Pro¢ udélal ty falesné
why do-PST.PFV.3SG these fake
zapisy do  svého deniku?
recordings into own  diary
‘Why did he do these fake recordings into his
own diary?’

(6) wo  céngjing dui hdizi de chuangyi
ISG once to children DE creativity
zuo le yi ge hen bu hdo de

do PRF one CL very NEG good DE
yinddo

guide

‘I once did a very bad guide to children’s
creativity.’

In the accusative position of the construction,
the verbal noun as the head of direct object
functions to represent an action event, and the
noun phrase as a whole refers to a generic or
specific event in discourse. A generic event refers
to a general situation that is encoded by a bare
nominal head without semantic characterization in
the do-construction, such as zuo chuanzhi ‘to do
bead stringing’ in Chinese (Example 7), deramo
noomsiacky ‘to do facelifting’ in Russian (Example
8), and udelali zatah ‘to do pulling’ in Czech
(Example 9).

Generic events — bare nouns

(7) nongfu xiawii mdng-wan nongshi
farmer afternoon work-finish farming
hou jin  hul zuo zai liangting shang
after then will sit at pavilion on
zuo chuanzhi
do bead
‘The farmer, after finishing farming in the
afternoon, would sit in the pavilion and do
beading.’

(8) A4 sawa sicena Oenana
and your wife do-PST.IPFV.3SG

noomad;cKy?
facelifting
‘Did your wife do a facelifting?’

(9) Udélali zdtah, prohledali
do-PST.PFV.3PL pull search-PST.PFV.3PL
a nasli spoustu  zdsob.

and find-PST.PFV.3PL alotof stock
‘They did a pulling, searched and found a lot
of stocks.’

A specific event, on the other hand, refers to a
particular  situation encoded with nominal
qualification. Similar lexico-grammatical strategies,
which are broadly categorized into definiteness,
quantity, possession, and other qualifying
properties, are employed to define specific events
in Chinese, Russian, and Czech. See the following
examples for the four types of strategies in the
languages. First, definite referents of the do-events
are marked by demonstrative words as in the
Chinese ‘do these three kinds of recycling’
(Example 10), the Russian ‘do such kind of
recording’ (Example 11), and the Czech ‘do this
discovery’ (Example 12). Second, quantified
referents are encoded by quantifiers or numerals
such as ‘do a little improvement’ (Example 13),
‘do one more stopping off” (Example 14), and ‘do
one adjustment’ (Example 15). Third, the
possessive information has to do with someone in
possession of the nominal referents as in ‘do our
planting” (Example 16), ‘do his own warnings
(Example 17), and ‘do my own smiling’ (Example
18). Finally, other qualifying properties provide
attributive information as in ‘do a brief and
seemingly meaningful pausing’ (Example 19), ‘do
a witty literature review on nationalism’ (Example
20), and ‘do a significant smiling” (Example 21).

Specific events — definiteness
(10) dui wo  dagai  jibénshang hui zuo
to 1SG probably basically  will do
zhe san lei  de huishou
this three kind DE recycle
‘To me, basically, I probably will do these
three kinds of recycling.’

(11) Byoyuu ma «xpawo eubenu VueHwlil

being on verge death-GEN scientist
oenaem 8 ceoem
do-PRS.IPFV.3SG in one’s own

OHesHUKe MAaKyI 3anuch. <...>.
diary such  recording
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‘Being on the verge of death, the scientist

does such kind of recording in his diary.’
(12) Kdyz ona udélala tenhle

when she do-PST.PFV.3SG this

objev a zavolala mi.

discovery and call-PST.PFV.3SG me

‘When she did this discovery and called me.’

Specific events — quantity

(13) jiazhdng hen leyi
parent very happy for
zuo yudidndidn gdishan
do alittle improve
‘Parents are happy to do a little improvement
for the safety of the child.’

(14) Yepes nonxuromempa, Ha nepekpecmie —
after halfakilometer at intersection
nanpaso!  Tam Oenaem
to the right there do-PRS.IPFV.1PL
ewe 00uH 3ax00!
more one stopping off
‘After half a kilometer, at the intersection — to
the right! We're doing one more stopping off
there!”

wéile haizi anqudn
child safety

(15) Urcite tam udélam
definitely there do-PRS.PFV.1SG
upravu Jjednu.

adjustment one
‘I will definitely do one adjustment there.’

Specific events — possession

(16) women shi  zai wuchénshi limian
we COP at dust-free room inside
zuo women de zaizhong
do our DE planting
‘We do our planting in a dust-free room.’

(17) A mo Munucmepcmeo 30pagooxpanenus
Otherwise Ministry health-GEN
00s13amenvHo 0enano ol
definitely do-PST.IPFV.3SG would
ceou npeoynpeicoeHus..
one’s own warning.PL
‘Otherwise, the Ministry of Health would
definitely do his own warnings.’

(18) Udelal jsem sviij bolestny tismév
do-PST.PFV.1SG one’s own painful smile
kolem  ust.
around mouth
‘I did my own painful smiling around my
mouth.’

Specific events — qualifying properties

(19ta zuo le yi ge jidndudn ér shi
he do PRFone CL brief and seem
youythan de tingdun
meaningful DE pause
‘He did a brief and seemingly meaningful
pausing.’

(20) icon Bpouiu  denaem
John Breuilly do-PRS.IPFV.3SG

ocmpoymuulit  0030p aumepamypul
witty reviewing literature-GEN
o HayuoHanusme Ha 21YOuHy 6

about nationalism to depth at

yemovipe Oecamuaemusl.

four decades

‘John Breuilly does a witty literature review

on nationalism to the depth of four decades.’
(21) Udelal jsem vyznamny  usmeév.

do-PST.PFV.1SG significant smile

‘I did a significant smiling.’

Most of the do-cases are specific action events,
taking up 89% of the total in Chinese, 61.5% in
Russian, and 66.4% in Czech. Differences are
evident between writing and speaking. First, the
frequency distribution of generic cases across the
written and spoken data is about equal in Chinese
and Czech, while Russian has the large majority of
cases in the written texts. Second, the three
languages align to show that specific events are the
majority in writing, and the mean proportions are
much higher in Chinese at 79.9% and Russian at
86.5% than in Czech at 56.3%. See Table 2.

Generic events Written | Spoken | Total
Chinese 1103 1190 2293
48.1% 51.9% | 100%
Russian 1036 185 1221
84.8% 15.2% | 100%
Czech 148 211 359
41.2% 58.8% | 100%
Specific events
Chinese 14846 3735 18581
79.9% 20.1% | 100%
Russian 1689 263 1952
86.5% 13.5% | 100%
Czech 400 310 710
56.3% 43.7% | 100%

Table 2: Frequency distribution of generic and
specific do-cases in spoken and written data.
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Considering the types of action events, among
the 1453 types of verbal nouns in the written texts
and 820 in the spoken texts in Chinese, 470 types
of action are found in both writing and speaking. A
larger variety of verbal nouns are used in the
written mode at 67.7% than in the spoken mode at
42.7%, suggesting the vitality of the do-
construction in written communication. The two
Slavic languages have smaller sets of common
types of action, a total of 85 in Russian and 40 in
Czech. Like Chinese, Russian includes a lot more
diverse types in writing at 70.8% than in speaking
at 43%. Czech shows the opposite, in that there is a
higher proportion of action types not found in the
written texts at 72%. In regard to token frequencies,
the shared action types crucially account for the
large majority of cases in Chinese and Russian -
83.9% of all the Chinese written data and 86.7% of
the spoken data; 80.8% of the Russian written data
and 82.2% of the spoken data. In Czech, the highly
repetitive use of the common types is seen only in
the written cases at 89%. A large portion of the
spoken cases, at 49%, demonstrate a much wider
variety of action types in speech communication.

4  General discussion

Across Chinese, Russian, and Czech, the
occurrence rates of do-constructions vary but the
form, meaning, and function are equivalent. Croft
(2014: 19) noted that “a construction (or any
construction) in a language (or any language) used
to express a particular combination of semantic
structure and information packaging function.” The
do-construction  comprises  information that
expresses a type of action which is denoted by the
verbal noun rather than the do-verb, and the nature
of the event has to do with the packaging of
information about the accusative head in the
context of use. The tense and aspectual information
of the do-verb and the various kinds of information
about the accusative head nouns together are
essential to communicate a type of action event or
a specific action event that is of interest in the
context of use. This functional construal of the do-
structure is evident in Chinese, Russian, and Czech,
and the encoding strategies are cross-linguistically
equivalent.

Across the written and the spoken texts, the
structural and distributional analyses attested to the
preferred communication of specific action events

in the do-constructions across languages. In terms
of token frequencies, the two Slavic languages are
similar to be less productive than Chinese; still, the
occurrences across text genres are divergent
between the two languages. The prevailing use of
this grammatical structure in writing suggests that
the encoding strategies have come to be adopted
more readily as a writing style in Chinese and
Russian. As to Czech, whether the do-construction
tends to be a writing style or a speaking manner is
not clear because of the relatively low occurrence
rate. Regarding type frequencies, a verbal head
being used in both the written and spoken texts
was counted as a type. The Chinese data yielded a
total of 470 verbal nominal heads, accounting for
83.9% of the cases in writing and 86.7% in
speaking. Similar results are seen in Russian -
80.8% of the cases in writing and 82.2% in
speaking refer to a set of 85 action events. Czech
has a smaller set of 40 nominal heads that occurred
in both types of text. Their occurrences account for
89% of the written data but only 51% of the
spoken data. Taken the results together, the types
of action that were brought up for discussion in the
two types of discourse are considered to be more
acceptable by language users and likely function as
replicators that propagate the development of the
do-structure.  Synchronically, the cross-genre
development is language-specific. The spread of
do-usages was similar across written and spoken
discourse yet only in Chinese and Russian. The
Czech language manifests much novelty and
diverseness in use of the do-construction in spoken
communication.

Historically, the use of the do-construction in
Chinese was far from common before the 20
century. From the Academia Sinica Ancient
Chinese Corpus, 296 cases were derived, such as
zuo bushi ‘to do almsgiving’ in The Water Margin:
Outlaws of the Marsh written in the late 14"
century, zuo ge zhengjian ‘to do witnessing’ in
Dream of the Red Chamber in the 18" century, and
zuo juting ‘to do short-time staying’ in The
Scholars in early 19" century. Further, a large
portion of the cases at 48.6% were derived from
the texts of The Water Margin which is known to
be written in vernacular Chinese and considered as
close to the spoken language. In a former study of
the do-structure, the written data in the 20" century
drawn from the 11-million-word Academia Sinica
Balanced Corpus of Modern Chinese 4.0 (Sinica
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Corpus) and the 382-million-word Chinese
GigaWord 2 Corpus yielded a total of 3117 cases
from 1981 to 2007 (Chui, 2018), and, in this study,
five times more data from 1986 to 2017 were
retrieved from the Corpus of Contemporary
Taiwanese Mandarin. The diachronic data together
reveal a contrast in the use of the do-construction
before and after the 20" century.

In the Slavic languages, the historical Russian
data in the Russian National Corpus are available
from the 18" and the 19" centuries and a total of
2493 delat'-cases were drawn. 86.4% of the data
were found in the texts between 1801 and 1900,
such as derams npenamcmeue ‘to do hindering’
(year 1775) and derams 6enuxue onucanus ‘to do
great descriptions’ (1761-1765). Since the usage
did not show a surge in the 20" century, 3173
cases in total, the Russian delat'-construction
appears to be used earlier than Chinese in the 19%
century, such as derams naboOeHuss u OMKpLIMUSL
‘to do observations and discoveries’ (year 1867).
The developmental tendency is similar in Czech.
From the Czech National Corpus, a total of 134
délat-cases were drawn from 1301 to 1900. Most
of the data at 70.1% were from the texts in the 19"
century, such as délat konec ‘to do an ending’
(year 1894), after which the wusage spreads
gradually. See Table 3. In sum, the diachronic
development of this grammatical structure since
1301 in Chinese and Czech supports Feltgen et
al.’s (2017) claim that there could be a latency
period of a change prior to the expansion of the use
in the 19" or 20" centuries. In the present time, an
S-curve for the development of the do-
constructions is not seen due to the lack of a slow
tailing off. It is also possible that the S-curve is not
universal (Ghanbarnejad et al., 2014).

Chinese Russian Czech
1301-1900 1701-1900 1301-1900
N =296 N = 2493 N=134
1986-2017 1981-2019 1989-2017
N =20874 N=3173 N=1069

Table 3: Do-cases in historical data.

Language change is initiated by language use
(Feltgen et al., 2017). In the basic evolutionary
model of language change, speakers replicate
linguistic structures in utterances while interacting
with other speakers, suggesting the usual

directional spread from speech to writing (Blythe
& Croft, 2012). The rise of the use of do-
construction over the past 36 years (1981-2017) in
Chinese and that of the delat'-construction in the
past 38 years (1981-2019) in Russian demonstrate
the predominant use in the written texts. The
contemporary corpus data of these two languages
further confirm the directionality of the structural
change from writing to speaking as proposed in
Chui (2018). In the literature of language change,
cross-linguistic evidence was abundant to support
the typical path of linguistic development from
spoken to written discourse (Biber & Gray, 2011;
Bybee & Hopper, 2001; Croft, 2000; Good, 2008;
Hruschka et al., 2009). The reverse direction of
change for the development of do-constructions is
not common but by no means impossible. First,
Biber & Gray’s (2011) study attested that English
complex noun phrases started in academic writing,
but the structures did not spread to conversation.
Second, if the change had started in the speaking
environment, the use of the do- and the delat'-
structures should have been more frequent in the
spoken data. The statistics in Table 1 show the
otherwise that the do-cases in writing are three
times more frequent than those in speaking in
Chinese, and the delat’-cases are six time more
common in Russian. In Czech, the occurrence rates
of the délat-cases are about the same between the
two genres, and, due to the relatively small amount
of data, whether the language conforms to the
common direction of linguistic spread that the
spoken language affects the written language
remains inconclusive.

Finally, the do-bare noun combinations are
related to the use of the nominalized form as a full-
fledged verb, in that both forms refer to a generic
type of action, such as zuo bdguan ‘to do
gatekeeping’ versus bdguan ‘to gatekeep’, derams
Haxoaky ‘to do tattooing’ versus uaxonoms ‘to
tattoo’, and deélat prochazku ‘to do a walk’ versus
prochazet ‘to walk’. They are, however, different
construals of the same experience. In the
evolutionary framework for language change based
on Hull’s general analysis of selection for
evolutionary systems (Blythe & Croft, 2012; Croft,
2000; Hull 1988, 2001), the canonical interactor in
language change is the user who chooses what to
say and how to say it. In other words, the do-usage
and the full-verb usage could be the alternatives at
the user’s disposal in communication. It remains to
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be seen whether the two usages engage in
linguistic competition and whether the do-form
bears any social or individual values as distinct
from the full-verb usage.

In conclusion, the present study presented cor-
pus evidence that DO not only has lexical and
grammatical equivalences in Chinese, Russian, and
Czech, this semantic primitive further demon-
strates a less-known equivalence in structural
change dated back to the fourteenth century in
Chinese and Czech and to the eighteenth century in
Russian. Along with the change is the evolvement
of the pragmatic function of packaging information
for defining a type of action within the do-
constructions by virtue of common lexico-
grammatical strategies. The preference of the do-
usage in the written genre is unequivocal in
Chinese and Russian, leading to our conjecture that
the structural change could have started as a
writing style. The relative novelty of the do-usage
to communicate generic or specific action events in
Czech is evidence of language-specificity in prag-
matic use.
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Appendix. Abbreviations of linguistic terms.

CL classifier

COP copula

DE morpheme de

GEN genitive

IPFV imperfective aspect
PFV perfective aspect
PL plural

PRF perfective morpheme
PRS present tense

PST past tense

SG singular

1 first person

2 second person

3 third person
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Abstract

This paper provides a corpus-based, statistical
analysis to  explore the  semantic
(dis)similarities of four metaphorical meanings
of the Chinese color term /éi ‘black’ regarding
its predicative usages. With the Behavioral
Profiles approach, 379 instances were
manually annotated with 35 contextual
features proposed from three categories,
including lexical-collocational,
morphosyntactic and semantic, and discourse
information, to capture the contextual
variations of 4éi. Based on the annotated data,
the Multiple Correspondence analysis (MCA)
technique is then used to visualize the
semantic distribution of the four meanings of
héi and their strength of associations with the
distinctive features. It is found that the
semantic (dis)similarities of the four meanings
of héi are well profiled by the MCA results,
which demonstrates the effectiveness of the
MCA method in studying metaphorical
polysemy.

1 Introduction

As a common source of metaphor, Color Terms
(CTs) possess a diverse range of metaphorical
meanings in various languages beyond their literal
meanings pertaining to the natural color, which
can be viewed as metaphorical polysemy
(Apresjan, 1974; Jurafsky, 1996). Without
exception, Chinese CTs also show metaphorical
polysemy with varied usage patterns. For example,
one of the earliest-acquired Chinese CTs, héi
‘black’ (Berlin & Kays, 1969; Wu, 2011), is
continuously extended to different metaphorical
meanings with flexible contextual variations.

Meichun Liu
Department of Linguistics and Translation,
City University of Hong Kong,
Hong Kong, People’s Republic of China
meichliu@cityu.edu.hk

Except for the attributive uses (e.g., hei-shéhui
& ‘black-society: underground’), Aéi
frequently occurs as a predicate when referring to
metaphorical meanings. Example (1) below
provides initial illustrations for the metaphorical
usages:

(1) a. Wlmh B 7H .
ta wuyizhong héi le gingddo yi bd
she unconsciously black LE Qingdao
one-CL
‘She accidentally blackened Qingdao for
once.’

b. BEFIEHEE T .
Mu-sijué lidn héi le
NAME face black LE
‘Mu Sijue’s face blackened.’

As shown in (1), the predicate Aéi can either serve
as a transitive verb to denote ‘an action that
damages or destroys someone’s reputation’ as in
(1a), or an intransitive verb ‘to get angry’ as in (1b).
It is noteworthy that the contexts of Aéi referring to
different metaphorical meanings may vary as they
correlate ~ with  the  possible  semantic
(dis)similarities regarding Distributional
Semantics (Harris, 1954; Firth, 1951). However,
most previous studies discussed the possible
meanings of CTs from a purely analytical ground
and regarded the different senses as discrete primes,
ignoring their potential semantic relations. Given
that, this study aims to explore the semantic
(dis)similarities of the varied metaphorical
meanings of Aéi as a predicate with the
corpus-based Behavioral Profiles (BP) approach.
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The paper is organized as follows. Section 2
offers a literature review of relevant previous
studies. Section 3 introduces the research
methodology. Section 4 applies the MCA method
to identify the distinctive contextual variations of
each metaphorical meaning denoted by the
predicative hei based on the annotated distinctive
contextual features. Section 5 concludes this study.

2 Literature Review

While polysemy is a universal phenomenon in
languages (Copestake &  Briscoe, 1995;
Jackendoff, 2002; Murphy, 2002; Pustejovsky,
1995), metaphorical polysemy is regarded as a
special type of polysemy (Apresjan, 1974).
Metaphorical polysemy of CTs has been
demonstrated in many languages, such as English
(Allan, 2009), European languages (Hill, 2008),
and Persian (Amouzadeha et al., 2011; Aliakbari
&  Khosravian, 2013). Besides, several
translation-related studies also suggested that some
metaphorical meanings of CTs are
language-specific  or  culturally  exclusive
(Wierzbicka, 1990; Ghafel & Mirzaie, 2014;
Chatti, 2016; Hastiirkoglu, 2018; Al-Jarf, 2019).

With regard to Chinese CTs, some studies have
discussed their metaphorical extensions and the
underlying cognitive mechanisms, such as Wu
(1986), Zhang (1988), Xing (2008), Li and Bai
(2013), Lai and Chung (2018), etc. Nevertheless,
most of them are qualitative analyses based on
intuitive judgments with elicited examples without
considering their contextual variations or the
relations between different senses. As one of the
Chinese basic CTs, /ei continues to be extended
over time to derive various metaphorical meanings,
showing multiple form-meaning mapping relations
in its metaphorical uses. Specifically, the
intransitive verbal uses of /éi can either refer to
‘being malevolent’ (e.g., xinhéile {>52 | ‘heart
blackened’) or ‘being angry’ (e.g., licdnhéile Ji
1 ‘“face blackened’) depending on the collocated
subjects. Besides, the frequent occurrence of the
predicative héi with various metaphorical
extensions can be barely found in other Chinese
CTs, indicating distinct cognitive mechanisms of
this term. Hence, this study selects the different
metaphorical meanings of the predicative Aéi as
the research object to explore the form-meaning
correlations with the BP approach.

Behavioral Profiles (Divjak & Gries, 2009;
Gries & Divjak, 2009), as a corpus-based
approach, combines the analysis of manually
annotated usage features, also named ID tags,

(Gries, 2006) with multifactorial statistical tools.
In this study, Multiple Correspondence analysis
(MCA) (Benzécri, 1992; Greenacre & Blasius,
2006) is adopted to conduct the statistical feature
analysis. Pertaining to correspondence analysis,
MCA can simultaneously summarize and visualize
the correlations between multiple linguistic
features that structure the behaviors of the datasets
in relation to syntax, semantics, or pragmatics by
showing their relative proximity in a biplot.
Previous studies have demonstrated the
effectiveness of MCA in analyzing lexical
semantic issues, e.g., Glynn (2014a) on several
mental and communicative predicates in English,
Glynn (2016) on the polysemy of the verb annoy,
Krawczak and Glynn (2015) on three English
constructions, as well as Tantucci and Wang (2020)
on the aspect marker guo and the sentence-final
particle ba in Chinese.

Furthermore, some significant effects of
metaphor have been detected in depicting the
semantic (dis)similarities of polysemous lexemes
in previous studies. Gries (2006) argued that the
metaphorical mappings identified from the
polysemous extensions can strongly increase the
predictive power of sense recognition and the
descriptive power of the clustering algorithm.
Besides, other BP studies also indicated the
predictive power of metaphor in profiling the
semantic relations of polysemy, e.g., Glynn
(2014b), Jansegers et al. (2015), Jansegers and
Gries (2017), and Ioannou (2020).

3 Data Preparation

3.1 Data Collection

Based on proposals of previous studies and the
Contemporary Chinese Dictionary (7th ed.), four
metaphorical meanings commonly associated with
the predicative héi were selected for the BP
analysis, as detailed in Table 1. Consequently, 379
instances pertaining to the four meanings of the
predicative hei (94 for “Slander/Entrap”, 90 for
“Evil/Malevolent”, 95 for “Angry/Sullen”, and
100 for “Network Attack™) were randomly
collected from two corpora in Sketch Engine - the
Corpus of Chinese Simplified Web 2017 Sample
and the Chinese Gigaword 2 Corpus (Mainland,
simplified), which guarantee a relatively balanced
coverage as the former is composed of internet
texts and the latter newswires.
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Senses & Examples

1. Slander/Entrap

XTI RIL — B R

Zhao-liying hai yizhi bei héi

NAME still always PASSIVE black
‘Zhao Liying is still always blackened.’
2. Evil/Malevolent

RHEE ALK R

zheli de rén xin tai héi

here DE people heart too black

‘The hearts of the people here are too
black.’

3. Angry/Sullen

FERRERT .

Qi-wang de lidn geng héi le

King-Qi DE face more black LE

‘King Qi's face is even darker.’

4. Network Attack

XS Wk L

zhe-jia wdangzhan yijing béi héi
this-CL website already PASSIVE
black

“This website has been hacked.’

Table 1: Four metaphorical senses
pertaining to the predicative héi

3.2 Data Annotation

In line with previous studies (Gries, 2006; Gries &
Divjak, 2009; Liesenfeld et al., 2020), a total of 35
contextual features containing 99 variable levels
fall into three categories: the lexical-collocational
patterns (24), morphosyntactic and semantic
behaviors (4), and discourse information (7), as
shown in Table 3. For the lexical-collocational

patterns, the selected features pertain to the
collocations of Aéi with other lexical categories,
such as Degree Markers. The morphosyntactic and
semantic features mainly concern the syntactic
categories of Aéi and the semantic types of its
surrounding arguments in the same constituent,
e.g., the POS of 4éi, the semantic type of subjects
collocated with 4éi. The discourse features refer to
the contextual information beyond phrasal
structures, including the functional types of the
clause containing 4éi, the mood, etc.

Instance Tagl Tag? Tag j
Instance 1 Cpy Ci2 Cy
Instance 2 Cy Cn Cy
Instancei Cj Ci Cj

Table 2. Data format for the annotation

The 35 contextual features were then manually
annotated on 379 instances, which produced a data
frame of 37,521 data points. The annotation was
performed (Table 2) by two native speakers who
are linguistically well-trained. Moreover, Cohen’s
Kappa coefficient was adopted to measure the
inter-rater reliability. Based on the annotation of
the two annotators, a high degree of Cohen’s
Kappa (0.9066, greater than the threshold value 0.8)
was obtained, indicating an almost perfect strength
of agreement between the two annotators (Landis
& Koch, 1977; Altman, 1991; McHugh, 2012).
Then, the annotations of the remaining inconsistent
cases were determined by the two annotators after
a discussion.

Based on the annotated data, the MCA was
conducted by means of the FactoMiner package in
R language.

Feature Levels

Feature Type Feature

1. Lexical-Collocational Information
modifier Negation Marker
modifier Degree Marker
modifier beéi W

modifier yé

modifier gi &

modifier le 1

modifier the &

modifier dou #f
modifier hdi &

: yes/no
: yes/no
: yes/no

: yes/no
: yes/no
: yes/no
: yes/no

: yes/no

NS TN NS I NI (O I NI \C T O R P2 )

: yes/no
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modifier jin Gt 2: yes/no
modifier guo i 2: yes/no
modifier rang/ling/shi it/% /1 2: yes/no
modifier Past Time Marker 2: yes/no
modifier Future Time Marker 2: yes/no
modifier Comparison Marker 2: yes/no
modifier Frequency/Duration Marker 2: yes/no
modifier Capability/Intention Marker 2: yes/no
modifier yuelyn jik/ & 2: yes/no
modifier Doubt Marker 2: yes/no
hei The freq. of héi exceeds one time 3:no/yes diff M/yes same M
color terms Cooccurred with other color terms 2: yes/no
noun phrase Color object 2: yes/no

notional word parallel with héi (e.g.,

5 SIE

T /BN

3: no/yes diff M/yes same

black-evil) M
compound word  Phase marker 2: yes/no
2. Morphosyntactic & Semantic Information
POS part of speech of Aéi 2: verb/adjective
noun phrase Semantic type: dep-relation: sub 6: see notes
noun phrase Semantic type: dep-relation: dobj 6: see notes
verb phrase Semantic type: N collocated with héi  6: see notes

3. Discoursal Information

clause Clause Type 2: main/dependent

clause Types of dependent clause 3: rel. clause/adv.
clause/null

sentence The omission of co-arguments with 2: yes/no

héi

sentence Pronouns 2: yes/no

sentence Explication of héi 2: yes/no

pragmatic Whether 4éi is ambiguous 2: yes/no

pragmatic Mood 3: see notes

Table 3: An overview of the proposed 35 contextual features. Notes: 1) The semantic types
consist of abstract entity, body part, animate, inanimate object, organization, and null; 2) The
sentence mood consists of declarative, interrogative, and imperative.

4 MCA results

4.1 Semantic Distribution

This section discusses the semantic distribution of
the four meanings via visualizing the 379
annotated instances with the MCA map. Basically,
MCA describes the obtained variations between
the categorical variables through several
dimensions and uses the so-called ‘Inertia’ to
represent the proportion of variation retained by
each dimension. The higher the inertia one obtains,
the better the dimension is. Table 4 provides an

overview of the inertia of our MCA result on the
annotated dataset. It is shown that the variance of
the dataset is decomposed into 47 dimensions.
Each of them occupies comparatively a value of
inertia and thus explains the percentage of the total
variation in the data. The reported low score is to
be expected regarding the high complexity of our
dataset.
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Dim. Eigenvalue Inertia Cum. Inertia

1 0.095 6.905  6.905

2 0.072 5.231 12.135
3 0.066 4.847  16.982
4 0.058 4.199  21.181
47 0.004 0.267  100.000

Table 4: Inertia of MCA results for the four
meanings of Aéi

In line with previous studies, the inter-individual
variability of the 379 instances is displayed based
on the first two dimensions (12.14%) as in Figure
1. The data points (instances) in this figure are
colored according to their corresponding meanings
of héi and labeled based on their sequential
number (1-94 for “Slander/Entrap”, 95-184 for
“Evil/Malevolent”, 185-279 for “Angry/Sullen”,
280-379 for “Network Attack™). The positions of
the four metaphorical meanings are predicated
with 95% confidence ellipses by regarding them as
supplementary variables.

MCA factor map
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Figure 1: Semantic Distribution of the four
meanings of Aéi

In Figure 1, the two left quadrants are dominated
by the blue (“Slander/Entrap”) and green
(“Network Attack”) data points, which are
overlapped without a distinct boundary. Related to
that, their respective confidence ellipses are right
next to each other, indicating that these two
meanings are strongly associated with each other
in semantic properties. On the other hand, the
black data points for “Angry/Sullen” are mainly
distributed in the top-right quadrant, and the red
points for “Evil/Malevolent” in the bottom-right
quadrant. Their data points are partially
overlapped, which form a fuzzy boundary. It is
shown that the usage patterns of these two
meanings are semantically distinct, but still share

some common properties to a certain extent. Lastly,
distinct semantic dissimilarities can be detected
between the two right-quadrant meanings and the
two left-quadrant meanings, as their data points are
divided into two groups by the y-axis in Figure 1.

In sum, the semantic (dis)similarities of the four
metaphorical meanings of Aéi are well illustrated
in Figure 1, based on their semantic distributions.
In the following sections, we focus on identifying
the distinctive usage patterns of the varied
meanings to provide explanations for their
semantic (dis)similarities.

4.2 Distinctive Contextual Features

To analyze the usage patterns of the four meanings,
the top 10 distinctive contextual features that set
them apart were identified first, since MCA is not
suitable for representing too many features
simultaneously due to the difficulty of
visualization. Precisely, Cramér's V (Cramér, 1946)
was calculated to measure the distinctiveness of
the contextual features. The Fisher exact test was
used to see whether the Cramér's V is statistically
significant. Table 5 lists the top 10 distinctive
contextual features based on their Cramér's V and

p-value.

Feature Cramér'sV  p-value
POS 0.862 <0.01
bei 0.594 <0.01
Omission of co-arg 0.593 <0.01
Semantic type of 0.522 <0.01
dobj

Degree marker 0.478 <0.01
Semantic type of sub  0.454 <0.01
zhe 0.346 <0.01
Semantic type of 0.339 <0.01
co-N

Explication 0.279 <0.01
Color object 0.264 <0.01

Table 5: Top 10 distinctive contextual
features in setting the four meanings apart

In terms of feature types, four of them pertain to
lexical-collocational patterns, including passive
marker bei, degree markers, aspect marker zhe,
and color object; four pertain to morphosyntactic
and semantic behaviors, including POS of Aéi,
semantic types of co-arguments and other nouns
collocated with héi; and two of them refer to
discourse information, which are the omission of
co-arguments and the explication of 4éi. It is clear
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that all three feature types play a crucial role in
distinguishing the four meanings.

4.3 Distinctive usage patterns of the four

meanings

The strength of associations between the four
meanings and the feature categories was visualized
with the MCA method based on the distinctive
features. The cumulative inertia of the first two
dimensions (Table 6) was used to plot the MCA
factor map, as shown in Figure 2. Only the data
points with a cos2 value (quality of representation)
exceeding 0.05 were labeled in Figure 2 to avoid
misguiding by the underrepresented points.

Dim. Eigenvalue Inertia Cum.
Inertia
1 0.295 15.580  15.580
2 0.205 10.792  26.373
3 0.175 9.219 35.592
4 0.132 6.949 42.541
5 0.121 6.392 48.932
19 0.015 0.789 100.000

Table 6: Inertia of MCA results for the top 10
distinctive features

In Figure 2, the data points of contextual features
are colored in red, and the positions of the four
meanings of héi are predicated in green as
supplementary variables. As mentioned above, the
strength of associations between the contextual
features and the four meanings is visualized as
their proximity to each other. Based on Figure 2,
what follows is a detailed analysis on the usage
patterns of these four metaphorical meanings.

In Figure 2, the two meanings “Slander/Entrap”
and “Network Attack” are observed on the left
quadrants near the x-axis, while the other two
meanings, “Angry/Sullen” and “Evil/Malevolent”,
are located in the right quadrants with relatively
farther distance. As indicated by features
“bei_yes”, “STO_Org” and “STO_Abs”, héi tends
to be a transitive verb that takes an object
pertaining to an organization or abstract entity in a
passive construction, when referring to “Network
Attack”. Moreover, its subject-agent is more likely
to be omitted based on features “STS no” and
“OmCA_yes”. Example (2) below illustrates this
pattern.

MCA factor map
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Figure 2: Associations of the four meanings
with the distinctive contextual features

(2) EEAT 8 HE N FEINR.
quangiu you 8-wan-jid gongsi béi héi
world have 80,000-CL company PASSIVE
black

‘There are 80,000 companies worldwide were
hacked.’

For meaning “Slander/Entrap”, héi may also
behave as a transitive verb with an animate subject
and an animate or abstract object, as indicated by
features “V”, “STS Anm”, “STO_Anm” and
“STO_Abs”. Example (3) illustrates this usage.

() fRib MR ?
ni hdi hui héi ta ma
you still can black she MA
‘Will you still slander her?’

On the other hand, the data point of
“Evil/Malevolent” distributes in the bottom-right
quadrant with a group of contextual features
pertaining to the uses of adjectival predicate.
Precisely, it is shown that Aéi referring to this
meaning behaves predominately as a stative
predicate collocating with subjects referring to
body part, based on features “ADJ” and
“STS Bdy”. Besides, a degree marker or an
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inanimate color object is frequently observed in
such uses to describe the gradation of the black
color, as indicated by the features “DgrM yes”,
“CO_yes” and “STCN Ina”. Example (4)
illustrates  this usage. Regarding discourse
information, the feature “Exp yes” indicates that
the reason why the referred subject is black may
also be expressed in the context.

(4) RO [R B BT AIER ] .
tade xin [hén héilhéi dé hé tan yiyang)
his heart [very black/black DE and carbon
same]
‘His heart is very black (black as carbon).’

For the meaning “Angry/Sullen”, it is found that
héi is more likely to be an intransitive verbal
predicate of which subjects refer to human or
body part. In other words, the features “V” and
“STS Anm” are attracted by the meaning
“Angry/Sullen”, which explains their relative
distance to the two left-quadrant meanings.
Example (5) explains this usage.

(5) MFIBEE R T
tade lidn shunjian héi le
his face instantly black LE
‘His face blackened immediately.’

In addition, features “zhe yes” and “STCN_Bdy”
show a strong attraction to “Angry/Sullen”, as heéi
in this meaning frequently collocates with
durative aspect marker zhe and nouns pertaining
to body part. This usage is illustrated by (6).

(6) Ml BER VLI,
ta héi zhe lian shuohua
he black ZHE face speak
‘He speaks with a black face.’

In sum, it is found that when referring to “Network
attack” and “Slander/Entrap”, héi prototypically
serves as a causative-transitive verb to describe the
hostile social or interpersonal interactions; when
referring to “Evil/Malevolent”, héi tends to be a
stative predicate to denote the evaluation on the
immoral quality of a human or social entity; when
referring to “Angry/Sullen”, héi may serve as an
intransitive verbal predicate to depict an
unpleasant emotional status.

S Conclusion and Implication

In this paper, a corpus-based BP analysis was
conducted to explore the semantic (dis)similarities
in relation to metaphorical polysemy of the
predicative uses of the Chinese CT #4éi. It is found
that as a transitive predicate, 4éi tends to describe
an action of social attack as blackening someone
or something, with the meanings “Slander/Entrap”
or “Network Attack”. From the perspective of
Conceptual Metaphor, the findings suggest that a
conceptual mapping may be at work, which
explains the association of the two meanings: (i)
“SOCIAL ATTACK IS BLACKENING”. As an
intransitive, stative predicate, /séi prototypically
depicts a negative evaluation on a social entity,
with the meaning “Evil/Malevolent”. A conceptual
mapping can be postulated for this meaning as: (ii)
“EVALUAITION OF IMMORAL QUALITY IS
PERCEPTION OF THE BLACK COLOR”.
Regarding the meaning “Angry/Sullen”, héi
mainly describes the process of turning into an
unpleasant mental state, with the conceptual
metaphor (i) “TURNING ANGRY IS
TURNING BLACK”. Given the proposed
metaphors, the semantic (dis)similarities of the
four meanings can be well accounted for based on
their entailed conceptual mappings, which can be
specified as: “change of social or emotional status
corresponds to change of color” for metaphors (i)
& (iii), “non-visual evaluation of quality or
mental state corresponds to color perception” for
metaphors (ii) & (iii).

Ultimately, this study demonstrates the
effectiveness of the BP approach with MCA
method in exploring metaphorical polysemy, with
empirical evidence that can be visually
represented.
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Abstract

In recent years, there has been an increasing
amount of research on code-mixed Sentiment
Analysis (SA) tasks due to the evolution of
social media platforms in a multilingual so-
ciety. This paper presents a comprehensive
study on the Vietnamese-English code-mixed
SA task, including (1) releasing two semi-
annotated En-Vi code-mixed datasets; (2) in-
vestigating the performance of different ma-
chine learning, deep learning, and transformer-
based approaches. The experimental results
demonstrated that fine-tuning the multilin-
gual sentence-transformer LaBSE (Feng et al.,
2022) achieves better performance than the re-
maining approaches on two of our code-mixed
SA datasets. Our work is the first tempt to
solve the code-mixed Vietnamese-English SA
problem to the best of our knowledge.

1 Introduction

The diversity of discussion platforms, such as
forums, e-commerce, and social media, allows
users to express their opinions and comments.
This growth makes it challenging for individuals
and organizations to understand users’ aggregated
thoughts (Ligthart et al., 2021). Therefore, the task
of sentiment analysis has received a lot of attention
from the NLP community (Liu and Zhang, 2012).

Code-mixing is the phenomenon of mixing the
vocabulary and syntax of two or multiple languages
in the sentence (Lal et al., 2019). Due to the rise
of multilingual environments, there is an increase
in code-mixed written text. Unlike monolingual
sentences (e.g., English), code-mixing is very chal-
lenging for traditional NLP architectures because of
grammatical constructions and spelling mistakes.
Therefore, there has been a dramatic increase in
code-mixed problems (Pratapa et al., 2018; Rani

et al., 2020; Patwa et al., 2020; Chakravarthi et al.,
2022).

On the other hand, recent multilingual NLP re-
search has attracted the community’s attention on
word-level (Ruder et al., 2019) and sentence-level
representations (Artetxe and Schwenk, 2019; Feng
et al., 2022). Besides, the growth of multilingual
Transformer-based language models (Devlin et al.,
2019; Conneau et al., 2020) brought benefits to
many downstream NLP tasks. Therefore, these
representation methods can be effective for code-
mixed tasks, especially low-resource languages.
This paper presents a study on the code-mixed
Vietnamese-English data for the SA task. The rea-
son why we choose the Vietnamese-English lan-
guage is that most Vietnamese people use English
as a second language (Doan et al., 2018). Our main
contributions can be summarized as follows:

¢ We release two code-mixed SA datasets for
the Vietnamese and English languages for the
hotel domain.

* We investigate the effectiveness of different
machine learning and deep learning approach
on the code-mixed sentiment analysis task.

* We perform experiments to confirm whether
fine-tuning the SOTA pre-trained transform-
ers benefit the code-mixed dataset. The exper-
imental results demonstrated that fine-tuning
the LaBSE model (Feng et al., 2022) achieves
the best results on our datasets.

2 Related Work

In recent years, there has been an increasing inter-
est in code-mixing or code-switching NLP tasks,
including hate speech detection (Rani et al., 2020),
Part-of-Speech tagging (Pratapa et al., 2018),
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Language Identification (Aguilar and Solorio,
2020). Moreover, researchers have shown an
increased interest in code-mixing SA, however,
most datasets are annotated for high-resource lan-
guages such as Spanish-English (Patwa et al.,
2020), Hindi-English (Swamy et al., 2022; Hande
etal., 2020; Patwa et al., 2020), Malayalam-English
(Chakravarthi et al., 2020), Persian-English (Sabri
et al., 2021), Dravidian-English (Chakravarthi
et al., 2022).

Most recent studies focus on the machine learn-
ing approach to address the code-mixed sentiment
analysis task. The authors (Hande et al., 2020;
Patwa et al., 2020; Chakravarthi et al., 2022) in-
vestigated the performance of different machine
learning and deep learning methods such as Sup-
port Vector Machine (SVM), Naive Bayes (NB),
Convolution Neural Network (CNN). Moreover,
there are some studies (Pratapa et al., 2018; Singh
and Lefever, 2020) that utilized the effectiveness
of cross-lingual word embedding approaches to
perform code-mixing data. Their experimental re-
sults showed that incorporating the multilingual
embedding increases the performance of baseline
methods. With the development of multilingual
language models such as mBERT(Devlin et al.,
2019), XLM-R(Conneau et al., 2020), there were
a few studies (Younas et al., 2020; Gupta et al.,
2021) investigated the effectiveness of fine-tuning
pre-trained language models for code-mixed SA
datasets.

For Vietnamese language, the most recent works
conducted on monolingual SA tasks by fine-tuning
pre-trained language models (Nguyen et al., 2020;
Truong et al., 2020). Our work is the first tempt
to solve the code-mixed Vietnamese and English
SA tasks to the best of our knowledge. In this
paper, we introduce two Vietnamese-English code-
mixed datasets and provide the performance of
various benchmark approaches, including classical
machine learning (ML) with handcraft features or
multilingual sentence representations, deep learn-
ing with cross-lingual word embeddings and pre-
trained language models.

3 Data Collection

The scarcity of code-mixed sentiment analysis
datasets limits current study for low-resource lan-
guages. To tackle this research gap, we create two
Vietnamese-English code-mixed datasets for the
hotel reviews.

The development of our datasets are based on
the available annotated SA dataset (Duyen et al.,
2014). However, we found that this dataset still
has some confusion between polarity classes and
contains meaningless sentences. Therefore, we fil-
tered and re-annotated the sentiment polarity la-
bel to ensure the dataset’s quality. General, the
term “code-mixed” refers to placing and mixing
of words, phrases, and morphemes of two or more
languages in the same sentence!. Besides, we no-
tice that people often use English idioms or phrases
to express ideas in Vietnamese text. Therefore,
we create two datasets in two ways as follows: (1)
Translating the noun, verb, and adjective to English
in the review (named as WordDataset); (2) Trans-
lating the extracted keyword to the corresponding
phrase (named as KeyDataset).

To build the WordDataset, we use the Viet-
namese POS Tagging? tool to extract the Noun,
Verb, and Adjective in the dataset to create the
bilingual dictionary - where each word in this dic-
tionary is translated to English. However, it is
worth noticing that a word can have many different
corresponding vocabularies in the target language;
therefore, we expand this dictionary by adding its
synonyms. For example, the word “khach san” can
be translated as “hotel”, “resort”, or “hostel”. No-
tice that this bilingual dictionary is corrected by
a human with a language background in the hotel
domain. Then, we randomize words in a set of
extracted words (noun, verb, adjective) in each sen-
tence to be replaced with a randomly corresponding
translation word in the bilingual dictionary. This
helps us create a dataset with different code-mixed
sentences and is suitable for real applications be-
cause users can use different vocabulary in foreign
languages.

In addition, instead of replacing essential words
in the sentence, we also created another dataset
based on translating the main keywords in the re-
view. To extract the keyword, we use KeyBERT?
based on the monolingual pretrained PhoBERT
embedding (Nguyen and Tuan Nguyen, 2020). In
order to distinguish to WordDataset, we extract
keyphrases with the length ranging from 2 to 4
vocabularies. We also limit the number of top
keyphrases in the long review to a value of 5. We
build a keyphrase dictionary similar to the above

Uhttps://en.wikipedia.org/wiki/Code-mixing
Zhttps://github.com/trungtv/pyvi
3https://github.com/MaartenGr/KeyBERT
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Table 1: Summary statistics for two datasets. Length
is the average sentence length, Vocab is the size of the
vocabulary.

N.o sentences per class

Positive | Negative | Neutral Length | Vocab
WordDataset | 1981 780 543 14.38 47519
KeyDataset 1981 780 543 14.65 48397

procedure, where each value is translated to the
target language and checked manually. Then, we
randomly replace the extracted keywords in the
review to create the new code-mixed dataset.

To ensure the quality of structural natural-
ness and lexical diversity in the code-mixed sen-
tence, we conduct a revision process based on
multilingual annotators to check and correct the
dataset. The pseudocode to create word code-
mixed datasets is illustrated in Algorithm 1. The
detailed statistics of the two datasets are shown in
Table 1.

Algorithm 1 Building Vietnamese-English word

code-mixed SA Dataset.

Input: Vietnamese SA data: S = {Sn}ﬁ=1 ;a
Vi-En dictionaries: dict = {k; v}%=1
where v = {Vv1, V2, ..., Vk };

Output: Vi-En code-mixed dataset: T =

{tn}V_

forn — 1...Ndo

w_rep < [];

list_rep < [];

form < 1...Mdo

if Km in Sp, then

w_rep.insert(km);

list_rep.insert(dict[ km]) ;

end
end
L « Length(w_rep);
fori—1...L do
w «— random(list_rep[i]);
sn < replace(w_rep[i], w);

end

th < sn;
end
4 Methods

This research aims to investigate the performance
of different approaches for Vi-En code-mixed SA.
Therefore, we conduct extensive experiments based
on various methods, which we explain below.
Classical ML models + handcraft features:

As a first baseline, we explore the performance of
classical machine learning techniques, including
SVM and Multilayer Perceptron. We extract the list
of handcraft features (Duyen et al., 2014) and con-
vert them to TF-IDF representation. The handcraft
features are used as follows:

* N-grams: the bigrams of words is extracted
as the features.

* Important words: We extract the main words
in the review, including noun, verbs and ad-
jectives.

* POS Information: All Part-of-Speech of
words in the sentences.

Classical ML models + Sentence embedding:
We also consider multilingual sentence embedding
as the primary representation. In this case, we
consider it as feature extraction and train them on
ML classifiers. To the best of our knowledge, our
study is the first attempt to explore the performance
of multilingual embedding for the Vietnamese SA
task. To extract the sentence representation, we
investigate two newest cross-lingual sentence em-
beddings as below:

* LASER: LASER (Language-Agnostic Sen-
tence Representations) is an encoder to gen-
erate pre-trained language representation in
93 languages, including very low-resource
languages. It is able to map the sentences
with the semantic closeness of different lan-
guages in a shared semantic vector space. The
detail of LASER’s architecture can be seen
in the original work (Artetxe and Schwenk,
2019). This model achieved promising results
for sentence-level NLP tasks, therefore, it is
suitable to extract the code-mixed sentence
representation.

* LaBSE: A related development is that of
Language-agnostic BERT Sentence Embed-
ding (LaBSE) (Feng et al., 2022). This model
is based on a pre-trained BERT-like architec-
ture, and dual encoder models create cross-
lingual sentence embedding of 109 languages.
The pre-trained model is also released to sup-
port downstream NLP tasks. In addition, this
model can be used to represent parallel sen-
tences through high-dimensional embeddings.

Deep learning approaches: Cross-lingual word
embedding (Ruder et al., 2019) might be one of the
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interesting ways for the code-mixed problem. For
the code-mixed SA tasks, there are some previous
studies (Ma et al., 2020; Younas et al., 2020) which
applied the deep learning models combined with
various pre-trained cross-lingual embeddings such
as MUSE (Lample et al., 2018), BPE(Heinzerling
and Strube, 2018). As a result, we explore the
effectiveness of two deep learning architectures
(CNN (Kim, 2014) and LSTM) with different mul-
tilingual embeddings (MUSE and BPE) - which
produced high performance in several cross-lingual
NLP tasks.

* MUSE: MUSE is a toolkit that allows us to
align the fastText word embeddings (Grave
et al., 2018) in a common semantic space. We
use pre-trained Vi-En mapping embedding
to represent the words in a sentence and is
updated during the training.

* BPEMulti: This multilingual subword em-
bedding is trained on Wikipedia texts of 275
languages. This subword embedding is trained
on a combination of data from multiple lan-
guages, and each subword is represented as
300 dimensions.

Transformer-based approaches: The recent
development of transformer architectures has
brought significant improvements to the NLP field.
In the experiments, we consider three multilingual
pre-trained language models, including mBERT
(Devlin et al., 2019), XLM-R (Conneau et al.,
2020), LaBSE (Feng et al., 2022). A short de-
scription of the models is given below:

* mBERT: Multilingual BERT is trained on
104 highest resource languages in Wikipedia
data. Therefore, this model is able to pro-
duce cross-lingual representations that allow
for fine-tuning the code-mixed sentence.

* XLLM-R: This model utilized self-supervised
training techniques and was trained on fil-
tered Common Crawled data. Therefore, fine-
tuning can significantly improve performance
on a variety of cross-lingual benchmarks.

* LaBSE: LaBSE is introduced as a pre-trained
multilingual language model which is trained
based on two tasks: masked language model-
ing and translation language modeling for 109
languages. The experimental results demon-
strated the performance of LaBSE in various

NLP tasks(Feng et al., 2022). However, the
effectiveness of fine-tuning this model has not
been investigated for code-mixed tasks.

As the original work (Devlin et al., 2019), we
fine-tune the pre-trained language model by putting
the final hidden state h of [CLS] token as the rep-
resentation of the code-mixed sentence. Then, a
classifier with softmax activation is added to pre-
dict the probability of sentiment class ¢:

p(clh) = softmax(Wh) (1)
where W is the parameter matrix. The parameters
of transformers and matrix W is updated during
the training process.

S Experiments

We use the stratified 5-folds cross-validation to re-
port our experiments. The results are measured
based on the micro-averaged and macro-averaged
F1-score in all our experiments because of the im-
balance in classes. Moreover, the weighted F1-
score is used on the test set in previous studies
(Patwa et al., 2020). We report the experimental re-
sults using different evaluation methods to compare
the effectiveness of various approaches objectively.

As described in Section 4, we investigate and
compare the performance of different models. For
the classical ML model, we use the Linear SVM
and the two layers MLP. The hyper-parameters of
the two models are optimized using a grid search
technique. We fix the architecture to 3 convolution
layers with different kernel sizes (2,3,4), a dimen-
sionality of 64 units, and ReLU activation for the
CNN model. Then, we concatenate the output of
global and max pooling features. For the LSTM
model, we employ the bidirectional LSTM with
128 units and ReL.U activation. To calculate the
probability of polarities, we add two feed-forward
layers with 300 dimensions, a ReL.U activation for
the first layer, and the number of classes dimen-
sions and softmax activation for the second layer.
We also apply dropout on the word embedding with
a rate of 0.5 to prevent the overfitting of the two
models. Two models are optimized using the Adam
optimizer with a learning rate of 0.001, a batch
size of 64, and a number of epochs of 100. For
cross-lingual embeddings, we use the pre-trained
MulBPE* with the size of 1 million vocabularies.

“https://bpemb.h-its.org/multi/
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For the MUSE embeddings’, we use the aligned
fastText embeddings.

We used Huggingface’s Trainer API (Wolf et al.,
2020) to implement the transformers architectures,
including mBERT®, XLM-R” and LaBSE?, and the
hyperparameters were optimized using the search
functionality offered by Trainer API. For the pre-
processing component, we applied the same steps
as a previous work (Thin et al., 2019).

5.1 Results and Analysis

Table 2 gives an overview of the results for classical
ML models with handcraft features and sentence
representations, while Table 3 shows the results of
deep learning models combined with cross-lingual
word embeddings and multilingual transformer-
based language models.

As shown in Table 2, it can be noted that training
models on LaBSE sentence representation consis-
tently outperform other types of features in both
datasets. It is obvious that handcraft features with
TF-IDF representation achieved the lowest scores
in terms of three F1 scores. One of the reasons
for the poor performance of this approach is the
sparsity of feature vectors and the diversity of vo-
cabularies in both languages. Also, we observe
that the performance of sentence representation
is quite competitive with classical ML classifiers.
Combining the sentence representation with ML
classifier improves results than deep learning with
cross-lingual embeddings. The reason might be
because of the size of training data when the deep
learning models often require more training data to
achieve reasonably good performance. Comparing
the results of SVM against MLP classifier shows
that SVM yields better performance in types of fea-
tures. Another interesting point is that ML models
trained on LaBSE representation perform better
than two remainder popular transformers models
in terms of Weighted and Macro F1-score in both
datasets. Our results demonstrated that LaBSE
sentence embedding could produce an adequate
representation for the code-mixed sentences. In
addition, the results shown that the performance of
models in both datasets is different; however, the
difference is not significant.

We can also observe that fine-tuning the pre-
trained SOTA multilingual sentence transformer

Shitps://github.com/facebookresearch/ MUSE
Shttps://huggingface.co/bert-base-multilingual-cased
7https://huggingface.co/xIm-roberta-base
8https://huggingface.co/sentence-transformers/LaBSE
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Figure 1: The confusion matrix of the LaBSE model on
the WordDataset.

achieved the highest scores in all terms of F1-score
in the two datasets. As seen in Table 3, the ap-
proach based on LaBSE outperformed more con-
sistently than remainder methods in all evaluation
metrics. Figure 1 and Figure 2 show the confusion
matrix of LaBSE model on two datasets, respec-
tively. We observe that the “neutral” label has the
lowest score, while the two other classes achieve
better results. The poor performance of the “neu-
tral” class is because there are multiple sentences
with opposite polarity; therefore, the label of these
samples is annotated as “neutral” in original cor-
pus(Duyen et al., 2014). For example, “khach san
c6 vi tri dep nhung nhan vién 1€ tan giao tiép con
kém, dd iAn sang thuong.” (The hotel has a nice
location, but the reception staff are not good at
communicating, the breakfast is normal.). The first
phase in the sentence is expressed positively, while
the remainder is the negative attitude of the user.
That is why the overall sentiment polarity of these
sentences is neural.

We also conducted an experiment to explore
the performance of monolingual language models
compared with the multilingual language model in
the code-mixed data based on two scenarios on the
WordDataset: (1) fine-tuning the latest pre-trained
monolingual language models directly on code-
mixed data (2) translating the code-mixed sentence
to English and Vietnamese, then training trans-
lated data using monolingual language models. We
choose the base version of PhoBERT (Nguyen and
Tuan Nguyen, 2020), and RoBERTa (Liu et al.,
2019) with the same above configuration for Viet-
namese and English, respectively. We use Google
API Translation to translate the code-mixed data
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Table 2: The performance of classical machine learning models on two datasets.

Features Model KeyDataset WordDataset
Weighted F1 | Macro F1 | Micro F1 | Weighted F1 | Macro F1 | Micro F1

SVM 73.50 62.78 75.64 7337 62.41 75.27
Handeraft + TFIDF -5 73.60 63.67 7436 73.39 63.25 73.88
Laser embeddin SVM 74.13 62.39 77.60 74.10 62.20 77.54
aserembedding VT p 74.83 65.52 7527 7541 66.13 75438
| SVM 7770 67.54 79.72 77.65 67.68 79.54
LaBSE embedding - |-rrp 78.49 69.81 7872 78.39 69.46 7921

Table 3: The performance of deep learning and transformers-based models on two datasets.

Approach Model KeyDataset WordDataset
PP Weighted F1 | Macro F1 | Micro F1 | Weighted F1 | Macro F1 | Micro F1
CNN + MUSE 75.61 66.47 76.06 74.79 64.86 75.30
Deep learnin LSTM + MUSE 73.62 63.04 74.43 74.03 63.71 74.15
P £ CNN + MultiBPE 75.46 65.85 76.24 74.60 6457 75.24
LSTM + MultiBPE 73.58 64.11 73.76 73.25 63.24 73.46
mBERT 75.75 63.86 78.66 76.32 65.34 78.42
Transformers model | XLM-R 76.23 63.59 79.60 76.26 63.98 79.75
LaBSE 81.87 73.38 82.90 82.24 74.04 83.05
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Figure 2: The confusion matrix of the LaBSE model on
the KeyDataset.

to specific languages (English and Vietnamese) for
the second scenario. Figure 3 shows the Weighted
F1-score of two scenarios and the LaBSE’s per-
formance. It is obvious that fine-tuning directly
pre-trained multilingual models gain better results
than monolingual models in two scenarios for the
code-mixed data. These experiments show that
multilingual models are able to achieve competi-
tive results for code-mixed tasks.

6 Conclusion

This paper presents a comprehensive Vietnamese
and English code-mixed Sentiment Analysis for
the hotel domain. Firstly, we introduced two code-
mixed Vi-En datasets created based on the semi-

Figure 3: The performance of monolingual models com-
pared with the LaBSE model in two scenarios.

approach. Secondly, we investigated the different
methods on two datasets, including the classical
ML approach combined with handcraft features
or sentence representations, deep learning archi-
tectures with cross-lingual word embeddings, and
SOTA multilingual language models. It is surpris-
ing that fine-tuning the pre-trained LaBSE (Feng
et al., 2022) achieved the highest performance. We
release two datasets and our code for the research
community to facilitate future work on the code-
mixed Vi-En SA task.
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Abstract

The COVID-19 pandemic has drastically
affected various industries, and aviation is the
hardest hit (Suau-Sanchez et al., 2020). This
predicament has turned all flyers across the
globe into flying a low-cost carrier
(henceforth, LCC) for pragmatic reasons.
Attracting airline customers in a competitive
market during this extra challenging time is
inextricably  linked to the strategic
manipulation of linguistic resources in airline
slogans. However, there has been a scarcity of
contrastive analysis of rhetorical and linguistic
devices used in LCCs' slogans that promote
their global and local identities ascribed to
airlines' culture and belief systems. Juxtaposed
from McQuarrie and Mick (1996), Nilsen &
Nilsen (1978, 1979), and Praba's (2017)
theoretical and analytical frameworks, this
study takes a corpus-based approach to
analyze the rhetorical figures and linguistic
devices operating in thirty (30) LCCs' slogans
as represented in the three traffic conference
areas which were ranked World's Best LCCs
(2019-2021) by Skytrax. Findings reveal that
many rhetorical figures and linguistic devices
are employed in LCCs'  slogans
through phonetic, syntactic, and semantic
devices. Moreover, these linguistic devices co-
construct the overall rhetorical appeal of the
slogans may have influenced passengers'
airline choices during the pandemic. The study
likewise reveals socio-cultural embeddings
inferred from the airline slogans. Therefore, it
can be construed that airline slogans lend
awareness to sociocultural nuances framed in
American, European, and Asian LCCs through
the rhetorical and linguistic resources that aid
in making their global and local presence and
thus their identity concerns during the
pandemic.

Introduction

The world witnessed the wrath of COVID-19 and
how it has posed a global risk to health and

economies since 2019. As of February 6, 2022,
there are 414 million confirmed cases and more
than 5 million fatalities related to COVID-19
(Worldometer, 2022). This pandemic has
drastically affected various industries. The impact
is undeniably remarkable in millions of entities
(e.g., passengers, employees, companies, etc.)
falling into poverty and recession. Across all
industries, the aviation sector is among the hardest
hit (Suau-Sanchez et al., 2020), which is seen in
airline companies' predicament to survive while
maintaining their credibility in a competitive
market during this extra challenging time. In
addition, a dwindling number of passengers has
led airline companies to halt and cease almost all
their operations (Sun et al., 2020a). While this
difficulty has posed challenges to various legacy
airline companies, it has turned all flyers across
the globe into flying a low-cost carrier
(henceforth, LCC) for pragmatic reasons, which
put a premium on LCCs as their airline choice.
Moreover, competition has been observed in how
LCCs survive while attracting customers
continuously in this unprecedented period.
Attracting airline customers is inextricably
linked to the strategic manipulation of rhetorical
devices and other linguistic resources in airline
branding, trademarks, and identities that promote
the credibility and resilience of LCCs. One
tangible marketing strategy to attract customers
with various linguistic and rhetorical devices is
seen in airline companies' slogans. Airline
companies that thrive on existing in unfortunate
situations have to present themselves and
persuade others to use their services
(Laosrirattanachai, 2018) via vehicular language
that carries its rhetorical appeals (e.g., emotions,
reasons, and character). Such rhetorical appeals in
slogans are framed through rhetorical figures and
linguistic devices that may appeal to airline
passengers' perception of how LCCs have made
their global and local presence, and thus their
identity concerns during an unprecedented time.
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Hence, language in airline marketing is deemed
necessary as other rhetorical resources that
significantly attract customers through LCCs'
slogans.

A significantly considerable number of studies
have been conducted that analyze various domain-
specific slogans. Such studies have been
conducted to show the contrastive features of
language and other rhetorical figures in different
slogans; for instance, U.S. and E.U. legal
protection for slogans (Petty, Leong, & Win,
2015), advertising and inspirational slogans
(Fuerter-Olivera, 2001; Smirnova, 2016),
corporation brand slogan (Miller & Toman,
2016), tourism slogans (Gali et al., 2017), political
and advertising slogans (Keranforn-Liu, 2020),
political party slogans (Koc & Ilgun, 2010). While
there have been studies that employed either
contrastive rhetoric and linguistic analysis or non-
linguistic analysis to account for the rhetorical
figures and linguistic devices used in domain-
specific slogans, there are only a very few studies
on how such rhetorical and linguistic devices are
used in airline slogans, particularly those that are
used in LCCs. The scarcity of literature on airline
slogan analysis has attempted to propound the
significance of slogans as a contributory feature to
airline companies' marketing strategy. These
slogans can be wunique and appealing if
constructed through linguistic perspectives, as
these may help co-construct the airlines' identities.
Kurniawan (2018) found that the Airline slogans
used worldwide can be categorically considered
phrases through a syntactic and semantic analysis
of airline slogans in five continents. The majority
of airlines benefit from using we are different and
unique claims. Analyzing 120 food advertising
slogans, Sudcharit (2015) revealed twelve
figurative types: alliteration, metonymy,
hyperbole, antithesis, assonance, onomatopoeia,
metaphor, pun, personification, parallelism,
smile, and rhetorical question. In Sudcharit's
(2015) study, alliteration and parallelism appeared
most frequently. Skorupa and Duboviciene's
(2015) study analyzed various slogans from
advertising and commercial English slogans.
Their study found that figurative language should
be used to attract customers. Using ideational
metafunction, however, Laosrirattanachai (2018)
investigated several words employed in the
advertising slogans of airlines in 2016.
Laosrirattanachai (2018) revealed that their
slogans range from 3 to 4 to 5 words. In addition,
Airline, fly, of, your, and to were the most
frequent. In terms of ideational meta-function, it

was found that participants, followed by,
circumstances and processes respectively,
appeared to have been demonstrated in these
slogans. It is worth noting that while these studies
have involved the majority of airlines as
representatives of the world continent, most of the
airlines involved in these studies to show airline
slogans' linguistic characteristics are selected
based on their presence in the global arena. These
have not considered the LCCs performing well in
the aviation industry. The current study argues
that the LCCs, gaining either a global or local
presence in the international aviation community,
likewise strategically manipulate rhetorical
figures and linguistic devices in their slogans, thus
attracting more airline passengers to avail of their
services, especially during the time of the
pandemic.

Studies on advertising slogans are an
interesting area for investigating how various
airlines probe their marketing strategy and use a
strategic manipulation of rhetorical figures and
linguistic resources to gain customers and build
trust and confidence in them. However, most of
the studies in the existing literature have focused
on the majority of airlines. As a result, contrastive
analysis is scarce on how the rhetorical figures
and linguistic devices operate in low-cost carriers'
slogans that promote their global and local
identities ascribed to airline companies' culture
and belief systems. Hence, this paper explores
how airline slogans are constructed and
interpreted from a linguistic perspective through a
contrastive analysis of their rhetorical figures and
linguistic devices. Likewise, this attempts to
uncover the socio-cultural attributions embedded
in LCCs' slogans.

1.1 Research Questions:

1. Which rhetorical and linguistic devices are
categorically and specifically employed in LCCs'
slogans?

2. How do the slogans rhetorically appeal in
American, European, and Asian LCCs to attract
more airline passengers?

3. What socio-cultural inferences can be drawn
from American, European, and Asian LCCs’
slogans?

1.2 Theoretical/ Analytical Framework

The present study employs a modified framework
to be used for the analysis of the LCCs' slogans.
This framework juxtaposes the theoretical/
analytical frameworks used in the studies of
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Miller & Toman (2016) and Kurniawan (2018).
Although both studies have analyzed slogans,
these were used in two domains: airline slogans
and corporation brand slogans. The decision to
use these two studies is seen in their theoretical
underpinning, which will address the gap in
analyzing rather sophisticated and dynamic socio-
culturally constructed slogans of LCCs.
Furthermore, to illustrate the rhetorical devices
found in the study, the researcher employed an
analysis of rhetorical devices, which are
categorized mainly based on two schemes and
tropes, based on Leigh's taxonomy (1994) cited in
Monsefi & Mahadi (2017) and Laongpol (2021).
On the one hand, Schemes relate to syntax,
word order, word omissions, insertions, letters,
and sounds rather than the meaning of words. On
the other hand, Tropes are another type of
wordplay presentation that can change the
ordinary meaning of words through comparison,
connotation, and word choices by unusually using
language. A trope is an artful deviation from the
ordinary or principal signification, while
a scheme is an artful deviation from the typical
arrangement of words. In addition, a trope uses a
word unusually or unexpectedly, while
a scheme is a creative alteration in the usual order
of words. In an attempt to analyze the rhetorical
devices categorically, Miller and Toman (2016)
yielded a large category of rhetorical devices into
schemes and tropes. They analyzed specific
linguistic devices categorically assigned in
corporation brand slogans. Although the term
linguistic devices are used by Miller and Toman
(2016) rather than rhetorical figures, a specific
category of linguistic devices (e.g., phonetic,
syntactic, semantic) may not always capture the
rhetorical construction of slogans. This is seen in
the preliminary data analysis, where some
rhetorical figures (in McQuarrie and Mick's
terms) do not fit the specific linguistic devices.
For instance, most slogans in the study have been
accounted for to show the limitation of specific
phonetic and syntactical devices over semantic
devices. More specifically, a phonetic
device rhyme' differs from rhythm. Rhyming is
the practice of choosing similar-sounding words
at the ends of each line, while rAythm is an audible
pattern or effect created by introducing pauses or
stressing certain words. While both can be
considered phonological, these two may not share
the same phonological properties but can further
be explained via a syntactical device. However, to
add to this dilemma, not all devices fit into the
specific category of orthographical,

morphological, and syntactical devices. ~ For
example, very little linguistic evidence in LCCs'
slogans uses an orthographic unusual or
unconventional spelling, abbreviation, and word
repetition.

Analyzing the LCCs' slogans would require a
categorical analysis of syntactic devices
(e.g., word, phrasal, sentential) rather than
specific, such as Praba's (2017). The current study
argues that the intermarriage between rhetorical
figures and linguistic devices co-constructs the
rhetorical appeals of LCCs' slogans to attract more
airline passengers. As a response, the present
study used a modified theoretical framework
based on the taxonomies of McQuarrie and Mick
(1996) on rhetorical figures and Nilsen & Nilsen
(1978, 1979), and Praba (2017) on linguistic
analysis. This was employed in response to the
first research question that accounted for the
categorical and specific linguistic devices used in
LCCs' slogans. Moreover, the interface between
rhetorical figures and linguistic devices embedded
in a slogan's rhetoric can aid in constructing its
rhetorical appeals. This argues that the rhetorical
figures and linguistic devices are used to show
how the rhetoric of a slogan appeals to airline
passengers, gives them their first impression, and
eventually helps them decide whether to avail of
the airline services. It can be argued that the
rhetoric in airline slogans appeal to airline
passengers' emotion and reasons which may be
influenced by how they have perceived the
airlines' values and cultures attributed to such
slogans. Culture is defined as "actual practices and
customs, languages, beliefs, forms of
representation, and a system of formal and
informal rules that tell people how to behave most
of the time and enable people to make sense of
their world through a certain amount of shared
meanings and recognition of different meanings.
Slogans are therefore seen as an embodiment of
the values and cultures of the airlines, the people
who work for these airlines, and probably, the
people who have been attracted to these slogans
as they may have found a sense of membership in
the community. However, airline passengers may
have different views of socio-cultural attributions
to slogans, as these may vary according to their
experiences and socio-lingo-cultural profile. The
passengers' perceptions and impressions of airline
slogans are derived from the meaning they form.
Meaning lies in the power of the slogan to appeal
to airline passengers' emotions and reasons. The
rhetorical appeal is tied to the socio-cultural
meaning perceived that may have made an
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impression among airline passengers. Hence, the
present study likewise employs Aristotle's popular
concept of rhetorical appeals, i.e., ethos, pathos,
and /ogos, to analyze how airline slogans
rhetorically appeal in American, European, and
Asian LCCs to attract more airline passengers.

2 Methodology

The current study takes a corpus-based approach
to analyze a collection of airline slogans from
LCCs worldwide. A corpus-based analysis in
contrastive rhetoric studies has been significant as
a tool for identifying rhetorical figures and
linguistic devices in various domain-specific
slogans. However, it is worth noting that airline
selection is established first (see Table 1). There
was a stringent process in selecting the LCCs in
the present study as there are thousands of LCCs
worldwide.

2.1 Selection Criteria for LCCs

2.1.1 LCCs must be selected from the three traffic
conference areas established by the International
Air Transport Association (IATA):

Traffic Conference Area 1 (TCA1)— North and
South American continents

Traffic Conference Area 2 (TCA2)— European
continents

Traffic Conference Area 3 (TCA3)— Asian
continents

Using the traffic conference areas is vital in
clustering the LCCs based on their geographical
locations on the map. The study considered these
areas established by IATA over those formed by
the International Civil Aviation (ICAO). This is
because the ICAO does not cover the commercial
matters of international airlines. At the same time,
the IATA traffic conference areas were
established because the traffic conferences deal
with all the international air traffic matters
involving passengers, cargo, and mail-in specific
areas worldwide. Choosing ICAO would defeat
the purpose of the study, which is to determine the
linguistic devices present in the slogans of LCCs
that are primarily concerned with how airlines
attract more passengers and eventually avail of
airline services. Hence, IATA's traffic conference
areas were adopted as the main categorical
criterion for selecting the LCCs.

2.1.2 LCCs must have gained an international
reputation through worldwide rankings.

Different indices measure the performance of
airlines as several entities rank the best airlines
worldwide. Although Bazar (2019) investigated
how airlines are ranked in various criteria, his
study was focused on how best airline rankings
are processed and indexed. It is expected that the
legacy airlines that have been performing well
established their reputation, as seen in the
worldwide rankings produced by Airhelp — his
primary source of data on worldwide ranking. In
addition, the recent ranking provided by Airhelp
was in 2019. However, there is no ranking by
Airhelp yet, and selecting Airhelp would defeat
one of the study's aims: to determine which
Airline appeals to the clients during the pandemic.
Hence, the present study considered the
worldwide ranking provided by Skytrax annually.
Since 1999, Skytrax has ranked 100 airline
companies annually and evaluated the
performance of the airlines based on cabin
services, ground handling services, Airline, and
flight products. Hence, the selection of airlines
was based mainly on the worldwide rankings
produced by Skytrax. Skytrax surveyed 13.42
million eligible entries that were accounted for
from 2019 to 2021. This was before and during the
pandemic.

Interestingly, Skytrax ranks the airlines and
generates the following: World's Best Low-cost
Carriers and World's Best Long Haul Low-Cost
Airlines 2021 (to name a few). With the
worldwide ranking provided by Skytrax, it would
now be easy to determine which of the LCCs
would be sampled. Following the first criterion
above, the LCCs must come from the three traffic
conference areas. During the preliminary
sampling, it was found that in the 2021 World's
Best LCCs, only three LCCs were from TCA1 and
seven from TCA2. Surprisingly, ten LCCs from
TCA3 emerged. Given the disproportion in the
data, the researcher looked into the best LCCs in
2021, as may be represented in the TCA of [ATA,
which is also available on the website of Skytrax.
Hence, additional seven best LCCs in TCA1 and
three LCCs from TCA3 complete the thirty
airlines as the representative samples of the study
(See Table 1).
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TCA LCC Origin Slogan No. of
Words
Southwest "Low fares. Nothing to hide. That's
1 | Airlines USA TransFarency!" 7
2 | Air Canada rouge | Canada "Y our world awaits.” 3
3 | Frontier Airlines | USA "Low Fares Done Right". 4
4 | Spirit Airlines USA “Less Money. More Go” 4
Sun Country
TCAl 5 | Airlines USA “Fly at the speed of life” 6
6 | Sky Airline Chile "Turn around and fly" 4
7 | Easyfly Colombia “Easyfly makes it easy to fly” 6
8 | Gol Brazil "The new Gol. New times in the air." 8
9 | Viva Air Colombia | “Fly More” 2
10 | JetSmart Chile "Fly SMART, fly your way. 4
1 | Vueling Airlines | Spain "Love the way you fly" 5
2 | EasyJet Switzerland | "This is Generation easyJet". 4
3 | Ryanair Ireland "Fly cheaper. The Low Fares Airline" 6
‘ideas get wings — cha(lle)nge the future of
4 | Eurowings Germany travel’ 8
TCA2 |5 | Norwegian Norway “Norwegian Airlines, the way it should be.” | 7
6 | Jet2.com UK "Friendly Low Fares". 3
7 | Wizz Air Hungary "Looking ahead, only the sky is our limit." | 8
8 | airBaltic Latvia “We Care” 2
9 | LEVEL Spain “It's your world.” 3
10 | Pobeda Russia “Rest up in Stavropol” 4
1 AirAsia Malaysia “Now Everyone Can Fly” 4
2 | Scoot Singapore | "Escape the Ordinary" 3
3 | IndiGo India "Go IndiGo" 2
4 | Jetstar Airways Australia “All day every day low fares” 6
5 | Jetstar Asia Singapore "All day every day low fares". 6
Saudi
TCA3 6 Flynas Arabia "The Kingdom's First Low-Cost Airline" 5
P "Customers' smiles come when safety is
each Japan "
7 assured 7
8 | Spicelet India Red. Hot. Spicy. 3
9 | Spring Airlines Japan "Don't think, Just fly!" 4
10 | Air Arabia UAE “Air Arabia, Pay Less Fly More.” 6
Average No. of Words | 4.8

Table 1. Sampled world’s best LCCs’ (2021) slogans representing TCAs

While it follows that selection of sampled airlines
determined the LCCs with which the slogans of
these airlines would be analyzed, a preliminary
look at the number of words, which would be a
point to consider in the unit of analysis, can be
argued that each slogan's number of words ranges
from 2 to 8. Relative to this, Laosrirattanachai
(2018) revealed that the number of words in
slogans ranges from 3 to 5, respectively.
Essentially, the slogans of the LCCs carefully
sampled from the worldwide ranking provided by
Skytrax fit the required number. In addition, there
were three Airline slogans with only two words;

these were also included.

The data were analyzed manually using three
steps: The data were matrixed to show the traffic
conference areas represented by the LCCs, the
country of origin, and the weighted average of
words of all airlines. Likewise, each slogan was
read carefully to determine the rhetorical figures
and linguistic devices in all slogans. Then, using
the modified framework drawn out from the
taxonomies of McQuarrie and Mick (1996) on
rhetorical figures and Nilsen & Nilsen (1978,
1978), Praba (2017) on linguistic analysis of
LCCs' slogans, and Aristotle's rhetorical appeals,
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the data were read, analyzed, and labeled.

The analyzed matrix of the LCCs' slogans was
then subjected to simple inter-coding reliability
through the help of three inter-coders, of which
agreement was reached via online consultation.
The inter-coders were composed of two Ph.D.
Applied Linguistics students and one Ph.D. in
English degree holder; all of them are teaching in
a graduate school. After the inter-coders'
agreement (95%), the realization of the rhetorical
figures, linguistic devices, and rhetorical appeals
was discussed.

3 Results and Discussion

The first research question addresses which
rhetorical and linguistic devices are categorically
and specifically employed in LCCs' slogans. It can
be construed that the phonetic, morphological,
syntactic, and semantic devices are all used in
LCCs' slogans (see Table 2). The most frequently
occurring categories of linguistic devices are
syntactic [100%] and semantic devices [100%],
while phonetic devices [76.7%] appeared to be
less occurring. The  predominance  of
morphological/  syntactical —and  semantic
devices is quite surprising in LCCs' slogans since
this does not show a significant pattern in the
previous studies (Miller & Toman, 2016;
Sudcharit, 2015; Smirnova, 2016), which ranks
phonologically related rhetorical devices as the
highest.

3.1 Specific category of rhetorical figures and
linguistic devices in LCCs slogans

However, considering the specific category of
phonetic devices, the results show the unity of a
phonologically related linguistic device; slogans
heavily rely on alliteration [33.3%)].  This
supports the findings of Skracic et al. (2016),
which revealed a high frequency of use in some
slogans in yachts or boats in nautical magazines.
It can be construed that the phonetic
device alliteration aids airline slogans to be
remembered easily. Recalling when a slogan
alliteration is  repetitive  (Supphellen &
Nygaardsvick, 2002; Gali et al., 2018) is more
manageable. For example, 'Friendly Low Fares'
(Jet2.com) shows the repetition of the first
consonant sound /f/. This contrasts with Koc &
Ilgon's (2010) finding, revealing Rhyme as the
most frequent in political party slogans.
While alliteration tops all the phonetic devices,
other linguistic devices likewise occur in LCCs'
slogans, such as Assonance [16.7%], Rhyme

[13.3%], Initial Plosive [6.7%], and Consonance
[3.3%], and Blending [3.3%] respectively. For
instance, assonance is seen in "This is Generation
easylJet" (Easylet); rhiyme in "Easyfly makes it
easy to fly" (Easyfly); initial plosivein "The
Kingdom's First Low-Cost Airline" (Saudi
Arabia), and blending in "Low fares. Nothing to
hide. That's TransFarency!" (Southwest Airlines).
In terms of morphological/ syntactical devices, all
LCCs' slogans' linguistic  devices vary
in word, phrase, and sentential level with a few
morphological and repetitional construction
occurrences. It can be deduced that LCCs' slogans
are characterized as sentential [50.0%], followed
by phrasal [20.0%]  and abbreviation [13.3%].
This is followed by a few occurrences of word/
phrase repetition and, very rarely, one occurrence
of orthographic unusual or unconventional
spelling [3.3%] and word [3.3%]. On the one
hand, sentential construction is shown in "Now
Everyone Can Fly" (Air Asia), phrasal in "Less

Money. More  Go."  (Spirit  Airlines),
and abbreviation in "Air Arabia, Pay Less Fly
More." (Air Arabia). On the other

hand, word/phrase repetition is also present in
"Fly SMART, fly your way" (JetSmart), and
occurrence  of orthographic ~ unusual  or
unconventional spelling in "Low fares. Nothing to
hide. That's TransFarency!" (Southwest Airlines).
While it can be construed using Praba's (2017)
syntactical category would reveal that the LCCs'
slogans employed sentential construction, Miller
& Toman's (2016) categorization would show that
only abbreviation, word/ phrase repetition, and
orthographic unusual or unconventional spelling
were present in the airline slogans. This concludes
that the LCCs used a relatively longer slogan over
phrasal slogans used in political and other
advertising slogans. Regarding the semantic
devices, the present study shows a significant
pattern in the previous studies (Koc & Ilgon,
2010; Smirnova, 2015; Muhabat, 2015; Skracic et
al., 2016; Miller & Toman, 2016; Keranforn-liu,
2020), divulging a high concentration
of metaphor [33.3%] in slogans. It can be argued
that airline slogans such as those of LCCs likewise
employ metaphor to  mention products and
services indirectly efficiently (Keranforn-liu,
2020) and thus aids in attracting more airline
passengers. This is followed
by personification [26.7%)] and self-reference
[13.3%]. However, there seems to be a relative
occurrence of hyperbole [6.7%], antithesis
[6.7%], paradox [3.3%], metonymy [3.3%],
asyndeton [3.3%], and pun [3.3%], respectively.
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Variables Frequency Percentage
Phonetic Devices
Alliteration 10 333
Assonance 5 16.7
Consonance 1 3.3
Initial Plosive 2 6.7
Blending 1 33
Rhyme 4 13.3
Total number containing Phonetic Devices 23.0 76.7
Morphological/ Syntactic Devices
Orthographic unusual or unconventional spelling 1 33
Word/ Phrase Repetition 3 10.0
Word 1 33
Phrasal 6 20.0
Sentential 15 50.0
Abbreviation 4 13.3
Total number containing Syntactic Devices 30 100
Semantic Devices
Personification 8 26.7
Metaphor 10 333
Self-reference 4 133
Paradox 1 33
Hyperbole 2 6.7
Metonymy 1 33
Pun 1 33
Antithesis 2 6.7
Asyndeton 1 33
Total number containing Semantic Devices 30 100
Rhetorical Figures
Schemes in slogans 21 233
Tropes in slogans 34 37.8
Neither 12 13.3
Total number of rhetorical figures in slogans 67 74.4
Rhetorical Appeals
Logos 9 30.0
Ethos 5 16.7
Pathos 16 533
Total number of Slogans containing rhetorical
appeals 30 100

Table 2. Distribution of rhetorical and linguistic devices in the world’s best LCCs (2021)

slogans

68




For example, metaphor is seen in 'ideas get
wings — cha(lle)nge the future of travel
(Eurowings), personification in "Fly at the speed
of life" (Sun Country Airlines), and self-
reference in "The new Gol. New times in the air."
(Gol), hyperbole in "Looking ahead, only the sky
is our limit." (Wizz Air), antithesis in "Less
Money. More Go." (Spirit Airlines), a paradox in
"Low  Fares Done  Right"  (Frontier
Airlines), metonymy in "The Kingdom's First
Low-Cost Airline" (Saudi Arabia), asyndeton in
"Red. Hot. Spicy." (Spicelet), and pun in "Low
fares. Nothing to hide. That's TransFarency!"
(Southwest Airlines).

Analyzing the rhetorical figures, the LCCs'
slogans employed more tropes [37.8%)] over
schemes [23.3%], while others can be neither
[13.3%]. It can be deduced that tropes are more
frequently used in the category of semantic
devices, while schemes occur in phonetic devices.
The current study reveals a similar finding that
supports the high occurrence of schemes in
phonetic devices and tropes in semantic devices
(Miller & Toman, 2016) but shows deviance
regarding the overall slogans analyzed. Miller &
Toman (2016) found out that schemes are mainly
used to incorporate brand slogans rather than
tropes. The present study reveals that tropes are
more frequently employed in airline slogans,
specifically among LCCs. This suggests that
LCC's slogan favors its construction through
comparison, connotation, and word choices rather
than word order, word omissions, letters, and
sounds. Thus, LCCs' slogans are more concerned
about what and how they mean than how they are
arranged and sound. Therefore, it can be inferred
that LCCs' slogans attract more airline passengers
through semantic devices instead of phonetic
devices. The airline slogan's appeal to attract more
customers is related to the meaning of the
rhetorical and linguistic resources rather than the
sound.

3.2 Specific category of rhetorical figures and
linguistic devices in LCCs slogans
Looking closely at how slogans rhetorically
appeal t Sampled world’s best LCCs’ (2021)
slogans representing TCAs o airline passengers
that aid their decision to choose LCCs to fly, the
present study reveals that LCCs' slogans heavily
rely on the rhetoric of pathos [53.3] followed by
logos [30.0%] and ethos [16.7%]. Concomitantly,
pathos appears predominantly in all of the slogans
of the LCCs as representatives of TCA1, TCA2,
and TCA3. This means that slogans from the

Americas, Europe, and Asia LCCs emphasize
pathos to appeal to airline passengers' emotions.
This rhetorical appeal 1is gleaned more
predominantly from TCA2, suggesting that
European LCCs are more drawn from making
their slogans appeal to airline passengers'
emotions over logic and authority presence. While
this also occurs predominantly in TCAI,
suggesting the same rhetorical appeals from the
American LCCs, its use in TCA3 suggests that
Asian LCCs' slogans appeal to airline passengers'
emotions but remain intuitive to logic and
authority presence. Therefore, it can be construed
that American, European, and Asian airlines
construct slogans where rhetorical appeals operate
to attract more customers to avail of their services.

The present study results suggest that linguistic
and rhetorical devices are frequently employed in
airline slogans, precisely that of LCCs. Although
the LCCs' slogans' number of words ranges from
2 to 8, acloser look at the syntactic devices reveals
that slogans at the sentential level may appeal
rhetorically to airline passengers. It can be argued
that LCCs' slogans may not favor the sound that

creates an impression among the airline
passengers but can appeal rhetorically to
passengers' emotions through the slogans

constructed in length. This is seen in how the
average number of words in LCCs' slogans in
TCA2 [5.0] was employed more than in TCALI
[4.8] and in TCA3 [4.6]. Although slogans need
to be simple, these seem to be moderately
complex (Miller & Toman, 2016) in using
linguistic devices. Using these linguistic devices
can influence airline passengers' memory (Nilsen
& Nilsen, 1978) which may generate positive
affective responses (McQuarrie and Mick 1996).
These linguistic units are contained in phonetic,
syntactic, and semantic devices. The most
frequently occurring category of phonetic devices
shows that American and Asian LCCs commonly
employ alliteration and Rhyme in their slogans.
However, the most common syntactic category of
linguistic devices is sentential, which is heavily
seen in European LCCs'. The commonly utilized
semantic  device  appears to  manifest
predominantly in European LCCs' slogans.
However, the use of tropes in airline slogans
reveals a different pattern from the previous
studies on domain-specific slogans. It can be
deduced that tropes are more frequently used in
the category of semantic devices, while schemes
occur in phonetic devices. The current study
reveals a similar finding that supports the high
occurrence of schemes in phonetic devices and
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tropes in semantic devices (Miller & Toman,
2016) but shows deviance regarding the overall
slogans analyzed. Therefore, it can be concluded
that tropes operate more than schemes in LCCs'
slogans. Specifically, tropes are heavily used from
TCA1, suggesting that American LCCs are more
concerned about the meaning of the slogans than
the sound and construction. Therefore, it can be
inferred that LCCs' slogans attract more airline
passengers through semantic devices instead of
phonetic devices. Finally, the rhetoric of pathos
appears to be gleaned from the LCCs' slogans of
European airlines, which prioritized an appeal to
emotion over logic and authority presence.
Therefore, it can be construed that American,
European, and Asian airlines construct slogans
where rhetorical appeals operate to attract more
customers to avail of their services.

Looking at how rhetorical figures, linguistic
devices, and rhetorical appeals operate in airline
slogans, it can be construed that LCCs in
American, European, and Asian LCCs frame their
slogans by establishing a strategic manipulation of
linguistic recourses that aim to have made their
global and local presence and thus their identity
concerns during the pandemic. While airline
companies thrive on existing in unfortunate
situations, they still have to present themselves
and persuade others to use their services
(Laosrirattanachai, 2018) via a vehicular language
that carries its rhetorical appeals (e.g., emotions,
reasons, and character) and their identities during
the pandemic. Therefore, LCCs' slogans observed
relatively more complex linguistic units than
simple ones. Although it can be sensitized that the
simpler a slogan is, the easier it is to appeal to
airline passengers, I argue that the complexity of
a slogan creates a strong impression among airline
passengers when focused on its meaning. This can
be inferred from how European LCCs' slogans are
predominantly framed in length but still manage
to have made their global and local presence, and
thus identity concerns during an unprecedented
time. The same can be observed in American and
Asian LCCs slogans that thrive on making their
presence and creating identities through a
relatively lengthy linguistic pattern.

3.2 Socio-cultural inferences from American,
European, and Asian LCCs’ slogans

Indeed, rhetorical figures and linguistic devices
co-occur in LCCs' slogans to create a rhetoric that
would appeal to passengers' airline choices. It is
undeniably argued that the LCCs' slogans

analyzed in the present study have revealed
contrastive rhetoric that would create an
impression among airline passengers. It has been
seen that American LCCs pay more attention to
the semantic aspect of slogans than the phonetic
features. On the other hand, while European LCCs
tend to focus on the length of the slogans that
would affect the overall impression among airline
passengers, Asian LCCs would emphasize a
relatively lengthy slogan to appeal to the same
impression while maintaining a collective identity
and authority presence. It is then worth
mentioning that the slogans of LCCs have socio-
cultural embeddings that may contribute to
attracting airline passengers. For example, the
slogans of the Asian LCCs have been observed to
show how they project a collective identity and
authority presence, as seen in the slogan of Flynas
(Arabia), The Kingdom's First Low-Cost Airline.
This slogan arguably protrudes that Arabia airline
enjoins the community it serves to project
solidarity, unity, and collective identity. AirAsia's
"Now Everyone Can Fly" slogan can illustrate a
similar observation. Malaysia has projected Air
Asia's slogan to embed a socio-cultural feature of
Asian collectivism among airline passengers. This
sociocultural inference can be interpreted by
Boiger et al. (2012), concluding that people in
East- Asian cultural contexts emphasize adjusting
themselves to fit in with (the role requirements of)
their social environments (Morling & Evered,
2006; Morling, Kitayama, & Miyamoto, 2002;
Weisz, Rothbaum, & Blackburn, 1984, cited in
Boiger et al., 2012).

Moreover, Confucian values—Ilike respect for
authority and desire for harmony—are highly
respected in Asian societies. The concept of mien
tsu, which stands for prestige, is a function of
social status and constant pressure to live up to the
community's expectations. In Asian societies,
individuals consume commodities that measure
their social class or enhance their status. Asian
individuals feel a strong need to improve their
position in society. It can be inferred that
indexicality in airline slogans can be construed
from Asian LCCs' slogans which symbolize
solidarity, unity, and collectivism. However,
some socio-cultural inferences can also be
gleaned from American and European LCCs'
slogans. For example, Southwest Airlines (USA)
slogan, "Low fares. Nothing to hide. That's
TransFarency!", Spirit Airline's (USA) "Less
Money. More Go", Sun Country Airline's (USA)
"Fly at the speed of life," and Frontier Airline's
(USA) Low Fares Done Right" have favored the

70



use of semantic devices that create an impactful
meaning among airline passengers. It can be
argued that the American LCCs' slogans may have
projected their identity that fosters a unique
concern as they make their local and global
presence. This can be explained in Boiger et al.'s
(2012) argument that American contexts tend to
construct action to influence their environment to
make the environment fit their concerns.

On the other hand, the European LCCs'
slogans have also manifested socio-cultural
inferences that attract more airline passengers.
Most European LCCs pay attention to the
complex morphology of slogans, as evident in
lengthy construction, rather than the semantic and
phonetic aspects. This infers that European LCCs
project a culture that identifies them. This is seen
in Eurowings' (Germany) slogan 'ideas get wings
— cha(lle)nge the future of travel' and Norwegian
(Norway) "Norwegian Airlines, the way it should
be," which projects selfhood characteristic of
Europeans while maintaining their commitment to
others as evident in their egalitarian values. This
can be referred back to numerous attempts of
European LCCs to include a self-reference
strategy in constructing their slogans. A
distinctive European value can be inferred from
the excessive use of self-reference, which
endorses selthood, but remains committed to
serving others. It can be deduced that European
LCCs strongly support Harmon — egalitarianism
rather than hierarchy. Their LCCs ' slogans show
commitment to others and egalitarianism rather
than individualism.

4 Conclusion and Recommendation

This study analyzed the rhetoric of thirty LCC
slogans, carefully selected from the three traffic
conference areas established by IATA. The
world’s best LCCs of the year 2021 named by
Skytrax include LCCs from TCAIl: Southwest
Airlines (USA), Air Canada rouge (Canada),
Frontier Airlines (USA), Spirit Airlines (USA),
Sun Country Airlines (USA), Sky Airline (Chile),
Easyfly (Colombia), Gol (Brazil), Viva Air
(Colombia), JetSmart (Chile). From TCA2,
World’s Best LCCs include Vueling Airlines
(Spain), EasylJet (Switzerland), Ryanair (Ireland),
Eurowings (Germany), Norwegian (Norway),
Jet2.com (U.K.), Wizz Air (Hungary), airBaltic
(Latvia), LEVEL (Spain), Pobeda (Russia).
Finally, from TCA3, Skytrax named World’s Best
LCCs, which include AirAsia (Malaysia), Scoot
(Singapore), IndiGo (India), Jetstar Airways

(Australia), Jetstar Asia (Singapore), Flynas
(Saudi Arabia), Peach (Japan), Spicelet (India),
Spring Airlines (Japan), and Air Arabia (UAE).

This study revealed a corpus-based analysis
that many rhetorical figures and linguistic devices
are employed in LCCs’ slogans through phonetic,
syntactic, and semantic devices. In addition, such
linguistic devices co-construct the overall
rhetorical appeal of the slogans that may have
influenced passengers’ airline choices during the
pandemic. Furthermore, the study argued that
rhetorical figures, linguistic devices, and
rhetorical appeals are features of airline slogans in
American, European, and Asian LCCs. Finally,
the present study reveals snippets of socio-cultural
embeddings inferred from the airline slogans as
evident in American, European, and Asian LCCs.
It has been concluded that American LCCs’
slogans project individualism through semantic
devices. And while Asian LCCs’ slogans index
collectivism to show solidarity and unity,
European LCCs have conducted selfthood as
characterized by the use of self-reference in their
slogans but maintain a commitment to others as a
manifestation of egalitarian values among
Europeans. Although the study has empirically
investigated the linguistic features of airline
slogans, specifically among LCCs that have made
a strong presence during the pandemic, further
research can be explored, including other
prestigious airline companies that rank the
world’s best airlines since only Skytrax was
chosen as the primary database as it is considered
the most relevant data source for this study. In
addition, other entities such as Star Alliance, Sky
Team, and One World groups may be
incorporated into future studies.
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Abstract

This study attempts to investigate cross-strait
variations on two typical synonymous loan-
words in Chinese, i.e. 17 (xie2shangl) and
¥ (tan2pan4), drawn on MARVS theory?.
Through a comparative analysis, the study
found some distributional, eventual, and con-
textual similarities and differences across
Taiwan and Mainland Mandarin. Compared
with the underused tan2pan4, xie2shangl is
significantly overused in Taiwan Mandarin
and vice versa in Mainland Mandarin. Addi-
tionally, though both words can refer to an
inchoative process in Mainland and Taiwan
Mandarin, the starting point for xie2shangl
in Mainland Mandarin is somewhat blurring
compared with the usage in Taiwan Manda-
rin. Further on, in Taiwan Mandarin,
tan2pan4 can be used in economic and dip-
lomatic contexts, while xie2shangl is used
almost exclusively in political contexts. In
Mainland Mandarin, however, the two words
can be used in a hybrid manner within polit-
ical contexts; moreover, tan2pan4 is promi-
nently used in diplomatic contexts with less
reference to economic activities, while
xie2sahngl can be found in both political and
legal contexts, emphasizing a role of media-
tion.

! The hereafter number “1, 2, 3, 4” followed after Pinyin
corresponds to the four Chinese tonemark [~ '~ " .

Chu-Ren Huang
Department of Chinese and Bilingual Stud-
ies, The Hong Kong Polytechnic University,
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1 Introduction

Research into near-synonyms in Mandarin
Chinese, particularly verbal ones, has attracted
scholarly attention in recent years. Exploration of
semantic differences of near-synonyms can con-
tribute to our knowledge of the Chinese language.
As “syntactic behaviours of verbs are semanti-
cally determined” (Chief et al., 2000, p. 57), a
comparison of the syntactic information of synon-
ymous verbs thus can effectively reveal semantic
differences between the verbs (Chief et al., 2000).

Nonetheless, the syntactic information is
sometimes intricated to catch and can be confus-
ing to scholars of interest for lacking a clear rep-
resentation of semantic clues hidden in syntactic
information. In response to it, the Module-Attrib-
ute Representation of Verbal Semantics (MARVS)
theory was then proposed to construct Chinese
verbal semantics better. The theory was based on
the premise that lexical semantic representation is
the grammaticalization of conceptual information,
i.e., they can be linked to grammatical structure
with conceptual motivation and be attested by rep-
resentational clues (Chung & Ahrens, 2008;
Huang et al., 2000; Huang & Hsieh, 2015). Rep-
resentational clues include collocation, argument
section constraints, distributional patterns along
with other elements that can be attested by corpus
evidence (Huang & Hsieh, 2015).

MARVS theory denotes that verbal semantics
can be differentiated based on eventive infor-
mation, which is comprised of event modules and
role modules, both bearing its internal attributes
(see Figure 1). There are five ‘atomic event
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structures’ in the event modules, including
(Huang et al., 2000, p.26):

(1) . Boundary: it can be identified with a tem-
poral point, and that must be regarded as a whole.

(2) / Punctuality: a single occurrence of an ac-
tivity that cannot be measured by duration.

(3) /I Process: an activity that has a time
course.

(@) State: a homogeneous module in
which the concept of temporal duration is irrele-
vant.

(5) MM Stage: a module which consists of
iterative sub-events.

Verb— Sensei —— Eventive Information
L]

¥ ¥

Event Modules |—p] Role Modules

¥ +

Event-Internal Role-Internal
Attributes Attributes

Figure 1. Theoretical framework of MARVS
(Huang et al., 2000)

The role modules include the focused roles
(participants) of an event and the role-internal at-
tributes, the latter being “the semantic properties
of the participants, such as [sentience], [volition],
and so forth” (Huang & Hsieh, 2015)

Under the framework of MARVS, a consider-
able number of studies have been carried out on
Chinese verbal near-synonyms (Ahrens et al.,
2003; Chung & Ahrens, 2008; Tao, 2021; Wang
& Huang, 2018). Further studies on MARVS ex-
panded our understanding of aspects related to
Chinese verbal near-synonyms, including their
spatial-temporal attributes (Liang & Huang, 2021)
and mental states (Tao, 2021),

Additionally, as cross-strait variation has also
been observed by scholars (Hong & Huang, 2008;
Hung et al., 2007), a more specific focus on issues
related to such variations using MARVS has been
made to enrich our views on the diversity within
the Chinese language. A few issues have been
touched upon, such as power relation (Wang &
Huang, 2018) and viewpoint foci differentiation
(Wang & Huang, 2021). Nonetheless, fine-
grained semantic relations on cross-strait varia-
tions are still in need of further investigation.

This study then attempts to contribute to our
understanding of cross-strait variations on synon-
ymous loanwords in Chinese, taking two typical
loanwords as an entry point, i.e. #ii& (xie2shang1)

2 hitp://ccl.pku.edu.cn:8080/ccl_corpus/

and % #) (tan2pand). MARVS theory was
adopted as the analytical framework to construct
a fuller picture of the semantic variations of the
two words.

2 The present study

2.1 Loan words in Chinese

Chinese orthographical or syntactic system has
not been static. It has undergone generations of
evolutions with both in-group and out-group mo-
mentum. One typical out-group linguistic influ-
ence comes from cross-cultural contacts, hence
ubiquitous loanwords observed in Chinese lan-
guage systems. Loanwords could come from Eng-
lish (Kim, 2018), Japanese (Shi, 2020), and many
other languages (e.g. Russian) that might have
come into contact with China throughout history.

In particular, a large number of political or so-
cial terms were introduced in the Chinese lan-
guage from the late 1800s to the 1900s, a time of
social turmoil (Gunn, 1991; Masini, 1993). The
social terms ik #| (tan2pand) and B
(xie2shangl), listed in official Chinse loanwords
dictionaries (Shi, 2019, p.1108+1253), were intro-
duced into modern Chinese roughly at such time.
The former was considered to be translated into
Chinese through relay translation (English to Jap-
anese to Chinese) in the period of 1840~1920s
(from the Opium War of 1840 to before the Anti-
Japanese War) (Shi, 2019, p.1108; Chen, 2014);
while the later regarded as a merged, interchange-
able term with both Japanese and Chinese word 1}
B (xie2yil, agreement), which has been influ-
enced from Japanese in the late 1800s as well (Shi,
2019, p.1253), and eventually formed what we ob-
served in modern usage as it might later have
mixed influence from a Latin word, delibera-
tionem (Wang & Zhang, 2010).

To confirm what was found in the literature, a
balanced one billion-bytes CCL corpus 2 and
Google N-gram Viewer® were chosen to examine
the traces of their usage in history. The CCL cor-
pus (Center for Chinese Linguistics PKU) consists
of 581,794,456 modern Chinese characters and
201,668,719 ancient Chinese characters (Zhan et
al., 2019). Google N-gram is an online search en-
gine that charts the frequencies of search in
printed books between 1500 and 2019 in text cor-
pora collected by Google in eight languages, in-
cluding Chinese (Michel et al., 2011).

3 https://books.google.com/ngrams
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The two words were first searched in the an-
cient Chinese subcorpus of CCL. The term
xie2shangl generated 63 hits, with the earliest us-
age traced back to the late Qing Dynasty. And the
search for tan2pan4 retrieved 76 hits with the ear-
liest usage found in the period of the Republic of
China. Selected examples in CCL are listed as fol-
lows:

Example 1: T 2%, fw¥Esiba)I| ZEE
o (ST TSNE L HE)

Pinyin: dinglhai4, ming4 banldi4 banldi4 fu4
jinlchuanl junlying2 xie2shangl junlwu4.

Translation: In the year of Dinghai, Bandi was
ordered to go to the Jinchuan military camp to
consult on military affairs.

Example 2: R o7 [E B 7 [F &,
IEGRA] -+ RS FEVIN BN B L SO

Pinyin: yaolqiu2 gui4guo2 ji2yu3 tong2-
yi4, ... su4 kail zheng4shi4 tan2pan4...

Translation: We hope that you can agree to
open a formal negotiation soon.

0.0260% =
0.0240% -
0.0220% -
0.0200% -
0.0180%~
0.0160% -
0.0140% -
0.0120%-
0.0100°

0.0080%

A

ﬂ 1869

0.0040°

o iHE 0040456611%

0020 = 0.00404566

® RF 0.0017800909%

0.0000% -
1800

N

1820 1840 1860 1880 1900

modern Chinese around the second half of the 19"
century.

2.2 Research Questions

As the two words (i.e., xie2shangl and
tan2pan4) were established as loan words, the
present study was then valid to proceed. The study
attempts to analyze cross-strait variations of these
two synonymous loan words using MARVS the-
ory. More precisely, it attempts to answer the fol-
lowing research questions:

RQ1: What are the distributional differences of
xie2shangl and tan2pan4 between Mainland
Mandarin and Taiwan Mandarin?

RQ2: What are the event representations of
xie2shangl and tan2pan4 in Mainland Mandarin
and Taiwan Mandarin?

RQ3: What are the role representations of
xie2shangl and tan2pan4 used in Mainland Man-
darin and Taiwan Mandarin?

1920 1940 1960 1980

Figure 2 Google N-gram results for xie2shangl and tai2pan4

To double-check the result, the authors also
generated Google N-grams of the two words, as
shown in Figure 2. Both words appeared roughly
at the same time in the 1870s, which fall into the
generalized findings in the previous literature.
Subsequent searches through Google Books pro-
vided examples in Japanese texts, but, through
screening, the earlier attested examples for the
two words in Chinese were found in i & %
(Ching i Po, Qingyi Newspaper), published by the
Royalists led by Liang Qichao in Japan in 1900.
Cross-reference of all sources, including literature,
CCL corpus, Google Books, and Google N-gram
results, suggested that the two words came into

4 https://wordsketch.ling.sinica.edu.tw/

2.3 Research Method

The Gigaword Corpus (CWS)* and its two
subcorpora were chosen for this study — Giga-
word_XIN (XIN) and Gigaword_CNA (CNA) via
Chinese Word Sketch (Hong et al., 2006; Ma et
al., 2006). The former (XIN) was compiled by
news texts from Xinhua News Agency of Beijing
(382,881,000 tokens), and the latter (CNA) by
news from the Central News Agency of Taiwan
(735,499,000 tokens) (Huang & Wang, 2020).

In line with the MARVS-based lexical seman-
tics methodology proposed in the studies of
(Chung & Ahrens, 2008; Huang et al., 2000), the
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present study will follow the research process to
answer the above questions as stated:

First, to establish the near-synonymous rela-
tionship of the two words by analyzing their
senses based on the meanings in the Chinese
WordNet and examining the examples in the main
COorpus.

Second, to examine the distributional patterns
of the two words in Mainland and Taiwan Manda-
rin.

Third, to analyze their collocations (e.g., mod-
ifier/modified, propositional phrases) to construct
their event representations.

Forth, to analyze the agent-goal/subject-object
relationship and the role internal attributes of the
two words to construct their role representations.

3 Findings and Discussions

3.1 Establishing near-synonyms

It is somewhat tricky to establish the near-syn-
onymous semantic relations between xie2shangl
and tan2pan4. In Chinese WordNet (CWN)?,
compiled by the Institute of Linguistics, Aca-
demia Sinica, xie2shangl means “reaching a con-
sensus through discussion among disagreeing
parties” (&L LT — &1 18 LIS &7
#AEREZ 4518, yi2jiand budtong2 de jilfangl
yi4qi3 tao3lun4 yi3 qu3de2 ge4fangl doul neng2
jielshou4 de jie2lund). It can serve both as an in-
transitive VERB and a NOUN. The definition pro-
vided by CWN suggests that the word is an action
involving more than two parties, with the potential
of a mediator, and it aims for a win-win, optimiz-
ing outcome for all.

In the case of tan2pan4, CWN does not man-
age to compose its corresponding meaning de-
scription, yet is able to indicate this word is a
combination of two morphemes tan2, meaning “to
exchange information in a verbal manner” (&
TEAZ AR ; yong4 yu3yan2 jiaolhuand xundxil)
and pan4, meaning “to make a conclusion about
the subsequent events based on certain criteria”
(RR 5 45 72 A X Jim 38 S A8 1 45 18, gendjund
te4ding4 biaolzhun3 dui4 houdshu4 shi4jian4
zuo4chul jie2lund). In this sense, the word can
consequently mean “to make a conclusion about
certain events through conversation or discus-
sion”. It thus refers to an action that might typi-
cally involve two parties, optimizing the outcome
for either party (a zero-sum game).

5 https://cwn.ling.sinica.edu.tw/
6 https://ucrel.lancs.ac.uk/llwizard.html

Examination for concordances in CWS con-
firmed certain interchangeability of the two words.
For example:

1) oo KGR ANTIN OB bR, (s S
A,

Pinyin: ..jiangl jidxu4 he2 shi4fu3 ji2
yedzhe3 xie2shangl, shi3 yun4jia4 geng4 he2li3.

Translation: ...will continue negotiating with
the city government and the industry to make the
tariff more reasonable.

2) AN 7 3 a0 AT 0 22 98 S AR MTBUG
R

Pinyin: bu4duan4 wan2shan4
gong4chan3dang3 ling3dao3 de duoldang3
he2zuo4 he2 zheng4zhi4 xie2shangl zhi4dud...

Translation: ...continue to improve the system
of multi-party cooperation and political
consultation led by the Communist Party...

3) WKL EA SR wiRA, R AL
IR HRHEES -

Pinyin: ru2guo3 mei3guo2 bu4 yu3 yillalke4
tan2pand, vyillalke4 jiu4 budhui4 tui4chul
kelweilte4.

Translation: Iraq will not withdraw from
Kuwait if the US does not negotiate with Irag.

Since the near-synonymous relationship of the
two words is established, it is then to analyze the
cross-strait  variations in terms of their
distributions, event modules and role modules.

3.2 Distributional Variations

To examine their cross-strait variations, we
searched two node words in both subcorpora CNA
and XIN, and the result can be seen in Table 1. As
the two subcorpora contain a disproportionate
number of corpus data, a log-likelihood formula®
was run to compare the frequency distribution
across the two sub-corpora.

Table 1 Distributional variations of xie2shangl
and tan2pan4 in CNA and XIN

Fgeq. in Freq. | Log-Likeli- sig.
NA  inXIN hood

#% | 111,619 67,301 | 894.52 2;0*09
# Freq. in CWS 180,550
B | 91,998 20,215 | 14604.35 2;0*0?_
L] Freq. in CWS 112,649
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The results suggest that, compared with the
significantly underused tan2pan4, xie2shangl is
significantly overused in Taiwan and vice versa in
Mainland China.

Additionally, CWS PoS results indicate that
tan2pan4 can serve as both activity transitive
verbs (VC2) and as a common noun (Na), while
xie2shangl can only be activity verbs with a sen-
tential object (VE2). Both actions indicate the
dual participation of agent as subject and goal as
the object. The grammatical category of
xie2shangl found in Gigaword Corpus seems to
show a discrepancy with what was concluded in
CWN, issued by a prestigious linguistic institute
in Taiwan, which suggests it can be both a verb
and a noun. The concordance search in XIN was
then run to confirm whether there is a valid dis-
crepancy in the grammatical categories of
xie2shangl between Taiwan and Mainland Man-
darin. It was found that the word, though some-
times tagged as VE2, could still present deverbal
features in context, such as in N0.0005 in Figure
3. It implies that the word might be in a blurring
grammatical position between verbal and
deverbal elements in Mainland Mandarin.

0005, DAR BiTiE AR HE Ny, ADEERERT 116
W1 BEREAFRER, CBEEy,WR. B, BEEEE
012 2k, BRFHESSBEEWR, A RS E A
0012 %% W B 44 X BUR A ve A D038 AT AfE . BANR
0024 i 5 IR L BT A v, @58 PN VIR LR 8H R

Figure 3 Concordances of xie2shang1 (17 75 /1 )
in XIN

One possible explanation for this might be that
the overuse of xie2shangl in Taiwan Mandarin
broadens the scope of its grammatical categories,
while underusage of xie2shangl in Mainland
Mandarin may still experience an ongoing and
changing process for the word’s grammatical at-
tributes. This further points to a subtle linguistic
change that might occur with a disproportionate
usage of the same language in different geograph-
ical locations.

3.3 Event Representation

WordSketch for each word was run in both
XIN and CNA to examine their semantic varia-
tions in collocation. As each word yielded differ-
ent occurrences in two subcorpora, the
nominalized frequency was provided to establish
a comparable baseline and multiplied by 10,000
for the purpose of clearer presentation.

All collocated results were examined to con-
struct the event modules of the words, including
the returned lists of their possessors, possessions,
modifiers, the modified and propositional phrases.
Typical collocations indicating one of the ‘atomic
event structures’ were extracted, and the top four
frequent ones were shown in Table 2 and Table 3.
Table 2 included one more collocated word, “H”
(zhongl; middle), as it typically occurs as part of
the syntactic structure “IE 7 H e oo 7
(zheng4zail ...zhongl; being in the middle of...).

Table 2 Collocation of tan2pan4 across CNA and
XIN

%#  collo- F NF* T Ml
cation score
CNA & 12 1.08 346 1415
=111,619 ~ 12 1.08 346 12.54
FEIE 245 2195 1565 11.24
EE 153 1371 1237 1246
T 26 233 501 5.77
WEE 137 1227 1170 14.08
XIN = 12 178 346 1391
=67,301 4 12 178 346 13.18
FIE 385 5721 19.61  10.46
EE 74 1100 860 11.13
i 30 446 543 683
JUR L 212 3150 14.56 12.43

*NF: Nominalized frequency=Frequency/10,000

Table 2 shows that both in Taiwan and Main-
land Mandarin, the event structures of tan2pan4
point to both boundary and process. For its bound-
ary structure, the word tan2pan4 has a clear start-
ing point, as kai2shi3 (JF4f; start to) can be used
with tan2pan4 (MI=11.24/10.46); however, its
ending point is not very clear as the only one col-
located propositional phrase gi4jinl (J24; so far)
only occur roughly ONCE in 10,000 times either
in Taiwan or Mainland Mandarin. Furthermore,
the phrase ‘so far’ tends to point to a middle point
during such an event process. Its process indicator
is rather prominent as it can both be collocated
with process indicators, such as IF 7£ i% |
(zheng4zai4 tan2pan4 zhongl; is under negotia-
tion...), Y HIBEE (tan2pan4 jindzhan3; negotia-
tion progress) or X A & £  (tan2pans
guo4cheng2; the process of negotiation). Thus
tan2pan4 can be considered an inchoative process
in Taiwan and Mainland mandarin ( = /////).
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The collocations with the word xie2shangl
similarly indicate that this word can refer to a pro-
cess event with a starting point, yet no ending
point (see Table 3). Typical process indicators
other than IE 7t (zheng4zai4), which was men-
tioned above, also include 4£4E (ji4xu4; continue
to...), FF4L (chi2xu4, continue to...), etc.. Addi-
tionally, though both Taiwan and Mainland usage
of xie2shangl have the indicator (kai2shi3) for its
starting point of a boundary, comparing the nom-
inalized frequency of kai2shi3 suggests that the
starting point in its Taiwan usage is prominently
clearer than that in its Mainland Mandarin (NF in
CNA=41.85 > NF in XIN=8.41). So even though
the word can be an inchoative process in Taiwan
Mandarin ( = ///ll) and Mainland Mandarin, the
starting boundary in Mainland Mandarin ( = ////])
is somewhat blurring, comparatively speaking.

Table 3 Collocation of xie2shangl across CNA
and XIN

Findings in this session point to little distinc-
tions of the words across Mainland and Taiwan
Mandarin. It is understandable as the two words
were introduced to the Chinese language only
roughly over a century ago, and they have not un-
dergone many changes throughout time. Nonethe-
less, their role representations might well exhibit
quite diverged contextual variations as the words
experienced social turmoil since their introduction.
The following session will compare their role rep-
resentations in XIN and CNA.

3.4 Role Representation

Common patterns (Figure 4 and 5) and Only
patterns (Table 4 and 5) for agent-goal/object-sub-
ject relationship were then generated to examine
the contextual role representations of the two
words in Taiwan and Mainland Mandarin.

The common patterns (Figure 4 and 5) in two
different regions reveal that the two node words
seem to share more semantic common ground in

their Mainland usage as both of their collocated
subjects and objects in XIN have more common-

ality than those in the CNA corpus. In XIN, there
are many collocations with political implications

(e.g., BU5%, zheng4dang3, political parties; 45

A ling3dao3 ren2, political leaders) found in

common patterns; while in CNA, only words

bearing no social or political implication (i.e., &

77, wo3fangl, our party; XX J7, shuanglfangi,

two parties) were found to share common colloca-
tional patterns between the two words. It implies

P17 collocation F. NF* T- MI
score
CNA Yk 45 911 99.02 30.17 11.15
=999 Ty 68 739 824 1187
EfE 75 815 866  12.46
Frif 385 41.85 19.61 10.46
XIN Yk 23 55 2721 741 10.89
=20,215 s
1% 4 31 1534 557  11.70
B 57 282 755 1113
G 17 841 412 1046

that the two synonyms are interchangeably used

*NF: Nominalized frequency=Frequency/10,000

It is also worth mentioning that both words in
XIN and CNA have disposal inherent event attrib-
utes, as both can be collocated with ba, for exam-
ple:

(1) eeer — B RONHE R B3 H R AR BOS [
FEAE — i .

Pinyin: vyilzhi2 fan3dui4 ba3 maodyi4
tan2pan4 genl gital zheng4zhi4 wen4ti2 che3
zai4 yilqi3...

Translation: ...has always been opposed to ty-
ing trade talks with other political issues.

(2) LETHE R, RANBURA I TR,

Pinyin: ba3 zong3 yudsuan4 an4 xie2shangl,
shidwei2 zheng4zhi4 jue2li4 gonglju4.

Translation: ... to take the general budget con-
sultation as a tool of political wrestling.

in political contexts in Mainland usage.

Additionally, however, in Taiwan Mandarin,
the two words are treated with different contextual
implications as xie2shangl are almost exclusively
used in political contexts (e.g. B4, zheng4dang3,
political parties; %, chao2ye3, government),
while tan2pan4 can be used in a broader range of
activities, including political, economic or social
settings (e.g. BUATE, zhengdzhidxing4, political
attributes; ¥ J5, zilfangl, investor; II4 7= £,
cai2chan3quan2, property rights). Such differ-
ence might be the result of several rounds of lan-
guage education reforms in mainland China in the
past few decades, leading to a more hybrid usage
of near-synonyms in Mainland Mandarin (Mills,
1956; Sheridan, 1981).
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Common patterns

494 437 39.2| g2

=mE 356

Figure 4 Common patterns of xie2shangl and
tan2pan4 in CNA

Common patterns

17.8 146 B

19
25
22 21141168
7 7140161 B
73 90 91155
BT 259 86145 90
== 38 12143 83|
K= 97 79110136
E=A 49 43104 131 fER 26142 95

Figure 5 Common patterns of xie2shangl and
tan2pan4 in XIN

A further scrutinization of the object-subject
relationship for only patterns of these two words

247 32.1 34,

across CNA and XIN echoed the above findings
and revealed more clues for contextual usage (see
Table 4 and 5).

In CNA, tan2pan4 can be found in both eco-
nomic and diplomatic contexts (e.g.3% & K %F
Saeb Erakat, a Pakistan diplomat). Additionally,
further examination of their concordance lines
confirms such findings, such as i [al & iR ¥
(xinlhui2he2 tan2pan4, new round of negotia-

, tion). However, xie2shangl is almost exclusively

related to political contexts (see Table 4).

Table 4 Only patterns of tanZpan4 and
xie2shangl in CNA

tan2pan4
Subject Freq. NF. MI
R 5 1383 123.90 47.4
L 439 3933 53
AL 306 2741 571
i EREy 201 18.01  60.6
AR ZHHL 115 1030 296
Object Freq. NF. MI
KK H 500 4480 37
e K e 200 1792 538
X F 167 1496 292
PR R 132 11.83 55
Er 88 7.88 42.1
Total freq. =111,619
xie2shangl
Subject Freq. NF. MI
NS 582 63.26  32.7
AL 372 40.44 238
W 265 28.80  42.1
=% 83 9.02 32.7
Ties 23 2.50 26.2
Object Freq. NF. MI
il 120 13.04  19.7
P A 102 11.09 3438
ISR ES 85 9.24 32
F(:8 61 6.63 23.5
BIER 35 3.80 16.9
Total freq. =91,998

(*a Chinese economist; # a diplomatic representa-

tive for Pakistan)

In XIN, tan2pan4 is primarily found in diplo-
matic contexts with less apparent reference to
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economic activities, while xie2sahngl can be
found in both political and legal contexts (see Ta-
ble 5). Additionally, objects for xie2shangl in
Mainland usage can emphasize the exchanges of
discussion being conducted with a possible medi-
ator during such a process (e.g. J& R &,
zuo4tan2hui4, discussion panel; Zs i1, wei3yuan2,
committee member).

Table 5 Only patterns of tan2pan4 and
xie2shangl in XIN

tan2pan4
Subject Freq. NF. MI
[ml & 475 70.58 58.8
HIE 454 67.46 56.3
Hhfr 453 67.31 40.4
N7l 320 47.55 61.5
B Bx 227 33.73 30.3
Object Freq. NF. MI
peid 3 286 42.50 34.1
ST 206 30.61 31
W RR 223 33.13 59.6
ok 133 19.76 52.1
&)= 110 16.34 37.2
Total freq. =67,301
xie2shangl
Subject Freq. NF. MI
AR 197 97.45 18.3
] 134 66.29 18.7
LX) 39 19.29 11
ECE YN 37 18.30 27.7
HEME 17 8.41 25.4
Object Freq. NF. MI
ER 49 24.24 19.6
XF i 23 11.38 17.2
IHae 22 10.88 18
JE R 19 9.40 21.7
JER 2 19 9.40 21.7
Total freq. =20,215

Being loan words, such diverse contextual us-
age settings of xie2shangl and tan2pan4 used in
Mainland and Taiwan Mandarin might point to a
sociological status quo, requiring further studies
in disciplines of historical linguistics. It is also
worth noting that no specific markers bearing

role-internal attributes were found in their collo-
cation across XIN and CNA.

4  Conclusion

Xie2shangl and tan2pan4, as loan words,
share synonymous common grounds for “reach-
ing to some conclusions through discussions”
with parties involved in such a process. Nonethe-
less, a comparative study of the two near-syno-
nyms based on CNA and XIN of the CWS corpus
reveals some distributional, eventual, and contex-
tual similarities as well as differences across Tai-
wan and Mainland Mandarin.

Their distributional patterns suggested that,
compared with the significantly underused
tan2pand4, xie2shangl is significantly overused in
Taiwan Mandarin, and vice versa in Mainland
Mandarin. On their event representations, distinc-
tions were not found between Mainland and Tai-
wan Mandarin as both words can refer to an
inchoative process, though the starting point for
xie2shangl is rather blurring compared with that
in Taiwan Mandarin. It might be in relation to
their relatively ‘young’ status within modern Chi-
nese vocabulary.

Nonetheless, an examination of the subject-ob-
ject/ agent-goal relationship of the two words re-
vealed more details on their different contextual
usages in Mainland and Taiwan Mandarin. The
two words share more semantic common ground,
or, more precisely, in political contexts of Main-
land usage, tai2pan4 and xie2shangl are used in a
hybrid manner. Additionally, in Mainland Manda-
rin, tan2pan4 is found more prominently used in
diplomatic contexts with less apparent reference
to economic activities, while xie2sahngl can be
found in both political and legal contexts, empha-
sizing a possible mediator. In contrast, the object-
subject relationship in Taiwan Mandarin suggests
the two words are used in quite a different context.
In Taiwan Mandarin, tan2pan4 can be used in
economic and diplomatic contexts, while
xie2shangl is used exclusively in political con-
texts.

The role of contextual and distributional differ-
ences might point to other historical or sociologi-
cal factors that may play a certain role in
decerning the variational linguistic changes
throughout time and history. Nonetheless, this
does not fall into the role of the present study. Fur-
ther investigations on a diachronic basis might
contribute to our understanding of how and what
loan words might evolve or change throughout
historical, social, or political events.
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Abstract

Based on Yan & Liu (2022), the present paper
further explores how syntactic analysis, or the
annotation scheme of dependency treebanks,
affects mean dependency distance (MDD). By
comparing the treebanks of 16 languages with
both basic (BUD) and enhanced universal
dependency (EUD) representations, we find
that the MDD measured by the EUD
representation is statistically larger than that of
BUD. The main distinction between the two
representations lies in the treatment of three
constructions: coordinate structures, relative
clauses, and pivotal constructions. However, a
closer look at the data reveals that these three
analyses in EUD do not necessarily have longer
MDD in single sentences: The enhanced
analysis of coordinate structures and pivotal
constructions statistically have a significant
contribution to the increase of MDD, while that
of relative clauses contributes the least. We
conclude with the factors that may affect the
change of MDD, including both internal,
structural ones and external ones, such as the
context of the text (in the form of stochastically
intervening dependents) and the language type
(in the form of word order type).

Jianwei Yan
Department of Linguistics
Zhejiang University
yanjianwei@aliyun.com

1 Introduction

Mean Dependency Distance (MDD), defined as the
sum of all dependency distances divided by the
number of dependency relations, is a measure
based on the dependency structures of sentences. It
has received much attention in the last two decades
(Liu, 2008; Futrell et al., 2015; Jiang & Liu, 2015).
Previous studies have shown a general tendency
for natural languages to possess statistically
smaller MDD than languages generated by a
number of random baselines (Liu, 2008; Futrell et
al., 2020). Therefore, it is generally considered to
be a metric to reflect syntactic complexity and the
limit of human memory, and many studies have
attempted to explain its inner mechanism
(Temperley, 2008; Gildea & Temperley, 2010; Liu
et al., 2017), such as being the result of the
Principle of Least Efforts (Zipf, 1949). MDD is
known to be subject to many factors, such as
language type (Liu, 2008), sentence length (Jiang
& Liu, 2015), chunking (Lu et al., 2016), genre
(Wang & Liu, 2017), annotation scheme (Yan &
Liu, 2022), etc.

Among all these factors, the annotation scheme
differs from others in that it influences the
observed value of the MDD, rather than the real
value of the variable itself. An analogy is to
measure the temperature with different scales, and
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one would have different values. For instance, a
certain temperature might be measured to have the
value 40 under degree Celsius, and show the value
of 104 under degree Fahrenheit. Turning back to
the linguistic issue here, an annotation scheme
reflects the choice of syntactic analysis. Since there
are various versions of syntactic structural analysis
in the linguistic literature, it is thus also important
to pay attention to such effect. As we all know now,
an underlying formula exists for the
abovementioned case of temperature scales: (C x
9/5) + 32 = F. Likewise, in studying MDDs under
different annotation schemes, one aim is also to
find such relationship, although as we will show
below, it is not that easy to have a function relation
for the linguistic case.

Previously, Yan & Liu (2022) have made
systematic investigations into how the syntactic
annotation scheme affects the calculation of
dependency distance by comparing UD and
Surface-Syntactic Universal Dependencies (SUD),
and they found that the MDDs in SUD are
statistically shorter than those in UD. In their study,
the four major constructions or controversial pairs
where the dependency structures are different in
two annotation schemes are the adposition-noun,
auxiliary-verb, copula-noun/adjective,
subordinator-verb pairs. In general, UD takes a
content-head approach and SUD a function-head
approach. For instance, in UD an adposition is the
dependent of the head noun, while in SUD it is the
head of the noun and serves as the linker between
the verb and the noun. Hence, if the human
language generally follows the Principle of Relator
Being Intermediate (Dik, 1997), then the SUD
analysis is bound to have shorter MDD values.
From the comparison between UD and SUD have
we learned that an annotation scheme can be seen
as the combination of analyses of various linguistic
constructions, and that the analysis of different
constructions might probably have conflicting
effects on MDD, making it much more complex
than the one-dimensional variable of temperature.
Yet, at least it would be worth accumulating more
case studies in this trend at this stage.

Among all variants of annotation schemes
available now, the enhanced dependencies are
noteworthy. The enhanced representation was
couched in de Marneffe et al. (2014) since the time
of Stanford Dependencies (SD), and was later
succeeded by the Universal Dependencies (UD)

Initiative (Nivre et al., 2016). ! In contrast with the
basic dependencies which only allow tree
structures, the enhanced representation allows
graph structures or cyclic parts, and supplements
additional relations.? Schuster and Manning (2016)
later proposed a version of enhanced and
enhanced++ UD representations, > which will be
together called EUD in the present study, in
contrast with the basic universal dependencies
(BUD) representation.*

Taking the sample sentence in Table 1 as an
instance, the 9th column (DEPS) of line 5 (dogs) in
the enhanced format would be “2:0bj|3:conj:and”
rather than “3:conj”, which indicates two relations.
The graphic syntactic structures of the sentence in
two formats are shown in Figure 1.

It would be interesting if we extend the
calculation of MDD from BUD to EUD. With the
additional links in the enhanced representation, the
mean dependency distance of sentences and the
whole treebanks, by definition, is subject to change.
However, since both the number of relations and
the sum of all dependency distances have changed,
it is unclear whether MDDs would increase or
decrease.

Hence, we put forward the following research
questions:

(1) Do the enhanced MDDs increase or decrease
compared with the original MDDs?

(2) What factors lead to the change of MDD in
enhanced representation?

! The term “UD” could be ambiguous. In one sense, it refers to
a specific annotation scheme, i.e., Yan & Liu’s UD contrasted
with SUD, or the BUD contrasted with EUD in the present
study. In another sense, it stands for the whole annotation
initiative (Zeman et al., 2017) following a specific
format .comnllu, which already has 202 treebanks of 114
languages till v2.8 (https://universaldependencies.org/).

2 We simply use the term “relations” or “links” rather than
“dependency relations” as it is hard to say if there is
superiority between two words.

3 For more information, the reader can also refer to
https://universaldependencies.org/u/overview/enhanced-
syntax.html.

4 Punctuations are generally not included in the calculation of
MDD.

84



ID | FORM | LEMMA | UPOS | XPOS | FEATS | HEAD | DEPREL | DEPS | MISC
# text = I love cats and dogs.

1 1 | NOUN | PRP B 2 nsubj 2:nsubj

2 | love love VERB | VBP | 0 root 0:root

3 | cats cat NOUN | NNS | 2 obj 2:0bj

4 | and and CCONJ | CC B 5 cc S:cc

5 | dogs dog NOUN | NNS | 3 conj 3:conj

6 PUNC 2 punct 2:punct

Table 1. The conllu format of a sample sentence

root root
punct
‘ conj _
nsubj Gbj m nsubj
m m m‘
| love cats and dogs . | love cats and dogs

NOUN VERB NOUN CCONJNOUN PUNC NOUNYVERB NOUN CCONJNOUN PUNC
Figure 1. The basic UD annotation (the left panel) and its enhanced version (the right panel)

Language Genera Corpus Genre Sentences  Tokenss,’
Arabic Semitic PADT.test News 672 25911
Belarusian  IE, Slavic HSE .test Mixed 1020 12935
Bulgarian IE, Slavic BTB.test Fiction, legal, news 1111 13451
Czech IE, Slavic PUD News, wiki 984 15737
Dutch IE, Germanic LassySmall.test Wiki 765 9441
English IE, Germanic PUD News, wiki 993 18609
Estonian Uralic, Finnic EWT.test Blog, social, web 866 10404
Finnish Uralic, Finnic TDT.test Mixed 1515 17463
Italian IE, Romance ISDT.test Legal, news, wiki 481 9217
Latvian IE, Baltic LVTB.test Mixed 1852 23108
Lithuanian  IE, Baltic ALKSNIS. .test Mixed 671 8774
Polish IE, Slavic PUD News, wiki 1000 15731
Slovak IE, Slavic SNK.test (Non-)Fiction, news 1013 10677
Swedish IE, Germanic PUD News, wiki 993 17025
Tamil Dravidian TTB News 600 8581
Ukrainian IE, Slavic IU.test Mixed 816 13227

* The treebanks with more than three subgenres were recorded as having a mixed genre in the table.

Table 2. Basic information of the treebanks

3 The subscript sp is the shorthand for sans punctuation, i.e., without punctuations, contrasted with ¢, — con punctuation. We
devise these abbreviations for the author to report clearly and for the reader to obtain the correct information about the corpora

directly.

The Latin prepositions are preferred over with and without in English since they have the same initial letter “w”.
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2  Material and Methods

2.1

We picked out all of the language samples that
have enhanced dependencies and, most importantly,
multiple dependencies from the Universal
Dependencies initiative ® . 7 As a result, 16
languages remained, as shown in Table 2. We
selected the test sets of these languages to have a
controllable size.® The only exception is Tamil’s
TTB: We included all of its test, training, and
development sets to ensure that the size of the
treebank is comparable with other treebanks.

Material

6

2.2 Methods

For calculating the dependency distance of an
enhanced dependency treebank, we shall start by
calculating the dependency distance of a sentence.
Here, Liu’s (2008) approach was adopted.
Formally, let wi...w;...w, be a word string of length
. For any dependency relation between the words
weand w, (x 2 1,y < n), if w, is a head and w, is
its dependent, then the dependency distance (DD)
between them is defined as the absolute value of
the difference |x — y|. Therefore, the mean
dependency distance (MDD) of a sentence is
defined as:
n—1

1
MDD(sentence) = EZIDDEI (1
i=1

where 7 is the number of words in a sentence and
DD; is the dependency distance of the i-th
dependency relation of the sentence. Another way
to define the sentential MDD is as follows:

2

where m is the number of all dependency relations,
which is probably either equal to or larger than n—1.

m
1
MDD (sentence) = — Z]DD,-]
m =1

6 Al the treebanks
https://universaldependencies.org/.
7 The descriptions of some treebanks claim to have enhanced
dependencies, while they are simply the copy of basic
dependencies without additional links.

8 All the PUD (Parallel Universal Dependencies) treebanks
only have the fest set. Therefore they were not elucidated in
the table.

are available from

Note that there is a separate line for the root node
in conllu format, whereas its dependency distance
is zero.

Based on the second definition, the MDD of the
whole treebank can be defined as:

. M

MDD(tresbank) = EZ | DD

i=1

where M is the whole relations in a treebank,
which is equal to the sum of relations in each
sentence. By such definition, the MDDs in both
basic and enhanced representations are each a
special case. In doing so, it is compatible and
comparable for both cases. According this formula,
the MDD of the example sentence [/ love cats and
dogs in the last section in BUD representation is (1
+1+2+1)/4=1.25, while the MDD of the same
sentence in EUD representationis (1 + 1 +2+ 1 +
3) / 5 = 1.6. In this case, the MDD of EUD is
higher than that of BUD.

We processed the treebank in Microsoft Excel
by importing the .conllu format treebanks into
worksheets, and did the statistical analysis by the R
language’. The procedure of our data processing is
as follows: We first deleted three kinds of
sentences: The first kinds includes those which
only have one root word except for punctuations,
where the dependency distance cannot be
calculated. The second kind contains sentences
where punctuations are heads of other tokens,
which causes problems when deleting punctuations.
These sentences were deleted because they are
hard to deal with if the language is unintelligible to
us. The third kind consists of those with empty
nodes because there is divergence in the treatment
of the position of the empty node. For instance, the
English PUD treebank duplicates the node right
after the original node, while in other treebanks,
the empty node can appear in any supposed
position in the sentence. Yet the calculation of
dependency distance relies on the exact position of
words. Hence the indeterminacy of the surface
position of empty nodes could be problematic. The
second step was to convert all the values in the ID
and HEAD columns into a relative reference in
Excel for the ease of the next step. The third step
was then to delete all the punctuations, a treatment

3)

9 https://www.r-project.org/.
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following Jiang & Liu (2015) and other previous
studies for comparison. Since the position numbers
are now relative references, they will change
automatically  after the rows containing
punctuations were deleted. Then we calculated
MDDs for both the basic and enhanced
representations. Finally, the results were exported
and put into R for statistical analysis if necessary.

3 Results and Discussion

3.1 Enhanced MDDs Compared with Basic

MDDs

Table 3 shows the MDDs of 16 languages in both
BUD and EUD annotation schemes. It can be seen
that in all languages the enhanced MDDs are
higher than basic MDDs, although the increments
in each language are different. A paired one-sided
Wilcoxon test shows that the enhanced MDD is
significantly greater than the basic MDDs (V'=0, p
=1.526e-05 < 0.05).

Theoretically, the enhanced MDD is not bound
to be larger than the basic MDD. When we add a
new link, if the new link is an adjacent one or it
has a smaller dependency distance than the original
MDD of that sentence, then the whole MDD is
supposed to decrease by maths. This is not a rare
thing since Liu (2008), Jiang & Liu (2015) have
found that adjacent relations are very common in
natural language and would take up about 50% of
the whole dependency relations. Futurell (2019)
also argued that adjacent relation, or so-called
information locality, is preferred in the structuring
of language. If a new link is added by chance, then
it is very likely to be adjacent. Our results,
however, have revealed that the MDD goes up,
indicating that the additional relations are generally
long-distance ones rather than adjacent ones. To
put it differently, the results seem to show that the
original annotation scheme itself tends to adopt an
analysis that keeps the short dependencies and
omits the long-distance ones.

However, it is noteworthy that it is just
statistically the EUD representations manifest
longer MDDs, while there are also many single
sentences with shorter MDDs, such as in (1) where

the reanalysis of relative clauses in EUD plays a
part.

(1) For those who follow social media
transitions on Capitol Hill, this will be a little
different. (English PUD)

BMDD: 2.8667

EMDD: 2.8125

A second aspect worth mentioning is that if we
arrange the table in an ascending or descending
order according to the MDDs before and after
enhancement, the languages will be in different
orders, which coincides with Yan & Liu (2022)’s
finding in comparing the UD and SUD annotation
scheme. This indicates that the MDD is affected by
both annotation scheme and language type (e.g.
head-final or head-initial). Otherwise, the orders in
different representations should be the same.
Hence, it is the interaction of these two factors that
decide the value of MDDs. What is the nature of
annotation scheme then and what part does it play
in determining MDDs?

In the next section, we take a closer look at the
distinction between two representations and
explore what constructions have led to the increase
of MDDs.

3.2 The Constructions Contributing to the
Change of MDDs

As the results in the last section have indicated that
the enhanced MDDs are longer than the basic
MDDs in most languages, it is then natural to
inquire what factors have contributed to the
increase of MDDs.

Similar to Yan & Liu (2022), we decomposed
two annotations schemes into constructions of
which they have different analyses. The four
previous phenomena do not have a distinct analysis
in EUD and the cycles are not recovered in the
enhanced analysis. We had a different set of
constructions. Table 4 shows all types of
enhancement of EUD given by Schuster and
Manning (2016).

Language Basic MDD

Enhanced MDD Increase
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Arabic 3.195 3.806 19.12%
Belarusian 2.414 2.758 14.25%
Bulgarian 2.304 2.455 6.55%
Czech 2.391 2.508 4.89%
Dutch 2.676 2.895 8.18%
English 2.528 2.715 7.40%
Estonian 2.644 2.647 0.11%
Finnish 2.307 2.633 14.13%
Italian 2.519 2.787 10.64%
Latvian 2.442 2.806 14.91%
Lithuanian 2.492 2.778 11.48%
Polish 2.226 2.415 8.49%
Slovak 2.102 2.246 6.85%
Swedish 2.473 2.647 7.04%
Tamil 2.399 2.428 1.21%
Ukrainian 2.625 3.011 14.70%
Table 3. The basic MDDs and enhanced MDDs in 16 languages
Version Types of enhanced dependencies Affecting MDD?
Augmented modifiers No
The enhanced UD Augmented conjuncts No
representation Propagated governors and dependents Yes
Subjects of controlled verbs Yes
Partitives and light noun constructions Yes
The enhanced++ UD Mul‘.ti—.w ord prepo.si.tions — No
. Conjoined prepositions and prepositional Yes
representation
phrases
Relative pronouns Yes
Table 4. Types of enhanced dependencies and their effects
Several types of additional relations above only  constructions '© and relative clauses, which

elaborate on the relations but do not change the
dependency distances, such as those with the value
of “No” in the last column. As for the rest of them,
the so-called “partitives and light noun
constructions” in their treatment are noted as
having the dependency relation gmod. Yet we have
not found the gmod relation in any annotated
treebank. Besides that, the case of “conjoined
prepositions and prepositional phrases” concerns
empty nodes. As we have deleted the sentences
with empty nodes in processing the data since they
are not treated equally in different languages and
might cause problems, they will not be of our
concern in the present study. Therefore, the three
remaining primary types of enhanced relations left
are associated with coordinate structures, pivotal

correspond to “propagated governors and
dependents”, “subjects of controlled verbs” and
“relative pronouns”, respectively, in the original
terms.

Put another way, the EUD and BUD are
decomposed into the combination of different
analyses of these three constructions. In what
follows, we will first demonstrate their treatment in
two representations and then see how they affect
MDDs.

19 The more commonly used term in the Western literature is
controlled and raising structure, while we follow the use of
pivotal constructions as in the Chinese linguistic literature
here (Peng, 2017). In this case, the upper-level verb takes
another verb as one of its syntactic argument, thereby
rendering one semantic argument of the lower-level verb
disappear. One has to trace its referent from the arguments of
the upper-level verb. Prototypical cases include want to, need
to, start and so forth.
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218 lﬁ

H D1 cc D2 H D1 c¢cc D2

(a) coordinate structures

LA

N V1 V2 N v1 V2

(b) pivotal constructions

e

N sub V N sub V

(c) relative clauses
Figure 2. The analyses of coordinate structures,
pivotal constructions and relative clauses in BUD
(left panel) and EUD (right panel)

As can be seen in Figure 2, in terms of the first
two constructions, the enhanced structures are
supergraphs of the basic structures. That is, the
EUD analysis only has additional links, reflecting
referential relations or functional equivalence.
Hence, for the mathematical rationales presented in
Section 3.1, it is easy to predict whether MDD
increases or decreases based on the length of the
additional links. If the length of the additional
relation is longer than the original MDD in the
basic setting, then it will increase the MDD in the
EUD representation. However, in the case of
Figure 2 (c), the relative clauses are more
complicated as there are not only additional links
but also changes of old links. On the one hand,
there is an additional relationship between the
antecedent and the root in the subordinate clause,
forming a mutual dependency. On the other hand,
the head of the relative pronoun is changed from
the subordinate root to the antecedent. The change
of DD in this local structure is [NV| + [Nsub| —
[Vsub|. In the simplest case where these three

elements form a continuous sequence, as |Nsub| =
[Vsub| = 1, and [NV| = 2, the overall amount of
increase of DD is 2. As can be seen from the
graphs, the least increase of MDD in the three
cases are 3, 2, and 2. Liu (2008) has shown that the
MDDs in most languages fall between 2 and 3,
which indicates that coordinate structures are very
likely to contribute to the increase of MDDs, while
the latter two constructions might probably
decrease MDDs. Since the analysis above is purely
theoretical and the MDD of a specific sentence
may vary and is subject to the sentence length, we
computed the proportions of how on earth these
three constructions affect the MDD of all 16
languages dynamically, as shown in Figure 3.

In Figure 3, the black parts are those
contributing to the increase of MDDs, while the
white ones are those leading to the decrease of
MDDs. A first sight suggests that all three
constructions have the possibility to both increase
and decrease MDDs, indicating that the
competition between enlargement and reduction of
MDD is dynamic rather than absolute.

Next, we hypothesized that the EUD analysis of
the coordinate structures increases MDDs while
the latter two decrease MDDs. However, the
results indicate a general tendency for each
construction to have an increased MDD. The
overall situation does confirm that the coordinate
structures have a large contribution, while relative
clauses do possess less proportion. However, in
many languages, the increasing part is still larger
than the decreasing one (as shown by those black
parts that take up more than 0.5 of all such
constructions). As for the pivotal constructions,
most of them increase the MDD. The one-sample
sign test shows that the medians of the conj and
pivot groups are greater than 0.5 (S =14, p =
0.0005 < 0.05), while that of rel is not significantly
different from 0.5. The rank sum test shows there
is no significant difference between conj and pivot,
whereas both of them are greater than re/ by one-
sided tests (W = 172, p = 3.854e-06 for conj and
rel, W=167, p = 2.14e-05 for pivot and rel).
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Arabic Belarusian
o :x]
=} =}
= -
o o
o o
=} =}
conj pivot rel conj pivot rel
Dutch English
o :=]
=} o
b -
o o
o =
o o
conj pivot rel conj pivot rel
Italian Latvian
@ @
=} =
=t b
[=} =}
o (=]
o o
conj pivot rel conj pivot rel
Slovak Swedish
o @
o o
- -
=} =
[=] [=]
=} o
conj pivot rel conj pivot rel

Bulgarian Czech
o fxe]
o =}
-+ =
(=1 o
o o
=1 =}
conj pivot rel conj pivot rel
Estonian Finnish
o x=]
o o
-+ b
(=1 o
o =] R
(=1 o
conj pivot rel conj pivot rel
Lithuanian Polish
@ o
o =
- s
=1 =}
a (=]
(=1 o
conj pivot rel conj pivot rel
Tamil Ukrainian
@ o
(=1 o
- -«
o =
a [=]
o
conj pivot rel conj pivot rel

Figure 3. The proportions of the three categories in the 16 languages (black: increase; white: decrease)

Since our analyses above are based on the
simplest and ideal cases, there must be other
factors to be taken into consideration. The reasons
can be from several aspects. From the internal,
structural perspective, we have assumed a [N sub
V] configuration for relative clauses where the
antecedent noun, the subordinator (i.e. the
relativizier or relative pronoun) and the root verb
in the subordinate clause form a continuous
sequence. Nevertheless, this only happens in a few
restricted cases, where the verbs do not appear at
the end of the subordinate clause, and the
antecedents serve as the subject which is supposed
to be at the beginning of the sentence. In other
situations, for instance, the antecedents play the
role of objects or obliques, then the words lying
between them might rise dramatically. The same
holds for pivotal constructions. Our analysis above

is ideal and do not consider the cases such as want
to. Even one additional particle such as fo here
would make the increase of MDD of the local
structure at least to 3, which makes it probable to
exceed the original MDD.

Other external factors include the content of the
text and the language type. A closer look at the
data reveals that there are many intervening tokens
or dependents. Since the EUD representations are
graph-based and have additional relations, if these
links cross over a longer distance than the original
MDD, they will give rise to its increase. These are
not predicted from structural analysis but
determined by the content that the addresser
express.

Another possible factor is the language type. By
language type we especially refer to the word order
type. For instance, head-final languages are found
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to have longer dependency distances (Futrell et al.,
2020: 397). In terms of the three constructions we
concern here, in those languages where the
subordinate clauses are verb-final, as the
antecedent will be far from the subordinate root,
the EUD treatment might probably lead to an
increase. As for the UD analysis of coordinate
structures, the head governs the first conjunct and
then the latter the second conjunct, which is related
to the linear sequence. However, in a head-final

language, obviously such analysis would lead to
longer MDD. One might also think of an
alternative annotation scheme where head-final
language has a shorter MDD, such as making the
last conjunct connect to the head first. Overall, we
can conclude that the interaction of annotation
scheme and language type would affect the values
of MDDs.

There are also some problematic data. It can be
found that in some languages there is no such
relation at all, which indicates an annotation
difference. On the one hand, there is few conj
relation in the Estonian treebank which is also
problematic, as it is almost impossible to have no
coordinate construction in a not-too-small corpus.
On the other hand, in the Finnish, Latvian and
Polish treebanks, the EUD annotation scheme does
not deal properly with relative pronouns. However,
there are indeed such words as joka (Finnish), kas,
kurs (Latvian), and ktory, jaki (Polish). As for the
case of Tamil, it employs an affix -a as the
relativizer, which is not suitable for the relative
pronoun analysis in those European languages.
This suggests that the analysis of relative clauses in
UD requires reconsideration. From a cross-
linguistic perspective, many languages do need
relativizers, but they might not be referential as
English’s so-called “relative pronouns” seem to be.
Therefore relativizers might also be better treated
as some subordinators as those in complement
clauses!! or as a separate category, as one of UD’s
goals is to maximize cross-linguistic parallelism or
as Croft et al. (2017) have pointed out.

! This same goes to the marker of adverbials clauses such as
when and where. In the current version of English UD, words
like before and after are treated as subordinator but when and
where are treated as adverbial modifiers, which are
inconsistent.

4 Conclusion

Thus far, the points to be made in the present study
includes:

1. Empirically, the MDDs in the EUD
representation are longer than those in the basic
UD representation. Specifically, for all the three
major distinctive constructions, there are cases
where they increase or decrease MDD.

2. The EUD analysis of coordinate structures
contributes most to the increase of MDDs,
followed by that of pivotal constructions. Relative
clauses, although on the whole also increase
MDDs in the EUD representation, yet they have
the strongest tendency to decrease among the three
constructions.

3. The factors that lead to the changes include
both internal, structural, and external ones, such as
the content of the text (in the form of stochastically
intervening dependents) and the language type (in
terms of word order type). A more detailed
investigation into the effects of these factors is
beyond the scope of this paper and requires more
comprehensive theoretical analyses and empirical
validations.

To conclude, we want to re-emphasize the view
that the nature of annotation scheme is the
combination of analyses of various linguistic
phenomena or constructions. Particularly, while
the EUD representations seem to be redundant, it is
simply one alternative analysis among the various
possible dependency syntactic analyses. The
present research is also supposed to deepen our
understanding of the idea of “grammatical analysis
as measurement” in language description.

A next step might be to compare more
annotations schemes and decompose them into
micro-parameters. Once we can manually calibrate
each parameter at our will, we are likely to gain a
deeper understanding of how the annotation
scheme would affect the results of linguistic
measurements.
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Abstract

The early purpose of chatlog (conversation) dis-
entanglement is to separate intermingled mes-
sages into detached conversations for easier in-
formation following and relevant information
retrieving from simultaneous messages. Thus,
the problem has been modeled as predicting
whether two messages come from the same-
thread. While the previous study by (Jiang
et al., 2018) seems to perform well on same-
thread prediction, we find that it is because the
data are randomly split into training and test
sets, resulting overlapping of topics in training
and testing sets. When data is split by time
order, the performance of existing models drop
significantly. In this study, we consider the
problem of direct reply predication task and
study different message pair classification mod-
els for the task. We argue that independent mes-
sage encoders could better represent messages
to capture their interaction than shared message
encoders especially for direct-reply prediction
task. We also find that BERT model performs
well with small datasets, while other models
may outperform BERT with large datasets.

1 Introduction

With the continuous development of the Internet and
social media, online group discussions and conver-
sations have become increasingly popular and play
an important role in society and the economy. Many
commercial sites take advantage of this to advertise
their products or help solve users’ problems. For
example, developing conversational agents (chatbots)
on their website to help staffs answer questions that
may have been asked before.
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The goal of chatlog disentanglement is to cluster
messages that belong to the same topic for tracing.
Selecting a reply for a given input or finding question-
answer pairs are special cases of conversation disen-
tanglement. For example, Figure 1 shows a segment
of conversations consisting of four ongoing threads
in the IRC (Internet Relay Chat) conversation. As
we can see, interleaved conversations can occur in
both two-person or multi-person chats. Thus, the
goal of conversation disentanglement is to match the
message pairs for question-answer pair generation.

There are many studies on conversation disentan-
glement in the past. One solution for conversation
disentanglement is to model the topic of messages
by estimating the similarity between messages and
decide whether each incoming message starts a new
topic or belong to an existing thread.

Jiang et al. (2018) proposed Siamese Hierarchi-
cal Convolutional Neural Network (SHCNN) which
integrates two hierarchical CNNs to capturing low-
order and high-order semantics of the messages for a
better message representation. By concatenating ab-
solute difference of the two representation with other
temporal and user information, SHCNN predicts the
probability of two messages belonging to the same-
thread with high accuracy on the data of IRC and
Reddit. However, the model performs poorly for fu-
ture unseen messages when the training and testing
data are split by time order.

We argue that the proposed data preparation
method by (Jiang et al., 2018) only avoid the genera-
tion of too many negative examples, but may produce
false positive message pairs as many subtopics fork
from the main topic. When two messages from dif-
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Thread | Speaker Message

T77 Elli [ Any idea why 'passwd"’ would ask for a new password four times?

T77 Priscila | Elli: A hacked version.

T78 Melda | 1s there a way to get Is -1 to print full path in each response?

T75 Arlie | Julietta, do whatever you want ... its an ethernet packet

T71 Leota | Jeanice: 1 had to replace most of the the startup scripts with just
echo boo, the problem seemed to be with the kernel not being
detected or something

T78 Melda | so it'll show /home/user/filename.jpg at the end of every single
line?

T77 Elli | Priscila, yeah that could be a posshility except I just recompiled it
from sources, thinking just that

T77 Elli | And still the same behavious

T77 Priscila | Elli: Hmmm. Weird indeed ..

T75 Julietta | Arlie, well. i can't, to actually inject valid packets i would need to
modify the sockets state

T71 Jeanice | Leota: strange... and what errors did you get when you tried to
compile?

T78 Priscila | Melda: Is -1 /home/user/®

Figure 1: Conversation in real-world chatting room

ferent subtopic are paired as positive examples, even
humans have difficulty to recognize their relationship.
In this paper, we consider a different task to pair only
direct-reply messages for positive examples, synthe-
sizing a more reasonable data set for question-answer
pair extraction. We consider three neural networks
models based on GloVe word embedding, including
CNN+LSTM, LSTM with dual attention, and atten-
tion over attention (AOA) (Huang et al., 2018) and
show improved performance over SHCNN. However,
the best performance only achieves 0.669 F1, even
with the BERT sentence pair classification.

In addition, we apply the direct-reply prediction
task to extract question-answer pairs from chatlogs
and find substantial labeling is required to obtain ac-
ceptable model. To speed up the process, we adopt
heuristic labeling of the next sentence as a reply mes-
sage to speed up training data preparation. Overall,
chatlog disentanglement is still a challenging prob-
lem to be solved.

2 Related Work

The early research on conversation disentanglement
can be traced back to the study on topic detection and
tracking conducted in (Allan, 2002). As mentioned in
(Shen et al., 2006), the messages in the same-thread
have higher similarity. Thus, calculating message
similarities based on linguistic features based on bag-
of-words representation has been the major idea in
(Elsner and Charniak, 2008). In addition, (Wang

and Oard, 2009) showed that contexts can be used
to improve the performance of message similarity
calculations. However, overlapping contexts could
also influence the calculation of similarity, leading to
reduced performance.

Mehri and Carenini (2017) proposed a pipeline
for the task of thread disentanglement, including re-
ply classifier, same-thread classifier, next utterance
classifier, and in-thread classifier. Of the three sub-
tasks, only the third classifier, i.e. for “next utterance
classification”, can leverage unlabeled data to model
message relationships to train an Recurrent Neural
Network (RNN) classifier (Lowe et al., 2015). Fi-
nally, the “in-thread” classifier takes the output of
the previous three classifiers ‘“same-thread”, “Reply”,
and “Next Utterance” to predict if an input message
belongs to a thread.

To investigate how message similarity could be
estimated, Jiang et al. (2018) proposed SHCNN
(Siamese Hierarchical Convolutional Neural Net-
works) for the same-thread task prediction. They
merged messages from different subReddits to sim-
ulate the concurrent conversations with multiple
threads and generated a synthetic dataset of inter-
leaved conversations, where messages from the same
reddits within a limited elapsed time are paired to
be positive examples, while messages from differ-
ent reddits are paired to be negative examples. The
experimental results show that the model performs
well with 0.8392 MRR when the data are randomly
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Figure 2: Split training data and testing data (a) randomly
or (b) time order

split into training and testing sets as depicted in Fig-
ure 2(a). However, the performance of SHCNN
model drops significantly when we use a time or-
der splitting method as shown in Figure 2(b). In
other words, the high performance reported in the
paper may due to data peeping rather than a good
model. In fact, since the messages in the same-thread
could fork subtopics as the conversation goes on, it
is difficult to judge whether two messages are related
to each other directly, even for humans.

2.1 Message pair classification tasks

To build a better model for reply prediction tasks,
we also refer to other tasks that accept two messages
as input such as aspect-level sentiment analysis and
natural language inference.

Aspect-level sentiment analysis aims to determine
the sentiment polarity of a review sentence with re-
spect to a given aspect. Many models and meth-
ods have been proposed from traditional machine
learning methods (Schouten and Frasincar, 2016) to
deep learning models (Zhou et al., 2019). For ex-
ample, Wang et al. (Wang et al., 2016) proposed an
attention-based LSTM network for aspect-level sen-
timent classification. Huang et al. (2018) introduced
an attention-over-attention (AOA) neural network to
capture the interaction between aspects and context
sentences. The AOA model outperforms previous
LSTM-based architectures. More models on aspect-

level sentiment analysis can be found at (Zhou et al.,
2019).

On the other hand, the task of natural language
inference is to determine if one given statement (a
premise) semantically entails another given statement
(a hypothesis). For example, Parikh et al. (2016) pro-
posed “Decomposable Attention Model” which uses
a shared sentence representation with fewer parame-
ters and mutual attention mechanism to build a model
with high performance.

2.2 Learning sentence representation

Note that most models mentioned above use pre-
trained word embedding for the input layer and adopt
RNN or CNN to learn sentence representation. Re-
cently, learning sentence representation from large
unlabeled corpus has become feasible. For exam-
ple, Radford et al. Radford2018ImprovinglLU sug-
gested a two-stage training process called Genera-
tive Pre-Training (GPT). Devlin et al. (2018) im-
proved GPT with Bidirectional Encoder Represen-
tations from Transformers (BERT), which also uses
two-stage training process and stacked Transformer.
Two tasks are considered in the pre-training stage,
including masked language model (MLM) and next
sentence prediction (NSP). Many NLP tasks built on
top of BERT have been shown to surpass the previous
state-of-the-art systems, including question answer-
ing and sentiment analysis (Sun et al., 2019).

3 Problem Definition and Datasets

Both the same-thread and direct-reply prediction
tasks are binary classification problems with training
data represented as (x,y), where x=(m1,mz) and y €
{0, 1} denoting whether m; and mg come from the
same topic or me is a reply of m;.

There are two data sets used in this paper, namely
IRC (Internet Relay Chat) and Reddit.

The IRC data set is a manually tagged data set
used in (Elsner and Charniak, 2008). IRC provides
group chats thus multiple conversations are inter-
spersed with each other in a channel. This data set
contains 6 hours of messages from the LINUX chan-
nel. Each message is annotated with the conversation
or thread it is involved. Thus, it is consistent with the
same-thread task.

The Reddit Dataset consists of comments from
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Reddit
Dataset Gadgets | Iphone Politic IRC
Conversations 468 529 6,197 159
Messages 11,071 | 10,261 148,942 | 1,865
Speakers 6,387 4,506 28,365 183
All pairs 487,695 | 507,226 | 4,492,361 | 79,682
same-thread pairs | 118,889 | 111,145 | 1,226,863 5,390

Table 1: Datasets for the same-thread task

Dataset Direct-Reply Prediction Task
Gadgets | Iphone Politic
Conversations 18,220 | 34,348 27,361
Messages 358,212 | 345,487 800,619
Speakers 118,225 | 49,571 72,787
All pairs 1,143,058 | 947,484 | 2,423,900
Reply pairs 228,438 | 189,353 477,780

Table 2: Datasets for the direct-reply prediction task

Reddit articles which are synthesized by following
Jiang et al.’s work (Jiang et al., 2018). Reddit is a
web content rating and discussion website, where
members can submit contents such as links or news
or text posts which are then voted up or down. Posts
are organized by subjects into user-created subreddit.
Theoretically, all comments from the same post can
be treated as the same-thread messages. Jiang et
al. mix comments from different articles around the
same time to create conversation logs of multiple
people chat for the same-thread tasks, as shown in
Figure 3.

Comments from Different Posts Interleaved Messages

Figure 3: Combination of Reddit dataset

Since the original posts are usually longer than
comments, we keep only messages that are replies
to comments and remove comments to the origi-
nal articles such that most messages are about the
same length. We collect three subreddits from gad-

gets, iPhone and politics channels from 2016/06 to
2017/05 and remove articles with too many com-
ments and enumerate message pairs that are within
T (one-hour) time span to prepare training data for
the same-thread task as stated by Jiang, et al.

We follow (Jiang et al., 2018) to synthesize the
dataset: For the direct-reply prediction task, every
comment in Reddit is a reply to a previous message,
which makes it a good source for the direct-reply
prediction task. For this task, each comment is paired
with five messages: with only one correct reply mes-
sage and four other messages within time interval T’
(=1 hour), which may come from the same-thread or
different threads. Table 1 and Table 2 show the num-
ber of conversations, messages, average messages per
conversation, speakers, message pairs prepared for
the same-thread task and the direct-reply prediction
task, respectively. Because random splitting of data
into training, validation and testing data may cause
the message pairs from the same-thread to occur in
both training and testing sets as shown in Figure 2(a),
making the performance untrustworthy, we split the
data based in chronological order (Figure 2(b)) to
avoid data peeping, and use the first 72% of data for
training, the following 8% for validation and the last
20% for testing.

4 Methods

In this paper, we consider models based on GloVe
word embedding and BERT models for message-pair
classification.

4.1 Glove-based Representation

A typical neural network model consists of embed-
ding layer for word representation, hidden layer
such as mutual attention for message representa-
tion, and output layer for prediction. For embedding
layer, we adopt pre-trained GloVe (Pennington et
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al., 2014) word embedding matrix from Common
Crawl dataset (840B tokens), which contains a case-
sensitive vocabulary of size 2.2 million. Given a mes-
sage m = [wy, ws, ..., wr| with L tokens, we look
up the embedding vector u; € R% for each word.
If a token in the message does not exist in the pre-
trained model, we replace it with the UNKNOWN
token embedding. Thus, the message m is repre-
sented by a L x d,, matrix U = [uy, ug, ..., ur].

We consider two models for message representa-
tion. The first one is GCNN-LSTM, and the second
is LSTM with dual attention.

GCNN-LSTM Representation

Convolutional neural networks (CNN) are shift in-
variant artificial neural networks with shared-weights
architecture and translation invariance characteris-
tics, commonly applied in image processing. With
d. kernels of size d,, X k, the output of the 1-D CNN
layer will be L x d. feature matrix. Here, we use
Gated Linear Unit (GLU) proposed in (Dauphin et
al., 2017) to control which information flows in the
network.

U=UxW+b)@scUxW +b) (1)

where W, W' € RF*dwxde and b, b’ € R% denote
the parameters for two CNNs, one for feature extrac-
tion and one for GLU.

To deal with word sequence, we adopt a BILSTM
layer to capture the message information. LSTMs
(Long Short-Term Memory) are recurrent neural net-
works that are able to capture ordered information
from input sequence of tokens. BiLSTM is obtained
by stacking two LSTM networks to get information
from backwards and forward states simultaneously.

I @)

hi =Ty @ h;
Let 6, denotes the parameters for BILSTM, we define
the output of BILSTM function G, (U; 6;.) as the sum
of all hidden states, i.e.

G (U;0,) =hy +ho+ ...+ hp (3)

Prediction and Objective Function

Let v; and v2 denotes the output of the two input
messages my and meo. For prediction, we use two
fully connected layers to make the prediction, i.e.:

g = o(ELU([v1,v2)" Wo + bo)W1 +b1) ()

where W, € R2drxds W, € RU>1 Let © denote
the parameters used in the model to encode the sen-
tence, i.e. © = {W, W' b, 0, 6,, Wy, by, W1,b1},
the model is trained by minimizing cross-entropy
with L2 regularization as shown below.

Loss(D) = E(m,y)ED y - logy

+(1—y) -log(1—9) + A6
LSTM-Dual Attention Model

Inspired by the power of attention mechanism, the
second model we proposed is BiLSTM with dual
attention.

Attention Mechanism is originally designed to
help the decoder of seq2seq model generate words
one by one. The idea is to collect the output vec-
tor h; (¢ R2?) at each word for attention. Let
z1 = Gp(Uy;0,) and zo = G,(Ug2;0,), we can
exploit attention mechanism to generate a represen-
tation for z; based on the content of z9. Specifi-
cally, we calculate the weighted sum of the output at

®

each step of the first message, [hi, k3, ..., h}] with
weight vector o' as below:
L
2y = Z oe% h} (6)
i=1

where ol = [a],ad, ..., al]is computed by taking

the inner product of zo with each h}.
ea:p(zzT hzl)
17
Zj:1 exp(zzThjl-)

Similarly, 2} is calculated by the weighted sum
with weight vector a?. Finally, we concatenate z;
with 2/ to form vy (€ R*),ie. v; = 21 @2, and 29
with 25, i.e. va = 292}, to form v for classification
task as described in Equation 4.

(N

al = softmazx(zlhl) =

Attention over Attention (AOA) Model

For two output hidden states from BiLSTM h; €
R™ 2 and hy € R™*2 AOA (Huang et al.,
2018) first calculates a pair-wise interaction matrix
I=nh- hg, where the value of each entry I;; repre-
sents the correlation of a word pair among the two
input messages) and compute both column-wise soft-
max, o € R™*™ and row-wise softmax, 5 € R"*™,

exp(1;)
> 5 exp(Iij)’

exp(l;;
Qi = p( ’L]) 7/62] —

i o 8
T Y eap(liy) ®)
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Figure 4: An Attention-over-Attention Module (AOA)
(Huang et al., 2018)

AOA Layer

The idea of AOA is to compute the attention
weight over the averaged attention weight 5 € R™
where v € R",

=T

AOA(hl, hz) =7=«- ﬁ . (9)

where
_ 1 &
Bi=12 By (10)
1
We call v the output of AOA layer and use it to
calculate the final sentence representation r € R2dn,

r(hi, ho) = hi -~ (11)

The final sentence representation r is then used for
final result prediction, i.e. po =r.

P(ylz) = o(W - Po + bo) (12)

The attention-over-attention layer structure is as
shown in Figure 4.

4.2 BERT Based Models

Different from context-free models, which generate a
fixed word embedding representation for each word
in the vocabulary, BERT is able to give a context-
dependent representation of the words. Consequently,

we use the BERT model released by Google and fine-
tune it for the same-thread/direct-reply prediction
task.

Given two input messages m; (with length n)
and mgy (with length m), we employ BERT com-
ponent with L transformer layers to calculate the
corresponding contextualized representations with in-
put of the form ([CLS],m1,[SEP], ms). Let H'
be the output of the transformer at layer [, thus
H' = [hh, h}...hL 5] can be calculated by

H™ = BiTransformer(H?"), (13)

The basic BERT sentence pair classification
(BERT-SPC) model takes the output of [CLS] token
as the prediction layer input, i.e. po = H([)‘ by Eq
12. The entire model is fine-tuned with a standard
cross-entropy loss with L2 regularization.

BERT-SPC-AOA Model

To further improve BERT-SPC model, we concate-
nate the output r(hy, ho) with [CLS] output as the in-
put to the prediction layer, i.e. po = 7(h1, he) ® HF
by Eq. 12.

5 Experiments and Analysis

For non-BERT deep learning models, the pre-trained
word embedding is GloVe (Pennington et al., 2014)
with case distinction trained on the Common Crawl
dataset to distinguish English word embedding, di-
mension d,, is 300 and total 2.2 million words. The
hidden layers in BiLSTM h,. are 128, the number of
kernels used in CNN h,. is 128, and kernel size & is
5. All models are implemented with Tensorflow. The
batch size used in the traditional deep learning model
is 256 and the maximum epoch and initial learning
rate are set to 40 and 2 x 1074

For BERT model, the batch size is 32. The maxi-
mum epoch and initial learning rate are 6 and 210>,
respectively. The optimizer used in all models is
Adam with 51 = 0.9 and 52 = 0.999. The L2 weight
A of the objective function in Equation 4 is set to
0.01. We apply linear attenuation to the learning rate
and use warmup in the first 30% of the training step
with dropout set to 0.1. For training data, the ratio of
the positive versus negative (different thread) pairs is
1:1.
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Reddit

Dataset Gadgets Iphone Politic IRC
Measure F1 Acc. F1 Acc. F1 Acc. F1 Acc.
SHCNN 0.779 | 0.887 | 0.608 | 0.816 | 0.639 | 0.770 | 0.805 | 0.967
Rand.| GCNN+LSTM | 0.981 | 0.990 | 0.956 | 0.980 | 0.945 | 0.969 | 0.319 | 0.801
Split | LSTM+DualAtt | 0.809 | 0.900 | 0.618 | 0.804 | 0.638 | 0.775 | 0.346 | 0.854
AOA 0.979 | 0.990 | 0.933 | 0.970 | 0.812 | 0.887 | 0.571 | 0.915
BERT SPC 0.988 | 0.994 | 0.994 | 0.994 | 0.996 | 0.970 | 0.888 | 0.985
Time SHCNN 0.253 | 0.709 | 0.318 | 0.553 | 0.411 | 0.553 | 0.039 | 0.939
Or- GCNN+LSTM | 0.289 | 0.645 | 0.364 | 0.516 | 0.309 | 0.601 | 0.098 | 0.630
der LSTM+DualAtt | 0.308 | 0.710 | 0.417 | 0.500 | 0.441 | 0.616 | 0.089 | 0.854
Split AOA 0.310 | 0.634 | 0.428 | 0.541 | 0.482 | 0.560 | 0.084 | 0.557
BERT SPC 0.522 | 0.508 | 0.298 | 0.534 | 0.423 | 0.667 | 0.223 | 0.898

Table 3: Performance comparison of the same-thread prediction task.

Evaluation method

Because both tasks are modeled as binary classifica-
tion problems and the numbers of same-thread pairs
or direct-reply message pairs are fewer than differ-
ent thread and non-reply message pairs, we consider
them as positive data and use F1 and accuracy for the
evaluation.

5.1 Same-thread Task

We start with the same-thread prediction task. Table 3
shows the performance of the models trained on a
random or time order split data sets. As we can
see, all the proposed models outperform SHCNN.
GCNN-LSTM model and BERT SPC model perform
especially good on random split data with 0.981 and
0.988 F1 on Reddit Gadgets dataset. However, the
performance of all models drops significantly when
data is split by time order. The F1 of the Reddit
datasets nosedives from above 0.9 to 0.2 and 0.3 for
GCNN+LSTM model. Even for BERT model, the
plunge on IRC dataset is also precipitous (from 0.888
to 0.223).

In order to understand why all models perform
poorly in the same-thread task, we conducted an er-
ror analysis and found the task to be challenging
even for human beings. Table 4 shows some mis-
labeled message pairs and their ground truth labels.
We notice that it is not easy to recognize the connec-
tions between the message pairs (e.g. the first three
message pairs) that come from the same-thread with-
out context. Meanwhile, annotators might be misled

to give positive labels when two messages mention
about the same entity, while the messages actually
come from two different conversations. For example,
the last message pairs both mentioned about Hillary,
but the messages actually come from two threads.
Thus, we argue that the same-thread task is a very
difficult task when no context is given. However, con-
text might not always help when multiple threads are
mixed together as studied in (Wang and Oard, 2009).
To confirm our speculation, we randomly select
500 message pairs from Reddit test data, and give
them to four graduate students to judge if each mes-
sage pair comes from the same-thread. Only one
out of 4 annotators is able to achieve higher than
0.5 F1 and the average F1 is only 0.340 (Table 6),
indicating the difficulty of the same-thread task. In
fact, it is not enough for annotators to rely on only
two messages to determine whether they are from
the same-thread. On the other hand, the performance
could be greatly improved to 0.660 F1 and 0.883
accuracy in the direct-reply predication task.

5.2 Direct-reply Prediction Task

In view of the above problem, we consider the direct-
reply prediction task and only split data based on
time order to see how well models could perform
for future application. As shown in Table 6, the
performance of manual annotation on the direct-reply
prediction task is much better than that for the same-
thread task. Most models have performance higher
than 0.5 F1 for the direct-reply prediction task.

As shown in Table 5, LSTM with dual attention
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mq mo Label
He actually didn’t shoot anyone who was walk- | Agreed. A shallow grave in the woods is | True
ing down the street. more fitting.
He teared up thinking about how this will | House Freedom Caucus ”You're free to die, | True
make his re-election campaign more difficult. | you sick moochers. Isn’t it beautiful!”
I wonder if he used all the best words? They can’t have my brand! True
Trump tries to clean up on  Whitewash | Trump is a traitor and will sell this country | False
Crimea out to the highest bidder the moment he

gets into office.

Pepperidge Farms remembers people saying | I love how he framed Hillary as the | False

Hillary ”Warmonger” Clinton.

warhawk.

Table 4: Some mislabeled examples and their true labels for the same-thread task.

. Gadgets Iphone Politic
direct-reply Task F1 Acc F1 Acc F1 Acc
SHCNN 0.513 | 0.845 | 0.455 | 0.849 | 0.512 | 0.849
GCNN+LSTM | 0.591 | 0.856 | 0.534 | 0.845 | 0.573 | 0.861
LSTM+DualAtt | 0.598 | 0.869 | 0.567 | 0.856 | 0.637 | 0.870
AOA 0.514 | 0.721 | 0.486 | 0.723 | 0.566 | 0.778
BERT SPC 0.632 | 0.883 | 0.543 | 0.862 | 0.616 | 0.818
BERT-SPC-AOA | 0.669 | 0.877 | 0.617 | 0.840 | 0.623 | 0.825

Table 5: Model performance for the direct-reply prediction task

same-thread | direct-reply Prediction
Measure F1 Acc F1 Acc
Annotator 1 | 0.105 | 0.728 | 0.548 0.860
Annotator 2 | 0.352 | 0.763 | 0.800 0.930
Annotator 3 | 0.263 | 0.732 | 0.590 0.875
Annotator 4 | 0.638 | 0.796 | 0.703 0.865
average 0.340 | 0.755 | 0.660 0.883

Table 6: Performance of four annotators for the same-
thread and direct-reply prediction task.

outperforms BERT on two of the Reddit datasets
except for Gadgets. However, the best performance
on Gadget Reddit dataset is achieved by BERT-SPC-
AOA model. Compared with the best result (0.522,
0.428 and 0.482 F1) for the same-thread prediction
task, We can see the performance on three Reddit
datasets is improved to 0.669, 0.617, and 0.637 F1
by BERT-SPC-AOA and LSTM with dual attention
model.

6 Conclusion

This paper addresses the rationality of the chatlog
disentanglement problem in two ways. First, the

testing data should be prepared to simulate future
unseen data. Second, the same-thread task without
context information is too challenging even for hu-
man annotators. Thus, we propose the direct-reply
prediction task for question-answer pair generation
from chatlogs. In the direct-reply prediction task, us-
ing the pre-trained BERT model for Fine-Tuning can
achieve good performance, even with less training
data. However, the data quality used by the down-
stream task seems to be a big problem when using
BERT for Fine-Tuning. When a large number of
messages are disentangled, the negative examples for
both the same-thread or direct-reply prediction tasks
are much larger than the positive examples. Though,
down sampling is adopted to balance the training
data, the models still tend to classify the message
pairs to the negative session, leading to low F1.

For future work, how to add context information
is an alternative direction to consider. Meanwhile,
as direct-reply predication is not a symmetric prob-
lem, an input of (my, mo) is different from (mo,
my). Thus, we wonder that the shared message repre-
sentation and the predication function of multi-layer
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perception might not be enough to extract the fea-
tures from two message representation. Thus, we
might consider asymmetric models, i.e. two message
encoders for each of the input messages to see if it
could achieve better performance.
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Abstract

Japanese named entities extracted from auto-
matic speech recognition frequently contain
speech recognition errors and unknown named
entities due to abbreviations and aliases. One
possible solution to this problem of the named
entity extraction task is to use a pre-trained
model trained on a large quantity of text to ac-
quire various contextual information. In this
study, we performed named entity recognition
on the logs of a task-oriented dialogue system
for road traffic information in Fukui, Japan,
using pre-trained BERT-based models and T5.
In our experiments using our prepared data,
the F1 scores of BERT and TS5 are higher than
that of string match by 20.2 point and 21.1
points, respectively. The results confirmed that
these pre-trained models exhibited significantly
higher accuracies on unseen entities than meth-
ods based on dictionary matching.

1 Introduction

In interactive voice response services, it is neces-
sary to accurately perform entity extraction and
mention detection from the speech recognition re-
sults of user’s speech to carry out dialogue via
voice. However, this input contains a variety of
noise, including speech recognition errors, com-
pared to written text. Moreover, users’ utterances
may include personal representations for a certain
entities. In our full research, we plan to address
these issues in two steps: named entity recognition
(NER) and entity linking (EL). The first step, NER,
recognizes a part of the text that is likely to repre-
sent a named entity. In the second step, we then
attempt to link it to a prepared set of entities even
if it contains errors. With this architecture in mind,
in this study, we tackle the first step, which is NER
from speech recognition results.

This study focused on named entity recognition
(NER) in the context of a task-oriented dialogue
system that provides information in response to
the user’s requests pertaining to road traffic. In

LWH o iFnREERE
. HZT
(Give me traffic information
on ‘LW I E"

User L
‘))) voice input

Named entity dictionary

“157",
I NER
( Subject of this study )

“value”: “E#158%5",

“synonyms”: [
“458", . |Linking
RAE-T=1E SR ES
EED7AW

L“Bfolf

N response
generation

Return traffic information on
“E#158%"” (Japan National Route 158)
to the user.

Figure 1: Flowchart of our envisioned spoken dialogue
system. This study focuses on the NER component. The
goal is to extract named entities even from noisy text
caused by speech recognition errors or abbreviations.

our system, NER is accomplished by linking the
automatic speech recognition (ASR) text with a dic-
tionary created for each task (see Fig. 1). One way
to achieve more accurate recognition is to extract
the named entities before the linking.

Although we enforce the inputs to include loca-
tion names by system-driven conversation, speech
recognition errors and unknown named entities
from abbreviations and aliases may occur. For
example, “\5 Z o1& (ichi-go-ppa, 158) is a
colloquial expression for “[E[3& 158" (kokudou-
hyaku-goju-hachi-gou, Japan National Route 158).
In addition, there are many cases in Japanese where
the sounds are close, but the surface forms and
meanings are entirely different. Therefore, in this
setting, NER using conventional methods is diffi-
cult, especially for rule-based methods.

To improve text processing functionality, this
study focused on NER on ASR texts. | We fo-
cused on context-based NER in the ASR texts be-
cause named entities may be unknown surfaces as

"Note that, although Omachi et al. (2021) postulated that
an end-to-end (E2E) approach for processing speech recog-
nition results might be preferable, we used existing ASR to
enable the flexible exchange of modules and resources, mak-
ing it necessary to process ASR texts.

102



a result of speech recognition errors or abbrevi-
ations. Based on the assumption that contextual
information can be used effectively by pre-trained
models trained on a large number of sentences, we
used BERT-based large-scale pre-trained models
for NER (Devlin et al., 2019; Clark et al., 2020).
We also investigated the performance of TS (Raffel
et al., 2020), a pre-trained encoder-decoder model.

2 Related Work

NER from ASR. Wang et al. (2021) performed
NER from speech recognition using the matching
approach. They used the embeddings of the top
N prediction candidates of ASR. In this study, we
experimented with only the top predicted ASR can-
didate, and performed string matching with rule-
based NER for simplicity.

NER from speech recognition with neural mod-
els for English has been studied previously. Raghu-
vanshi et al. (2019) extracted personal names from
text containing speech recognition errors using ad-
ditional information not contained in the text and
reported that the recall was improved. Yadav et al.
(2020) studied the E2E approach and were able to
extract named entities robustly and efficiently. We
used neural models to perform NER from Japanese
ASR texts under the assumption that the ASR archi-
tecture cannot be changed. In other words, in this
study, experiments will be conducted in a setting
where only the text processing section is involved
and no other information, such as voice informa-
tion, is used.

Japanese NER. Rule-based matching meth-
ods (Sekine et al., 1998) and machine learning-
based methods (Utsuro and Sassano, 2000; Sas-
sano and Utsuro, 2000) have been proposed for
Japanese NER. However, these studies focused on
manually written texts, whereas ASR texts often
contain problems specific to speech recognition,
such as speech recognition errors. In this study, we
attempted to extract named entities from such ASR
texts.

NER in Japanese speech recognition has been
performed using support vector machines (SVMs).
Sudoh et al. (2006b,a) reported that when training
SVMs on ASR text, precision can be improved by
incorporating a confidence feature that indicates
whether a word is correctly recognized. In con-
trast, we aimed to extract named entities from text
containing speech recognition errors, focusing on
recall to lead to subsequent linking tasks and using

The label of named entity

The token for
label specification

Input sentence (subword unit)

Figure 2: NER using BERT-based models

The label of
named entity

Extracted
named entity

Unique prefix for label
specification

Input sentence ( subword unit )

Figure 3: NER using TS

a pre-trained model for this purpose.

3 Our Method

In this study, we used road traffic data for NER
evaluation of ASR text containing speech recogni-
tion errors and obtained named entities related to
roads and addresses. We assumed that the output
labels (roads and addresses) could be specified as a
precondition.

3.1 NER using BERT based models

Devlin et al. (2019) demonstrated the state-of-
the-art performance of a fine-tuned BERT model
on the CoNLL-2003 NER task (Tjong Kim Sang
and De Meulder, 2003). Following their ap-
proach, we considered NER as a sequence labeling
task. The text was tokenized, split into subwords,
and labeled based on the BIO model, in which
“B” was assigned to the beginning, “I” was as-
signed to the interior and the end of the named
entities, and “O” was assigned to any other to-
kens. The schematic view is presented in Figure 2.
Labels for road information were considered as
“{B, I}-route”, and labels for address infor-
mation as “{B, I}-address”. To specify a
label, we prefixed the statement with a “route” or
“address” token and gave “B-label”.
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text

L A & PO T A2 S EdE
(Highway from Sabae to Tsuruga City)

A—eH YT IA, VY IHELN
(Well, Sazae-san, Sazae City, Harue-cho)

match

fallback

Table 1: Example of match and fallback data (the under-
lined parts are named entities): ¥ 3" T (sazae, turban
shell) is a recognition error of 571 (sabae), which is
the name of a city in Fukui.

train dev test

utterance | 1,757 220 220

match address 1,220 144 147
route 802 104 110

utterance 949 118 122

fallback address 197 30 26
route 92 8 17

Table 2: The number of data instances used in the ex-
periment (the number of utterances and named entities
with each label).

3.2 NER using TS

We performed NER with a Seq2Seq pre-trained
model because Constantin et al. (2019) reported
that Seq2Seq models achieve excellent sequence
labeling of noisy texts. Also,Phan et al. (2021)
performed NER using domain-adapted T5 on med-
ical literature. Their experimental results show that
NER can be performed with high F1 scores even
with a seq2seq model, namely T5. Following their
approach, we considered NER as a question-and-
answer task. A text with a special label at the
beginning was the input sequence and named enti-
ties corresponding to this special label were output.
The system was set up such that each extracted
named entity was added to the end with a label fol-
lowed by a dash. The schematic view is presented
in Figure 3. Labels for road information were con-
sidered as “ 8 &4 " (road name), and the labels for
address information as “{¥£FfT44” (address name).
To specify the label, the special tokens *“i& &% %
Mt £ (extract road names) or “{EFf4 %
H # &7 (extract address names) were added at
the beginning of the sentence.

4 Experiments

4.1 Data

In this study, we conducted NER using a system-
driven dialogue log containing road traffic infor-
mation in Fukui, Japan 2. The dialogue logs were
obtained from the turns where the user seemed
to have uttered the names of roads or addresses
based on the conversation before and after. A dic-
tionary of the named entities to be extracted was
provided. In this dictionary, aliases, abbreviations,
and speech recognition errors were registered (the
dictionary is shown in Fig. 1). The target texts for
which NER succeeded and failed were match and
fallback, respectively; an example is presented in
Table 1.

The match data were labeled by dictionary
matching, with incorrect labels manually removed.
For the data in fallback, we manually annotated
named entities related to the road and the address.
This annotation was performed considering speech
recognition errors and any named entities existing
in Fukui even though not in the dictionary. No-
tably, because fallback data were annotated based
on whether the named entities exist in Fukui, a
difference existed in the criteria of labeled words
between match and fallback data. We randomly
split match and fallback data so that the training,
development, and test data were 8:1:1. The number
of data instances is shown in Table 2. Note that
these data were not arbitrarily sampled but were
obtained over a certain period.

Achieving accurate NER with match and small
fallback training data is practical, since the former
requires only a reasonably sized dictionary but the
latter needs human annotation. For data collection,
we considered match data as inexpensive to ob-
tain because they could be extracted by dictionary
matching, and fallback data as expensive because
they could not (Subsection 4.4).

4.2 Setting

We compared four NER systems, viz., a string-
matching model based on a dictionary, two pre-
trained BERT-based models, and T5. The script
of transformers, published by Huggingface 3, was
used for fine-tuning all models.

For the BERT-based models, we used the BERT

*We will perform NER on other dialogue log data as well
in the future.

‘https://github.com/huggingface/trans
formers
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method data ‘ P R F1 | ¢cP c R c_Fl ‘ P R F1 | ¢cP ¢ R c_Fl
String M (963 100 98.1 |93 100 981 | — — — —_- — —
Match F |500 233 317|500 233 317 | — — — — = —
‘ trained using all data trained by match data
BERT M [973 973 973]99.2 992 99.2 | 973 973 973 | 98.8 988 98.8
F | 679 837 750|679 837 750 |58.8 465 519|588 465 519
ELECTRA M | 969 98.1 97.5|98.1 992 98.6 | 97.7 98.1 979|992 99.6 994
F | 660 721 689 | 66.0 72.1 689 |545 419 474|576 442 50.0
T5 M [98.0 97.7 979|992 988 99.0 |97.3 97.7 975|985 98.8 98.6
F | 740 86.0 79.6 |74.0 86.0 79.6 | 41.3 60.5 49.1 | 423 62.8 509

Table 3: Experimental results for string matching, BERT, ELECTRA, and T5. M and F denote match and fallback

i)

data, respectively. “c_
longer than the reference.

published by Tohoku University  and ELECTRA
published by Megagon Labs >. We fine-tuned both
models through token classification. For BERT, we
set the batch size to 8, the number of epochs to
3, and the maximum sequence length to 258. For
ELECTRA, we set the learning rate to 0.00005,
the batch size to 8, the number of epochs to 20,
and the maximum sequence length to 128. The T5
model was fine-tuned from the model published
by Megagon Labs 6. We set the learning rate of
T5 to 0.0005, the batch size to 8, the number of
epochs to 20, and the maximum sequence length
to 128. Note that the pre-training datasets for T5
and ELECTRA were approximately the same size,
while that for BERT was much smaller.

4.3 Evaluation

We evaluated the performance by calculating pre-
cision, recall, and F1 scores, considering a perfect
match as a true positive. Because of the differ-
ence between the labeling criteria of the match and
fallback data (Subsection 4.1), we evaluated each
test set separately. Evaluation of match data serves
as a measure of whether named entities flagged
by dictionary matching can be extracted, whereas
evaluation of fallback data measures whether it is
possible to extract named entities that are not in-
cluded in the dictionary.

In this study, we assumed that entity linking was

*https://huggingface.co/cl-tohoku/ber
t-base-japanese-v2

Shttps://huggingface.co/megagonlabs/t
ransformers—-ud-japanese-electra-base-dis
criminator

®https://huggingface.co/megagonlabs/t
5-base-japanese-web

means results of re-scoring named entities as true positives when they are predicted to be

performed in the downstream task. If the extracted
named entities are shorter than the original enti-
ties, linking may become problematic. In contrast,
when the extracted named entities are longer than
the original entities, the problem in linking is con-
sidered minor. Therefore, under the lIenient evalua-
tion setting, we considered the cases in which the
named entities were covered as true positives, but
we still considered the cases in which the partial
matches were not covered as false positives. For
example, if the named entity “8 & #&” (Route 8)
is in the reference, the extraction of “E B85 #f”
(Japan National Route 8) is acceptable, but the ex-
traction of only “8%"" (Route 8) is not acceptable.

4.4 Results

Experimental results for the match and fallback test
sets are presented in Table 3 for when both datasets
were used as training data and for when only the
match data was used.

String Matching For the match data, the recall
was 100 because the data was created using dictio-
nary matching. Precision was not 100 because we
manually removed mislabeled data (Subsection 4.1)
when creating the match data. Conversely, for the
fallback data all the evaluation scores were less
than 50.0, and so the unseen named entities were
not sufficiently extracted.

BERT For the match test data, the F1 and c¢_F1
scores of BERT were comparable or superior to that
of string matching, which was a desirable result
for NER for subsequent tasks. For the fallback test
data, the score was 20.2 points higher when training
using only the match data and 43.3 points higher
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model text

translation

BERT (address) i AR K FEFHE]

(Yoshida-gun Eiheiji-cho)

TS5 (address)

HAM 2 o@FmETORFETHNET

(From Tajiri-cho to Fukui City to Fukui City)

BERT/TS5 (route) A Fdo7—

(Ichigotta)

Table 4: Example of NER failure in match data. Bold and underlined texts denote the reference and hypothesis.

model text translation
BERT/TS5 (address) BE-oTEI® (Where is Yokokura)
BERT (route) EFEDE (Youth Road)

TS5 (address) (i) (low)
BERT/TS (route) TAITNED (Aiwakado)

BERT (address)
T5 (address)

HDEAD DT IFTEDNZFE - 728
HDEARDFDITIVNTEDNZITE - 7218

(After taking the bus to Elpa at that height)
(After taking the bus to Elpa at that height)

Table 5: Example of NER in fallback data. Bold and underlined texts denote the reference and hypothesis.

when training using all data compared with string
matching. In particular, the improvement in recall
was remarkable, which indicated that BERT could
extract unique named entities that could not be
extracted by string matching. Adding the fallback
data to the match data for training considerably
increased the score. This increase is attributed to
words not included in the match data (dictionary)
being considered during training.

ELECTRA The score of ELECTRA was lower
than that of BERT except for match test data when
the model was trained using match data. This result
shows that the amount of data used for pre-training
has a small impact on the results of NER.

TS The trend observed for TS is the same as that
for BERT. For the match test data, the performance
was comparable to BERT. For the fallback test data,
the precision was lower than that of BERT when
training with only the match data. However, adding
the fallback data to the match data for training
improved the precision, and the F1 score was +4.6
points compared with BERT, which indicates that
the extraction is consistent with the intention.

5 Discussion

Comparison to human performance To eval-
uate the upper limit of the fallback test data, we
calculated the human recognition score by asking
another person, not the annotator. Note that in
human recognition, labeling is performed while
checking whether the named entity exists in Fukui,
considering the speech recognition errors. Preci-

method | error | false positive |  false negative

| | NT PM | ND AE others
human 11 8 2 0 0 1
BERT 21 14 3 2 2 0
T5 19 13 1 1 4 0

Table 6: Error analysis of each NER method in fallback
data. We categorized the type of NER errors and the
type of named entities that could not be extracted. NT:
not tagged as named entity in test data. PM: partial
match to the extraction span. ND: named entity not in
the dictionary. AE: ASR error. Note that the number
of samples in the NT and PM include those incorrectly
labeled beginning with “I” by BERT.

sion, recall, and F1 were 80.0, 97.6, and 87.9, re-
spectively. These results and Table 3 suggest that
there is still room for improvement based on the
performance of the pre-trained models.

Error analysis in fallback data Table 6 shows
the classification results of NER error patterns for
human and pre-trained models and the number of
samples per type of named entities that could not
be extracted in the fallback data. The number of
extraction errors of BERT is higher than the others
but is similar to that of T5.

In BERT outputs, some incorrect labels start with
“I” for spans that might be part of named entities.
These examples can be attributed to BERT’s failed
attempts to consider the context. Note that false
positive extraction errors can be tolerated because
entity linking is assumed to be performed subse-
quently in this setting.

Focusing on false negative errors, it seems that
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there is room for improvement in the extraction of
named entities that are not included in the dictio-
nary and named entities with speech recognition
errors since a human could distinguish them. Since
many of the error cases in the results obtained in
this study are short in user speech, it may be neces-
sary to use external data.

Examples Table 4 presents an example in which
T5 successfully extracts but BERT fails, an exam-
ple in which BERT successfully extracts but T5
fails, and an example in which both fail for match
data. For fallback data, in addition to the same
types of examples as Table 4, Table 5 shows an
example of successful extractions with BERT and
TS.

Because the test data of “match” are based on
a dictionary match, the reference does not include
“&H M AL (Yoshida-gun) and “H BT (Tajiri-cho),
but it must be noted that these are place names
that exist in Fukui, and are therefore examples that
should be extracted.

“A F O 5 7= —" (Ichigotta) is thought to be
a misrecognition of “\N5 Z 5 X (ichi-go-ppa,
158), which is sometimes uttered for “158%5 &>
(Hyakugojuhachi-gosen, Route 158). Moreover,
“T A T HE S (Aiwakado) is thought to be a
misrecognition of “H#1E” (Maiwakado), which
is sometimes uttered for “ZF & B H ) # 1E”
(Maizuru-wakasa-jidosyado). It is thought that the
NER may be complicated by three main problems:
simplified spoken language such as aliases or ab-
breviations, speech recognition errors, and specific
to the Japanese language of notation, kanji, hira-
gana, and katakana. Currently, named entities such
as these examples are handled using dictionaries,
but the creation of dictionaries is time-consuming
and they are limited in coverage. We plan to de-
vise specific solutions for each of these problems
in future work.

BERT and T5 can extract “#8” (Yokokura).
This named entity was not included in the train-
ing data even after adding fallback to the training
data. This suggests that BERT and TS5 can extract
unknown named entities based on contextual infor-
mation. Moreover, although “# 4F- D &” (Youth
Road) displayed in the fallback is not included in
the training data, it is a road name that exists in
Fukui. T5 was able to extract it because it pre-
dicted the road name from the word “J&” (road) at
the end. Only TS5 could predict the road name from
such a context, probably because of its different

model structure and NER method. The identifica-
tion of these factors is a subject for future research.
Both BERT and T5 extracted “& A D (HD) 7
(height) as a named entity representing an address,
which reveals that these models contextually tried
to extract named entities from expressions that rep-
resent directions (“/5”).

“fE;\N” (hikui, low) was extracted by T5. This
may be a speech recognition error for “Fukui.”
Some of the user input in this experiment is shorter
than a typical question answering task, and contex-
tual information is not available in such examples.
Nevertheless, the fact that TS was able to extract
this word is a remarkable result.

6 Conclusion

We performed Japanese NER on speech recogni-
tion using pre-trained BERT-based models and TS.
The results of the experiment showed that data
generated by dictionary matching was generally
well extracted by the pre-trained models. Further-
more, by adding manually annotated data to the
training data, we confirmed that it is possible to
extract named entities not included in the dictio-
nary. In future, we will consider more context-
sensitive methods, including fine-tuning methods,
to robustly extract named entities from noisy text
containing unknown named entities, such as adding
data that masks named entities to the training data.
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Abstract

Motivated by recent findings on the proba-
bilistic modeling of the acceptability judg-
ments, several metrics have been proposed for
its automatic evaluation. Frequently used met-
rics such as syntactic log odds ratio (SLOR)
and its variants are based on utilizing proba-
bility from language model (LM) as a proxy
for automatic acceptability evaluation of the
generated text from an LM. Since one can-
not use probability directly as a measure of
acceptability, these metrics take steps to re-
move the confounding effects of noise from
sentence length and lexical frequency to en-
able the usage of probability for acceptability
evaluation. In this work, we argue that even
though the effects are reduced, they still ex-
ist. We propose a data transformation strategy,
Replace Named Entity (RNE), to get a coarse
representation of a sentence to mitigate the re-
maining problems from lexical frequency. In
RNE, we identify all proper nouns (i.e., NEs)
in a sentence and classify them into one of
eighteen types. Later RNE replaces all occur-
rences of NEs in a sentence with their identi-
fied type. We later trained three LMs (2, 3, 4-
grams) and assessed their performance of five
acceptability measures on four test datasets.
We found that LMs trained on datasets pre-
processed by RNE yield a significantly higher
correlation (upto 52% on some datasets) with
human acceptability judgment.

1 Introduction

Language Models (LMs) are often used to gener-
ate natural language text for NLP tasks — Machine
Translation, Summarization, Question Answering,

and many others. Moreover, intrinsic evaluation of
the LMs often includes at least two characteristics
(Mutton et al., 2007). First, how well the generated
text represents the source data, whether it be the text
in another language for machine translation, text to
represent a summary of a document, or text to rep-
resent answers for a question, etc. Second, how well
it conforms to regular human language use, a prop-
erty we will refer to as acceptability of the sentence.
Acceptability evaluation of a sentence is an essen-
tial task for automatically evaluating the quality of
the text (to help filter unacceptable sentences) gen-
erated by the LMs.

Before moving forward, it is also essential to un-
derstand the difference between the usage of related
words, i.e., fluency, readability, and grammaticality.
Both fluency and readability are alternate words for
acceptability, but the exact definition of these terms
varies across the literature (Lau et al., 2017; Mut-
ton et al.,, 2007; Kann et al., 2018; Storch, 2009;
Pitler and Nenkova, 2008; Vadlapudi and Katra-
gadda, 2010). However, we would like to differ-
entiate acceptability from grammaticality. When a
human evaluates the acceptability of a text, gram-
maticality is one of the possible factors, among oth-
ers like semantic plausibility, processing difficul-
ties, etc., that can also influence the acceptability
of a given text. Though both ‘acceptability’ and
‘egrammaticality’ have been used interchangeably, a
sentence can be grammatical yet unacceptable and
vice versa. A famous example is Chomsky’s phrase,
“Colorless green ideas sleep furiously.” (Chomsky,
1957). Vice versa, acceptable sentences can be un-
grammatical, e.g., in an informal context such as po-
ems.
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Sentence Type Sentence

Original Apple is set to hold its first event on Tuesday.
NER Result  [org Apple] is set to hold its [orpinaL first] event of
[paTE the year] on [parg Tuesday].
Transformed ORG is set to hold its ORDINAL event of DATE on

DATE.

Table 1: Example sentence for motivation

Whether humans represent text acceptability eval-
uation as a binary classification (Warstadt et al.,
2020) of acceptable vs. unacceptable class of sen-
tence or as a probabilistic property (Lau et al., 2017)
has been a subject of lengthy debate among cogni-
tive scientists and linguists (Chomsky, 1957; Man-
ning, 2002; Sprouse, 2007). Both of the above views
have their strengths and weaknesses. On the one
hand, binary classification models do not have the
flexibility to distinguish text between varying de-
grees of acceptability. On the other hand, the accept-
ability of a sentence is not the same as the likelihood
of its occurrence as determined by the probabilistic
model, which depends on sentence length and lexi-
cal frequency. However, Lau et al. (2017) demon-
strated it is possible to augment the probabilistic
model to predict the acceptability of a sentence if
one can normalize probability values from the LM
to eradicate the confounding effects of noise intro-
duced by length and lexical frequency, e.g., SLOR
(Lauetal., 2017) and WP-SLOR (Kann et al., 2018).

In this article, we lean towards the view that ac-
ceptability is a probabilistic property. We depict that
probability-based acceptability metrics SLOR and
other variants, though they reduce the confounding
effect of lexical frequency, do not resolve the prob-
lem entirely in Section 2. We later provide evidence
that one reason for this problem is a granular-level
representation of the sentence since LM has to pre-
dict the probabilities for all words in the sentence,
including words for which LM has low confidence
(i.e., rare words or out of vocabulary words). This
work is motivated by how humans visualize the sen-
tence (coarse-level representation) for acceptability
evaluation. Our goal is to find how to generate such
a sentence representation to enable LMs better cor-
relate with human acceptability judgment for the ex-
isting metrics.

Table 1 presents a concrete example of our in-

tuition and data transformation strategy. Origi-
nal refers to the unprocessed sentence (granular-
level representation). We consider replacing proper
nouns, i.e., NEs, in a sentence to generate a coarse-
level representation. We propose a two-step ap-
proach i.e., Replace Named Entity (RNE) (Section
3) to construct such a coarse-level representation.
First, we employ Named Entity Recognition (NER),
a task to identify the spans of text that constitute
proper nouns in a sentence and classify each iden-
tified span into one of the NE types (i.e., subscript
in the prefix) as shown in NER Result. Second, we
replace each occurrence of a NE with its classified
type within a sentence to generate the coarse-level
representation (i.e., Transformed). We argue that the
coarse-level representation closely resembles how
humans will judge the Original sentence’s accept-
ability. Therefore, it should be used as an input to
train and test LMs. Our contributions are summa-
rized as follows:

* We provide evidence that a popular probability-
based acceptability evaluation metric SLOR
has limitations since it is based on the lexical
frequency of words in the training corpus.

* We demonstrate that the original sentence is
not the best representation for training LM and
propose RNE, a data transformation strategy to
transform the sentences to a coarse-level repre-
sentation.

* We present empirical evidence from our exper-
iments that SLOR and other probability-based
acceptability metrics correlate better with hu-
man judgment when LMs are trained on data
processed with RNE.

To the best of our knowledge, ours is the first suc-
cessful attempt to use NEs to find a coarse-level rep-
resentation of a sentence that better resembles how
humans evaluate acceptability to improve the corre-
lation between existing automatic acceptability met-
rics and human acceptability judgment. In this pa-
per, our target language is English. However, we
believe the ideas and methods apply to other lan-
guages. Additionally, our proposed data transfor-
mation strategy is independent of both LM and the
metric used to measure the acceptability.
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2 The Problem
2.1 Problem Definition

Formally, a sentence S comprises of n words wy,
wa, W3, .. Wy,. Each word w; occurs with lexical fre-
quency (count) f; in the training corpus. The goal
here is to find the acceptability y € R of the sen-
tence S.

2.2 Background

One might suggest treating the likelihood (probabil-
ity) of a sentence .S as its measure of acceptability,
with 1 indicating completely acceptable and 0 means
unacceptable sentence. Although, the idea seems
enticing but will be an incorrect usage of the val-
ues in a probability distribution. The probability of
a sentence, S, from an LM is the probability that
a randomly selected sentence will be S and not a
measure of its acceptability. Based on this observa-
tion, Lau et al. (2017) proposed several sentence and
word level metrics to augment the probabilistic LM
with an acceptability measure.

Among all proposed metrics, syntactic log odds
ratio (SLOR) in Equation 1 has shown a good cor-
relation with human acceptability judgment. SLOR
is a function that normalizes the sentence probabil-
ity and believed to eliminate the confounding fac-
tors of sentence length by dividing with the sentence
length, i.e., S| and lexical frequency by subtracting
the unigram probability of words comprising S. In
Equation 1, p,, (S) refers to the sentence probability
of .S, i.e., a product of probabilities assigned to each
n-gram by the LM. p,,(.S) is the unigram probability
for sentence S, i.e., a product of the unigram proba-
bilities of the words comprised in the sentence.

o logpm(S) - logpu(S)

SLOR(S) = 5] ey

Against the expectation, we have observed that is-
sues related to lexical frequency still persist in the
formulation of SLOR. Essentially words lexical fre-
quency in the training corpus can severely impact
both sentence probability p,,(S) and unigram prob-
ability p,(.S), and therefore impairing the usage of
SLOR for acceptability prediction.

To understand the impact of lexical frequency on
SLOR, let’s refer to three sentences, i.e., sl, s2, s3

Index Sentence

sl He is a citizen of France.
s2  He s a citizen of Tuvalu.
s3  He s a citizen of Kiribati.

Table 2: Three sentences of equal length and equally ac-
ceptable

in Table 2 with words France, Tuvalu, and Kiribati,
referring to the names of three nations respectively.
For our convenience, we will override the notation of
pu(w) to refer to the unigram probability of the word
w. To explain the issue, we have made two assump-
tions; first, let’s assume that France occurs often and
Tuvalu is a rare word in the training corpus. Second,
let’s assume the word ‘Kiribati’ never appears in the
training corpus and is an out-of-vocabulary (OOV)
word for the LM.

2.3 Unigram Probability

Based on our assumption about the frequencies of
the word ‘France’ and ‘Tuvalu’, it will be safe to
expect unigram probability p,, (France) to be higher
than p, (Tuvalu). In practice, to avoid the problem
of 0 unigram probabilities with OOV words (‘Kiri-
bati’), it is common to replace them with UNK to-
kens in both training and test corpus and add UNK
to the vocabulary. This will assign a tiny non zero
unigram probability and therefore p,, (Kiribati) ~ 0.
This tiny unigram probability for ‘Kiribati’ at first
appears to do no harm, but voids the sole purpose of
using unigram probabilities to counteract the higher
sentence probability p,,(s1) and p,,(s2) in SLOR
as we will show in the next section.

2.4 Sentence Probability

Now let us consider the sentence probability p,,
from a 3-gram LM. Sentence probability is prod-
uct of individual n-gram probabilities as described
in Equation 2. Notice that all three sentences, sl,
s2, and s3, in Table2 have a common prefix phrase
‘He is a citizen of’ and differ only on the last
word i.e., ‘France’, ‘Tuvalu’ and ‘Kiribati’. The
3-gram LM will assign equal probabilities to all 3-
grams (p(a | He, is), p(citizen | is, a), p(of |
a, citizen)) within common prefix. Furthermore,
based on our first assumption about words ‘France’
(i.e., high frequency) and ‘Tuvalu’ (i.e., rare) in
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the training corpus we should expect 3-gram prob-
ability p(F'rance | citizen, of) to be higher than
p(Tuwvalu | citizen, of).

n

pm (5) = pm (wl) = Hp(wt | w2, w—1) (2)
t=1

2.5 Incompetence of SLOR

In the ideal world, py,(sl) should be equal to
Pm(52) since both are equally acceptable sentences.
However, due to the above two observed outcomes,
first, equal 3-gram probabilities for the common pre-
fix on both s1 and s2; second, a higher 3-gram prob-
ability for the word ‘France’ will result in p,,(s1)
higher than p,, (s2). This observation motivated Lau
et al. (2017) to propose SLOR, where they coun-
teracted this behavior by subtracting the unigram
probabilities from sentence probabilities to get sim-
ilar acceptability scores for equally acceptable sen-
tences.

However, subtracting unigram probabilities does
not solve problems for all different cases. Why?
Recall in section 2.3, we discovered that for an
OOV word ‘Kiribati’ unigram probability is tiny,
i.e. py(Kiribati) ~ 0. This tiny unigram prob-
ability for s3 will result in significantly different
SLOR score for s3, therefore evaluating it as more
acceptable sentence compared to sl and s2. Hence
SLOR(sl) ~ SLOR(s2) # SLOR(s3) which
is undesirable because the word choice (‘France’,
“Tuvalu’ or ‘Kiribati’) should not lead to a different
measure of acceptability.

3 Proposed Method

This observation that the lexical frequency of a word
should not lead to a different measure of accept-
ability led us to think about how humans judge the
acceptability of a sentence. We assert that human
judgment of acceptability is only slightly influenced
by word choice and is highly influenced by sentence
structure.

Let us take an example from Table 3 to measure
the acceptability of sentences sl and s2. sl and s2
are two original sentences with similar lengths and
are equally acceptable. s3 and s4 represent sentences
s1 and s2 with all identified NE spans and classified

Index Sentence

sl Apple is set to hold its first event of the year on Tuesday.

s2  NEC is set to hold its second event of 2022 on Wednesday.

s3  [org Apple] is set to hold its [orpiNaL first] event of [parg the
year] on [parg Tuesday].

s4  [org NEC] is set to hold its [orpinaL Second] event of [pare
2022] on [pare Wednesday].

s5  ORG is set to hold its ORDINAL event of DATE on DATE.

Table 3: Example sentences to explain the motivation and
our proposed preprocessing data transformation strategy.

type as a subscript in prefix. s5 is the final trans-
formed sentence (coarse-level representation) after
replacing all identified NEs with the classified type
for s1 and s2.

In Table 3 notice that sentences s1 and s2 are very
similar in structure with few variations in the word
choice, i.e. ‘Apple’ vs ‘NEC’, ‘first’ vs ‘second’,
‘the year’ vs 2022’ and ‘Tuesday’ vs ‘Wednesday’.
Nonetheless, when it comes to a human judgment
of acceptability for s1 and s2, one would rate both
the sentences equally irrespective of different word
type choices in a sentence. We argue that neither
word choice nor lexical frequency should influence
sentence acceptability. Therefore it does not mat-
ter if the word in the sentence is ‘Apple’ or ‘NEC’;
instead, the critical information is the fact that both
the words refer to a single NE type, i.e., ORGANI-
ZATION (ORG). Broadly we can think of any other
ORG NE such as ‘Microsoft’, ‘United Nations’ etc,
and it should not affect the measure of acceptability
for the sentence. Similarly, the lexical frequency of
phrases ‘first’ over ‘second’, ‘the year’ over ‘2022’,
and ‘“Tuesday’ over “Wednesday’ is less critical than
phrases referring to NE type ORDINAL, DATE, and
DATE, respectively.

In a nutshell, to humans, the sentence’s broad
structure and transitions between POS (Lapata and
Barzilay, 2005) are more critical than the lexical
frequency of the words to determine the accept-
ability. Based on this motivation, if we were to
replace phrases with their corresponding NE type,
we can transform original (granular-level represen-
tation) sentences sl and s2 to a standard (coarse-
level representation) sentence s5. This transforma-
tion should help LMs overcome the issue of word
choice and their lexical frequencies to influence sen-
tences’ measure of acceptability. If coarse-level rep-
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resentation is helpful, why not replace the complete
sentence with the corresponding POS instead of only
replacing proper nouns? The reason is that replacing
proper nouns with their NE Type generates an ad-
vantageous representation. On the one hand, it ab-
stracts away details that are not critical for determin-
ing acceptability; on the other hand, it retains orig-
inal words and sentence structure that highly influ-
ence acceptability i.e., rest of the POS classes (verb,
adjective, adverb, preposition, conjunction, and in-
terjection). Now we propose our two-step (Step I
and Step II) solution Replace Named Entities (RNE)
for data transformation.

3.1 Step I: Named Entity Identification

First, we segmented a sentence into words using
spacy’s (Honnibal and Montani, 2017) NLP English
word segmenter. After completing the segmentation
process, we scan the segmented sentence sequen-
tially to find the consecutive words that constitute
a NE. We used spacy’s statistical entity recognition
system with a default trained pipeline to assign one
out of eighteen types (e.g., companies, locations, or-
ganizations, and products.) to an identified NE.

3.2 Step II: Replacing words with Named
Entity Types

After identifying both NEs and their respective types
over segmented input sentences, we then start the
replacement process. In this step, we replace one
or more consecutive words in a sentence previously
identified as a NE in step I with its corresponding
identified NE type both for training and test corpus.

3.3 Complete Pipeline

After transforming all the sentences in the training
and test corpus with RNE, we train n-gram LM over
the transformed training corpus. Such a sentence
transformation (both independent of LM and the ac-
ceptability metric) will provide a coarse-level rep-
resentation of a sentence to help LM focus on the
transitions of POS without worrying about the words
chosen for NEs. Furthermore, we believe this will
enable a LM to generalize better into new domains
with different vocabulary. Moreover, this abstract
representation of a sentence will help all probability-
based metrics, including SLOR as shown in section
5.

Description Size Avg. Words Avg. NE’s Avg. UNK’s
BNC 5250 17.81 1.07 0.96
ENWIKI 2500 17.21 2.07 0.23
ADGER 300 7.30 0.53 0.04
ADGER-FILTERED 133 8.02 0.68 0.00

Table 4: Details of the test corpus. Description and Size
represents name of dataset and total number of sentences
in the dataset. Followed by average number of words,
NEs, and UNK tokens per sentence respectively

4 Experiment Setup

4.1 Dataset

We adopt the BNC corpus (BNC Consortium, 2007)
that comprises 6.07M sentences for training LM.
Moreover, to show the effectiveness of our proposed
data transformation strategy, i.e., RNE, we evaluated
the trained LMs on sentences that exhibited varying
degrees of acceptability. Based on previous work of
(Lau et al., 2017), we evaluated LMs on four English
language datasets (BNC, ENWIKI, ADGER, and
ADGER-FILTERED) within the Statistical Model
of Grammaticality (SMOG) (The Center for Lin-
guistic Theory and Studies in Probability, 2015) test
corpus. Table 4 shares the detailed statistics on test
datasets. Each sentence in the test dataset is asso-
ciated with a human judgement of acceptability for
further details on collection of the human ratings re-
fer to Appendix A.1.

4.2 Baselines

We first preprocessed the training corpus following
Standard Preprocess (SP) protocol as described in
(Lau et al., 2017). SP comprises of three steps,
first is to segment the sentences, second, filter out
sentences with fewer then threshold (seven) words,
third, replace rare words (i.e. with frequency less
than threshold of four) with an unknown (UNK) to-
ken.

4.3 Language Models

We trained three n-gram i.e., 2-gram, 3-gram, and
4-gram LMs on BNC corpus though preprocessed
differently for baseline (only SP with a vocabulary
of 104,950) and our proposed work (i.e., SP + RNE
with a vocabulary of 100,688). Each LM (for both
SP and SP + RNE) was trained with Kneser-Key
(Kneser and Ney, 1995) smoothing method.
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Figure 1: Percentage (Y axis in log scaled) of eighteen NE types (X axis) per sentence across four test datasets BNC,
ENWIKI, ADGER and ADGER_FILTERED. Graph is sorted by the percentage of NE type on ADGER_FILTERED

Dataset.

4.4 Metrics

To compare our results with previous work of Lau et
al. (2017) we used pearson correlation between hu-
man judgement of acceptability and different prob-
ability scores (LogProb, Mean LP, Norm LP (DIV),
Norm LP (SUB), SLOR) predicted to evaluate the
performance of LMs. Due to the space limitation,
we have only included the formula for SLOR in Sec-
tion 2 for the formulation of rest of the metrics; refer
to Appendix A.2.

Pearson Correlation We evaluated the performance
of the LMs capability to predict the acceptability
(X) by calculating it’s pearson correlation with hu-
man judgement of acceptability (Y). In Equation 3
cov is the covariance. ox and oy is the standard
deviation of X and Y respectively.

pPXy = ———— (3)

5 Results and Discussion

We now discuss the experimental results, findings
and their implications on acceptability evaluation.

Performance Comparison: Table 5, 6, 7, and
8 shows the performance on BNC, ENWIKI,
ADGER, and ADGER _FILTERED test datasets re-
spectively. As the test datasets were already pro-
cessed via SP, we only preprocessed test datasets
with RNE to evaluate LMs trained via SP + RNE.
We observed that LMs trained via SP + RNE have
a higher or equal correlation with human judgments
on all the measures for BNC, ENWIKI, and ADGER
test datasets compared to LMs trained only via SP.
The only exception is 2-gram LM for the BNC test

2-Gram 3-Gram 4-Gram
Measure
SP SP+RNE SP SP+RNE SP SP+RNE

LogProb 0.33 0.35 0.40 0.50 0.42 0.65
Mean LP 0.46 0.36 0.52 0.55 0.55 0.67
Norm LP (Div) 0.53 0.43 0.57 0.62 0.60 0.73
Norm LP (Sub) 0.23 0.13 0.29 0.30 0.33 0.44
SLOR 053 044 0.55 0.61 0.57 0.69

Table 5: Pearson’s r of acceptability measure and mean
sentence rating for BNC. For BNC all the metrics are
multiplied by factor of 10.

2-Gram 3-Gram 4-Gram
Measure
SP SP+RNE SP SP+RNE SP SP+RNE

LogProb 0.22 028 0.24 0.32 0.24 0.33
Mean LP 0.14 0.22 0.19 0.28 0.20 0.30
Norm LP (Div) 0.19 0.27 0.24 0.33 0.25 0.35
Norm LP (Sub) 0.01 0.01 0.07 0.07 0.08 0.10
SLOR 0.20 0.27 0.24 0.33 0.24 0.34

Table 6: Pearson’s r of acceptability measure and mean
sentence rating for ENWIKI

2-Gram 3-Gram 4-Gram
Measure
SP SP+RNE SP SP+RNE SP SP+RNE

LogProb 0.06 0.07 0.07 0.08 0.08 0.08
Mean LP 0.07 0.07 0.09 0.09 0.09 0.10
Norm LP (Div) 0.11  0.11  0.13 0.13 0.13 0.14
Norm LP (Sub) 0.09 0.10 0.12 0.12 0.12 0.12
SLOR 0.12 0.12 0.14 0.14 0.14 0.14

Table 7: Pearson’s r of acceptability measure and mean
sentence rating for ADGER
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2-Gram 3-Gram 4-Gram
Measure
SP SP+RNE SP SP+RNE SP SP+RNE

LogProb 0.30 0.31 0.32 0.33 0.33 0.35
Mean LP 0.23 0.22 0.25 0.26 0.26 0.28
Norm LP (Div) 0.32 0.30 0.35 0.34 0.36 0.36
Norm LP (Sub) 0.16 0.10 0.20 0.15 0.23 0.18
SLOR 0.34 0.30 0.36 0.33 0.36 0.34

Table 8: Pearson’s r of acceptability measure and mean
sentence rating for ADGER FILTERED

dataset. Furthermore, we got mixed improvement
results on the ADGER_FILTERED dataset.

Quantitatively we observed an improvement in
the range of 3% (LogProb) to 52% (LogProb) for
2-gram and 4-gram LM, respectively. For EN-
WIKI, we observed an improvement in the range of
2% (Norm LP Sub) to 50% (Mean LP) for the 2-
gram LM. For ADGER, we observed an improve-
ment in the range of 1% (SLOR) to 13% (Mean
LP) for 3-gram and 2-gram LM, respectively. For
ADGER FILTERED, we observed an improvement
of 2% (Norm LP Div) to 11% (Log Prob) for 4-gram
LM.

RNE’s impact on probability metrics other than
SLOR: We verified our hypothesis that neither word
choice nor lexical frequency for NEs is critical in de-
termining the acceptability of the sentence as we saw
consistent improvement in correlation for all proba-
bility related measures in addition to SLOR.

Impact of NE count on correlation: We inves-
tigated the impact of NE count on the correla-
tion improvement. All four test datasets exhib-
ited different sentence characteristics. On the one
hand, BNC and ENWIKI comprised 1.07 and 2.07
NEs per sentence; on the other hand, ADGER and
ADGER _FILTERED only comprised 0.53 and 0.68
NEs per sentence. In other words, only half of the
sentences in the test corpus have one NE. This obser-
vation indicates that the higher the number of NEs in
the sentence bigger the improvement in correlation
with human acceptability judgment. E.g., ENWIKI
enjoyed the maximum number of NEs (2.07) per
sentence, resulting in the maximum gain (50% for
Mean LP) in correlation. The above result is aligned
with our hypothesis since the higher the number of
NEs in a sentence, the more abstract the sentence

representation, resulting in less dependency on word
choice and their lexical frequencies for acceptability
evaluation.

Impact of NE Type on Performance: Fig. 1
shows the distribution of different NE types across
four test datasets. BNC and ENWIKI displayed
different sentence characteristics from ADGER and
ADGER _FILTERED. Y-axis (log scaled) is the per-
centage of NE types over all NE count from the
dataset for eighteen NE types (X-axis) across four
test datasets. We observed that NE type PERSON
was the most prominent, i.e., = 80% for ADGER
and ADGER_FILTERED vs. = 20% for BNC
and ENWIKI. Furthermore, not a single sentence
in ADGER and ADGER _FILTERED possessed the
following eleven NE types starting from QUAN-
TITY, to EVENT, WORK_OF_ART as shown in Fig.
1 leading to different performance across four test
datasets.

6 Qualitative Analysis

To give an intuition for our proposed methodology,
we present one example, sentence s.157, from the
ENWIKI test dataset in Table 9. With the full range
of values, we apply a Z-score transformation to each
of the values in Y (acceptability score) by subtract-
ing the mean of Y from each of the values and divid-
ing them by the standard deviation of Y. We applied
the Z-score transformation on human acceptability
ratings for the original sentence. Furthermore, for
sentences preprocessed via SP and SP + RNE, we
applied the Z-score to the SLOR scores predicted
from 4-gram LM.

In the first sentence, there exist three NEs ‘Myrtle
Beach’, ‘Coast RTA’, and ‘Pee Dee Regional Trans-
portation Authority’. SP + RNE replaces NE ‘Myr-
tle Beach’ with GPE, and ‘Coast RTA’, ‘Pee Dee
Regional Transportation Authority’ with ORG. Con-
sequently generating a coarse representation of the
sentence, allowing LM to focus on the POS transi-
tion rather than being swamped by the long-phrase
corresponding to NEs. Z-score of 1.025 from LM
trained via SP + RNE is comparable to 1.033 for
human ratings (with + sign signifying acceptable
sentence), unlike the Z-score of -1.070 from LM
trained on SP (with - sign signifying unacceptable
sentence), which further supports our above claim.
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Preprocessing Sentence Z-score

- (Original) Myrtle Beach is served by the Coast RTA and the Pee Dee Regional Trans-  1.033
portation Authority .

SP myrtle beach is served by the coast UNK and the pee dee regional trans- -1.070
portation authority .

SP + RNE (Our’s)  GPE is served by ORG and ORG . 1.025

Table 9: Sentence s.157 from ENWIKI dataset with unprocessed, standard and NE replacement preprocessing meth-
ods and it’s corresponding Z-score. UP, SP and RNE corresponds to UnProcessed, Standard Preprossed, and our’s
proposed NE Replaced data preprocessing methodologies. UNK (i.e., Unknown) corresponds to word ‘RTA’ as OOV

word.

7 Related Work

A series of recent successes of LMs on several NLP
tasks have raised the critical question of automatic
acceptability tests. Although, there have been sev-
eral studies to access the acceptability automatically.
However, there has not been enough effort to evalu-
ate the impact of sentence representation’s on differ-
ent levels (i.e., granular vs. coarse) on acceptability.

Wan et al. (2005) was the first work to evalu-
ate sentence acceptability independent of the source
content. The authors suggested using grammatical
judgments of a parser to assess the sentence accept-
ability. The motivation behind the idea was that if
the parser is trained on the appropriate corpus, the
poor performance of the parser on one sentence rel-
ative to the other sentence will suggest the presence
of ungrammaticality and unacceptability. (Mutton et
al., 2007) later extended the idea by training the ma-
chine learners on top of several parser outputs and
showing its correlation with the human judgment of
acceptability test. Unlike this line of work, we do
not rely on the grammatical assessments from the
parser but instead rely on the probabilities assigned
by the LM for acceptability test.

Lau et al. (2017) proposed the first work to hold
a probabilistic view on linguistic knowledge. They
proposed and experimented on a comprehensive list
of different probability-based metrics at the sentence
level and word level. Taking this work forward
(Kann et al., 2018) further introduced WPSLOR, a
WordPiece-based version of SLOR, to reduce the
LM size. Complementary to this work of explor-
ing different probability-based metrics, we focused
on varying levels of sentence representation (gran-
ular vs. coarse). Furthermore, we demonstrate that
our data transformation strategy can lead to an ad-

ditional gain in PCC measure between the metrics
proposed by (Lau et al., 2017) and human accept-
ability judgments.

Motivated by centering theory (Grosz et al.,
1995), Lapata and Barzilay (2005) argue that pat-
terns of local entity transitions specify how the fo-
cus of discourse changes from sentence to sentence.
To expose the entity transition patterns of readable
texts, they represented a text by an entity grid and
showed coherent texts exhibits certain regularities
reflected in the topology of grid columns (i.e., dis-
course entities). This work inspires our idea to
use NEs transition, but with few differences. First,
our job is to evaluate the acceptability at the intra-
sentence level, whereas their goal was to assess the
coherence at the inter-sentence level. Second, they
created a new representation of the input text in the
form of the grid and trained ML learners on top of
the grid to evaluate the coherence. However, we re-
placed the entities with their respective class in the
sentence, used this coarse abstract representation,
and relied on the LM to learn the acceptability mea-
sure from sentence structure.

Brown et al. (1992) presented a statistical al-
gorithm for assigning words to classes (clusters)
based on their frequency of co-occurrence with other
words. Their method extracted classes with syn-
tactic or semantic-based groupings of words and
later proposed class-based n-gram LMs. Though our
work is a specific instance of their approach, it an-
swers two crucial questions for sentence transfor-
mation required for acceptability evaluation. First,
which type of words to replace? Second, what
should a word be replaced with? As we explained
in section 2 only replacing proper nouns with NE
Types generates required coarse-level representation
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without affecting the acceptability evaluation of the
sentence. E.g., in the sentence “He sees the world
from his eyes” randomly replacing the word ‘eyes’
with the other word ‘mouth’ from the same class or
logical class name ‘body parts’ will drastically im-
pact the acceptability measure of the sentence.

Pitler and Nenkova (2008) combined lexical, syn-
tactic, and discourse features to produce a model
to predict the human reader’s judgments of text ac-
ceptability. They presented that discourse relations
are strongly associated with the perceived quality
of a text. Similarly, Vadlapudi and Katragadda
(2010) proposed surface features like n-gram proba-
bilities, 3-gram based class n-grams, hybrid model
using both n-gram and class model on the POS-
tag sequences and POS-chunk-tag sequences. They
showed that their proposed models, especially the
hybrid approach on the POS-chunk-tag sequence,
can highly correlate with the human judgment of ac-
ceptability. Unlike this line of work, we kept the
focus on NEs and proposed a data transformation
methodology independent of both the LM and the
metric used to measure the correlation with human
acceptability judgment.

8 Conclusion

Several probability metrics have been proposed to
conduct the reference less acceptability evaluation
of a sentence automatically. SLOR in particular, has
gained popularity given it removes the impact from
the confounding factors of noise like sentence length
and lexical frequency. We assert that the issues re-
lated to word choice and its lexical frequency persist
for SLOR. We proposed a data preprocessing strat-
egy motivated by humans who evaluate the sentence
based on sentence structure and transitions between
POS at a coarser sentence representation. RNE, our
proposed method, identifies all NEs in a sentence
and replaces it with the classified type of NE. Based
on the results of the experiments, we found a correla-
tion between NEs count in a sentence and improve-
ment in LMs acceptability score. We observed an
improvement (up to 52%) or equal performance for
three (i.e., BNC, ENWIKI, and ADGER) out of four
English datasets. In this work, we only focused on
one class of POS, i.e., NE. In the future, we would
like to find an optimal dynamic representation of a

sentence based on its content to help LM predict ac-
ceptability scores better.
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A Metrics
A.1 Test Dataset Details

Humans annotated SMOG on three modes of pre-
sentation. (a) binary (MOP2), where annotators
choose between two options: unacceptable and ac-
ceptable (b) four-category (MOP4), where annota-
tors choose between four options: highly unaccept-
able, somewhat unacceptable, somewhat acceptable,
and highly acceptable. (c) a sliding scale (MOP100)
with two extremes, highly unacceptable and highly
acceptable.

BNC test corpus comprised of 500 random sen-
tences (in English) from the BNC training corpus
with a length of 8-25 words. These 500 sentences
were machine-translated (using Google Translate) to
four target languages, i.e., Norwegian, Spanish, Chi-
nese, and Japanese, and then back to English. This
led to 2500 sentences, i.e. 500 en original and 500
each from back translation of original en to four tar-
get languages i.e, es, no, zh, ja and then back to
en. BNC test corpus comprised 5250 annotated sen-
tences, 2500 on MOP2, 2500 on MOP4, and 250

(10% randomly selected from 2500) on MOP100.
To keep the training and test corpus distinct, we
removed 500 English test sentences from the BNC
training corpus.

Furthermore, SMOG comprised of linguistic sen-
tences adopted from (Adger, 2003)’s syntax text-
book. Lau et al. (2017) selected 100 random sen-
tences from (Adger, 2003) where half of them were
good (grammatical on author’s judgment), and half
of them starred (ungrammatical on author’s judg-
ment). To focus on syntactic violations, authors cre-
ated another dataset, ADGER-FILTERED, after fil-
tering out all sentences from (Adger, 2003) that were
semantically or pragmatically anomalous. So that
the left sentences only consisted of sentences that
are either syntactic well-formed or syntactic viola-
tions.

A.2 Sentence Level Metrics Formulations

Log Probability In Equation 4 LogProb relates to
the log of the sentence probability assigned by the
LM.

LogProb = log p,,(5) 4)

Mean Log Probability In Equation 5 Mean LP re-
lates to mean (i.e. average) log of the sentence prob-
ability. Which is calculated by dividing the log of
the sentence probability with the length of the sen-

tence. | ()
08 Pm

S| )
Normalized Log Probability Division In Equation
6 Norm LP (Div) relates to the normalized log prob-
ability which is calculated by diving the log of sen-
tence probability with log of the sentence unigram
probability.

Mean LP =

_log pm(S)

log py(S)
Normalized Log Probability Subtraction In Equa-
tion 7 Norm LP (Sub) relates to the normalized log
probability which is calculated by subtracting the
log of the sentence probability with log of sentence
unigram probability. Which is also same as log of
the division of the sentence probability with the sen-
tence unigram probability.

Norm LP ( Sub ) = log p,(S) — log p.(S)

pm(S)
pu(S)

Norm LP (Div) = (6)

(M

= log
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Abstract

Text classification, which determines the genre
of a document based on cues such as the co-
occurrence of words and their frequency of
occurrence, has been studied in various
approaches to date. Conventional text
classification methods using graph-structured
data express relationships between words and
between words and documents in the form of
weights of edges between each node. Then, the
graph is input to a graph neural network for
learning. However, conventional methods do not
represent the relationship between documents on
the graph, and thus cannot directly consider the
relationship between documents. Therefore, we
propose a text classification method using the
graph considers the relationships among
documents. This method directly expresses the
relationship between documents by adding the
similarity of documents as weights of edges
between document nodes to the graph of the
conventional method. The constructed graph is
then input to a graph convolutional neural
network  for learning. We  conducted
experiments using five English corpus (20NG,
R52, R8, Ohsumed, and MR) to evaluate
proposed method. The results show that the
proposed method improves accuracy compared
to the conventional method and that the use of
relationships among document nodes is effective.
Experimental results also show that the proposed
method is particularly effective on datasets with
relatively long documents.

1 Introduction

Text classification is the task of estimating an
appropriate label for a given document from a set of
predefined labels. This task is one of the

Minoru Sasaki
Graduate School of Sci. and Eng., Ibaraki
Univ./ 4-12-1 Nakanarisawacho, Hitachi City,
Ibaraki Prefecture, 316-8511, Japan

minoru.sasaki.0l@vc.ibaraki.ac
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fundamental problems in natural language
processing. This technique has been applied in the
real world to automate the task of document
classification by humans. Many researchers are
interested in developing applications that leverage
text classification methods such as Junk mail
classification, topic labeling and sentiment analysis.

In the past few years, convolutional neural
networks that can take advantage of graph structural
information have been used in solving text
classification problems. TextGCN (Yao etal., 2019)
is one of the examples of graph-based text
classification methods. In TextGCN, word nodes
and document nodes are represented on the same
graph, which is input to GCN for learning. VGCN-
BERT (Lu et al., 2020) trained by constructing a
graph based on word co-occurrence information and
word embedding representation of BERT and
inputting the graph to GCN. RoBERTaGCN
(Yuxiao et al., 2021) is a text classification method
that combines the benefits of GCN's transductive
learning with the knowledge gained from BERT's
large-scale prior learning using large amounts of
unlabeled data. This method boasts the best
performance among existing methods for text
classification with four datasets: 20NG, RS,
Ohsumed, and MR. The graphs in these text
classification methods use word-to-word and word-
to-document relationships. However, conventional
graph-based text classification methods do not use
the relationship between documents. Therefore, we
thought that accuracy could be improved by using
the relationship between documents.

In this study, we aimed to solve the problem of
Conventional graph-based text classification
methods described above paragraph by adding
relations between documents to the edges between
document nodes, and to improve the classification
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performance of RoBERTaGCN. Specifically, we
input each document into the BERT model and
obtain the vector of '[CLS]' token in final hidden
layer. Then, we calculated the cosine similarity of
these '[CLS]' token vectors of each document and
added the cosine similarity that exceeded a
predetermined threshold as a weight between
document nodes. Then, we can create an effective
graph structure that considers the relation between
document nodes to improve the accuracy in each
dataset of ROBERTaGCN. In addition, we consider
that topic drift is less likely to occur because
document information can be propagated without
going through word nodes.

2 Related Work

Graph neural networks (Scarselli et al., 2008) are
neural networks that learn relationships between
graph nodes via the edges that connect them. There
are several types of GNNs. The graph convolutional
networks (Kipf and Welling, 2016a) takes a graph
as input and learns the relationship between the
nodes of interest and their neighbors through
convolutional computation using weights assigned
to the edges between the nodes. The graph
autoencoder (Kipf and Welling., 2016b) is the
autoencoder that extracts important features by
dimensionally collapsing the input data. In Graph
Attention Network (Velickovi et al., 2017), the
weights of edges between nodes and the coefficients
representing the importance of neighboring nodes
are used to extract important features. GNNs have
been used in a wide range of tasks in the field of
machine learning, such as relation extraction, text
generation, machine translation and question
answering. In the field of machine learning, GNNs
have been used in a wide range of tasks and have
demonstrated high performance. The success of
GNNss in these wide range of tasks has motivated us
to study text classification methods using GNNSs. In
TextGCN (Yao et al., 2019), document nodes and
word nodes are represented on the same graph
(heterogeneous graph), which is input to the GCN
for training. Recently, there has been a lot of
research on text classification methods that combine
large scale pre-training models such as BERT with
GNNs. VGCN-BERT (Lu et al., 2020) trained by
constructing a graph based on word co-occurrence
information and word embedding representation of
BERT and inputting the graph to GCN. In BertGCN

(Yuxiao et al., 2021), the heterogeneous graph of
words and documents is constructed based on word
co-occurrence information and BERT's document
embedding representation, and the graph is input to
GCN for learning. A detailed description of
BertGCN is given in the next chapter.

3 RoBERTaGCN

BertGCN is a text classification method that
combines the transductive learning of GCN with the
knowledge gained from large-scale pre-training
using large amounts of unlabeled data in BERT.
BertGCN is trained by inputting each document into
BERT, extracting document vectors from its output,
and inputting them into GCN as initial
representations of document nodes along with
heterogeneous graphs of documents and words.
BertGCN has now achieved state-of-the-art in the
text classification task.

In BertGCN, the weights between nodes on a
heterogeneous graph of words and documents are
defined as shown in Equation (1) below. PPMI is
used as the weights between word nodes, and TF-
IDF is used as the weights between word and
document nodes. As shown in equation (1),
BertGCN does not express the relations between
document nodes as the form of edge weights
between nodes.

PPMI(i,j), UJjarewordsandi# j
Ayj= TF — IDF(i,j), tis documeizt:j is word 1)
1’ L= ]
0, otherwise

Yuxiao Lin et al. distinguish the names of the
training models depending on the type of GNN and
the pre-trained models of BERT. The names of the
models are listed in Table 1. In this study, we
targeted ROBERTaGCN for improvement.

Pre-Trained Model | GNN | Name of Model
bert-base GCN | BertGCN
roberta-base GCN | RoBERTaGCN
bert-base GAT | BertGAT
roberta-base GAT | RoBERTaGAT

Table 1. Names of the Models

4 Method

First, we construct a heterogeneous graph of words
and documents using each document. Next, we
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input the graph information (weight matrix and
initial node feature matrix) to BERT and GCN and
obtain each prediction. Finally, we calculate the
linear interpolation of each prediction and adopt the
result as the final prediction.

4.1

First, we build a heterogeneous graph containing
word nodes and document nodes. The weights of the
edges between nodes i and j are defined as in
Equation (2).

Build Heterogeneous Graph

COS_SIM(i,j), i,jaredocumentsandi # j

PPMI(i,j), i,j are words and i # j
A;; =13 TF —IDF(i,j), iisdocument,jisword (2)
1, i=j
k 0, otherwise

In RoOBERTaGCN, as shown in Equation (1), the
relation between words and the relation between
words and documents were considered as the form
of edge weights between nodes, but the relation
between documents was not considered. Therefore,
we improved RoBERTaGCN to consider the
relation between documents by expressing the
relation between documents as the form of edge
weights between document nodes. COS_SIM(i, )
in equation (2) is the weight of the edge between
document nodes and represents the cosine similarity.
Specifically, we added the weights of the edges
between document nodes by following the steps I to
I below.

1. tokenize each document

Each document is tokenized by the BertTokenizer
and converted into a sequence of tokens that can be
input to BERT. If the number of words in a
document exceeds the BERT input limit of 512,
including special tokens, 510 words were extracted
from the front of the document and used.

II. obtain the CLS vector

Each tokenized document is entered into BERT
to obtain the CLS vector at its final hidden layer,
which is a vector reflecting the features of the entire
document.

III. calculate and add cosine similarity

Calculate the cosine similarity between the CLS
vectors of each acquired document. If the obtained
cosine similarity exceeds a predetermined threshold,

the cosine similarity is added as the weight of the
edge between the corresponding document nodes.

We used positive mutual information (PPMI) for
weight of the edges between word nodes. We used
TF-IDF for weight of the edges between word nodes
and document nodes. The process from the second
section onward is in accordance  with
RoBERTaGCN.

4.2 Creating the Initial Node Feature Matrix

The next step is to create the initial node feature
matrix to be input to the GCN. We use BERT to
obtain document embedding representations and
treat them as input representations of document
nodes. The embedding representation X;,. of a
document node is represented by X, € RMdocXd
using the number of documents ng4,. and the
number of embedding dimensions d. In general, the
initial node feature matrix is given by the following
equation (3).

e (%)

A ®)

(MgoctNwora)*xd

4.3

The weights of the edges between nodes and the
initial node feature matrix shown in equations (2)
and (3) are input to the GCN for training. The output
feature matrix L) of the i-th layer is calculated by
Equation (4).

Input to GCN and Learning by GCN

L = p(AL(i—l)W(i)) (4)

p is the activation function, 4 is the normalized
adjacency matrix. W' € R%-1%%i is the weight
matrix at layer i, L(®) is X, which is the input feature
matrix of the model. The output of the GCN is
treated as the final representation of the document
nodes, and its output is input to the softmax function
for classification. The prediction by the output of
GCN is given by equation (5). g represents the
GCN model.

Zeen = softmax(g(X,A)) (5)

Interpolation of Predictions with BERT
and GCN

4.4

We optimize the GCN with an auxiliary classifier
that directly handles the BERT embedded
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Dataset Number of Documents  Average of Words  Training Data  Test Data
20NG 18846 206.4 11314 7532
R8 7674 65.7 5485 2189
R52 9100 69.8 6532 2568
Ohsumed 7400 129.1 3357 4043
MR 10662 203 7108 3554

Table2. Information of Each Data Set

representation for faster convergence and better
performance. Specifically, we create an auxiliary
classifier with BERT by feeding the document
embedding representation X and the weight matrix
W directly into the softmax function. The prediction
by the auxiliary classifier is given by the following
equation (6).
Zgerr = Softmax(WX) (6)
Then, a linear interpolation is performed using
Zgcny which prediction from RoBERTaGCN and
Zgprr Which prediction from BERT, and the result
of the linear interpolation is adopted as the final
prediction. The result of linear interpolation is given
by equation (7).
Z =MAgen + (1 — DZpgrr (7)
A controls the trade-off between the two
predictions, meaning that if A = 1, we use the full
RoBERTaGCN model, and if A = 0, we use only
the BERT module. 1 € (0,1), we can balance the
predictions from both models and ROBERTaGCN
model can be more optimized. 4 = 0.7 is the
optimal value of 4, as shown by the experiments of
Yuxiao.

5 Experiments

We evaluated the classification performance of the
proposed method by conducting experiments with
the cosine similarity threshold set between 0.5 and
0.95 to 0.995 in increments of 0.005 and
investigated the optimal cosine similarity threshold
for each data set.

5.1 Dataset

We evaluated the performance of the proposed
method by conducting experiments using the five
data sets shown in Table 2. We used the same data

!https://github.com/ZeroRin/BertGCN/tree/main/data

used in ROBERTaGCN. Each dataset was already
divided into training and test data, which we used as
is.! The number of data for training and test data is
shown in Table 2.

* 20-Newsgroups(20NG)
20NG is a dataset in which each document is
categorized into 20 news categories, and the total
number of documents is 18846. In our experiments,
we used 11314 documents as training data and 7532
documents as test data.

* R§, R52

Both R8 and R52 are subsets of the dataset provided
by Reuters (total number is 21578). R8 has 8
categories and R52 has 52 categories. The total
number of documents in R8 is 7674, and we used
5485 documents as training data and 2189
documents as test data. The total number of
documents in R52 is 9100, and we used 6532
documents as training data and 2568 documents as
test data.

* Ohsumed

This is a dataset of medical literature provided by
the U.S. National Library of Medicine, and total
number of documents is 13929. Every document has
one or more than two related disease categories
from among the 23 disease categories. In the
experiment, we used documents that had only one
relevant disease category, and the number of
documents is 7400. We used 3357 documents as
training data and 4043 documents as test data.

* Movie Review(MR)

This is a dataset of movie reviews and is used for
sentiment classification (negative-positive
classification). The total number of documents was
10662. We used 7108 documents as training data
and 3554 documents as test data.
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GPU

Tesla V100 (SXM2)
/ A100 (SXM2)

Memory

12.69GB (standard)
/ 51.01GB (CPU / GPU(high memory))
/ 35.25GB (TPU(high memory))

Disk

225.89GB (CPU / TPU)
/ 166.83GB (GPU)

Table3. Details of the Specifications of Google Colaboratory Pro+

20NG R8 R52 Ohsumed MR

Text GCN 86.34 97.07 93.56 68.36 76.74
Simplified GCN 88.50 - - 68.50 -

LEAM 81.91 93.31 91.84 58.58 76.95
SWEM 85.16 95.32 92.94 63.12 76.65
TF-IDF+LR 83.19 93.74 86.95 54.66 74.59
LSTM 65.71 93.68 85.54 41.13 75.06
fastText 79.38 96.13 92.81 57.70 75.14
RoBERTaGCN 89.15 98.58 94.08 72.94 88.66
0.5 X 49.47 X 64.73 X

0.95 89.29 98.26 92.83 73.73 88.21
0.955 89.42 98.63 94.08 72.74 88.21
0.96 89.74 98.49 94.16 73.49 88.52
0.965 89.54 98.45 93.15 74.13 88.15
0.97 89.43 98.45 93.77 73.41 88.66
0.975 89.82 98.63 93.57 73.49 89.00
0.98 89.60 98.54 93.96 ' 88.29
0.985 89.64 98.54 92.95 73.46 88.58
0.99 89.76 98.36 93.42 7371 88.55
0.995 89.51 98.81 93.26 ' 88.31

Table4. Result of Experiment

5.2 Experimental Environment

The experiments were conducted using Google
Colaboratory Pro+, an execution environment for
Python and other programming languages provided
by Google. The details of the specifications of
Google Colaboratory Pro+ are shown in Table 3.

We experimented by setting the threshold of
cosine similarity between 0.5 and 0.95 to 0.995 in
increments of 0.005 when adding the cosine
similarity of CLS vectors as the weight of edges
between document nodes. The performance of the
proposed method was evaluated by verifying the
prediction results with test data and obtaining the
percentage of correct answers.

5.3 Result of Experiment

The result of experiment for each threshold of
cosine similarity are shown in Table 4, along with
the correct response rate of the original
RoBERTaGCN.

The items marked as x are experiments could not
be completed due to lack of memory. Items marked
with "-" are those for which the percentage of
correct responses was not indicated in the original
paper. In experiment with Ohsumed, the
experiments with threshold of 0.99 and 0.995, and
threshold of 0.975 and 0.98 had the same number of
edges of the cosine similarity of CLS vectors, so
they are denoted together. It was confirmed that the
proposed method outperformed the original
RoBERTaGCN on all datasets at certain thresholds,
but for R8, R52, and MR, there were only one or
two thresholds where the proposed method
outperformed the original ROBERTaGCN. On the
other hand, 20NG outperformed the original
RoBERTaGCN at all thresholds from 0.95 to 0.995,
and Ohsumed also outperformed the original
RoBERTaGCN at most of the thresholds. Most
notably, the experiment with 20NG of threshold
0.975 outperformed the original ROBERTaGCN by
0.67% and the experiment with Ohsumed of
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Dataset pmi Edge tf-idf Edge cos_sim Edge Average of Cosine Similarity
20NG 22413246 2276720 X 0.838
RS 2841760 323670 29441186 0.846
R52 3574162 407084 41400215 0.840
Ohsumed 6867490 588958 27376155 0.837
MR 1504598 196826 56674250 0.823

Table5. Number of Various Edges Added and the Average of Cosine Similarity

Dataset TOtiiZ%b;;gfnzggﬁ?em Number of cos_sim Edges Added Percentzﬁzé)df Edges
20NG 177576435 753 0.0004240
R8 29441301 175 0.0005944
R52 41400450 28890 0.0697818
Ohsumed 27376300 15 0.0000547
MR 56833791 921 0.0016205

Table 6. Percentage of the Number of Edges Added

threshold 0.965 outperformed the

RoBERTaGCN by 1.19%.

original

6 Discussion

Table 5 shows the number of various edges added
and the average of cosine similarity in each data set.
The item marked as X is the experiment could not
be completed adding weight due to lack of memory.
In the experiment where the threshold was set to 0.5,
the experiment could not be completed due to lack
of memory in the datasets of 20NG, R52, and MR.
Even for R8 and Ohsumed, which were able to
complete the experiment, the classification
performance was much lower than that of the
original ROBERTaGCN. The reason for both is that
the number of edge weights between document
nodes to be added became too large. In all datasets,
the number of edges of cosine similarity is more
than twice as large as the number of PMI edges and
TF-IDF edges. In addition, since the average of the
cosine similarity of the CLS vector is between
0.8~0.85 in all datasets, it is thought that a huge
number of weights of edges between document
nodes that are not in the same genre are also added,
and they have become noise.

Analyzing the average number of words for each
dataset in Table 2 and the experimental results in
Table 4, we can see that the proposed method tends
to obtain higher classification performance for
datasets with higher average number of words
compared to the original RoBERTaGCN. We
believe this is because the higher the average word
count, the better the CLS vectors of the documents
reflect the features of those documents and the more

cosine similarity weights are added between
document nodes of the same genre. On the other
hand, the lower the average number of words, the
less the difference in the CLS vectors of the
documents, the higher the cosine similarity of the
CLS vectors of the documents in different genres,
and the more cosine similarity weights were added
to the weights between the nodes of the documents
in different genres. This is thought to be the reason
why the classification performance did not improve
as expected in experiments with dataset have lower
the average number of words.

We calculated the percentage of the number of
added cosine similarities at the threshold of the
cosine similarity of the CLS vector that shows the
highest classification performance in Table 4. The
calculation results are shown in Table 6.

Since there is no relationship between the
percentage of the number of added edges and the
classification performance, we think it is necessary
to conduct future experiments using criteria such as
"upper XX% of the cosine similarity value", instead
of using the threshold of the cosine similarity of the
CLS vector to determine the weights to be added
between document nodes, to clarify the relationship
between the number of edges between document
nodes and the classification performance.

7  Conclusion and Future Work

In this paper, we confirmed that ROBERTaGCN can
be improved by adding the cosine similarity of CLS
vectors of documents as weights of edges between
document nodes, and that it outperforms the
classification performance of the original
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RoBERTaGCN. In particular, experiments show
that the proposed method is effective for long
documents.

In the future, we intend to study the compatibility
of the proposed method with GAT and the optimal
value of the parameter A for linear interpolation.
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Abstract

In the Japanese language, particles and auxil-
iary verbs in utterances tend to vary depend-
ing on the speaker’s gender. Thus, the lin-
guistic expressions within the utterance are
an important hint in identifying the speaker.
This research proposes a method for identi-
fying the speaker in novels using linguistic
expressions within the utterances that reflect
the gender. We constructed a dataset of utter-
ances with gender-specific linguistic expres-
sions by automatically collecting utterances
from novels that contained the first-person
pronouns “ffg (ore)” or “FA (watashi)”, con-
sidering that “ff§ (ore)” is primarily used by
males and “FA (watashi)” is primarily used by
females. We fine-tuned a BERT (Devlin et al.,
2019)-based gender-specific language model
that classifies the gender of the speaker of a
given utterance using this dataset as the train-
ing data. The fine-tuned gender classification
model achieved an accuracy of 87.9% when
evaluating the utterances of two main charac-
ters in a Japanese romance novel, demonstrat-
ing that this gender classification model is ef-
fective in speaker identification.

1 Introduction

Novels are valuable resources for enriching dialogue
systems. Various characters converse with each
other in novels, and their behaviors are described in
the narratives. If such information is appropriately
extracted, it can be used in dialogue systems and var-
ious research such as personality analysis. Dialogue
systems are required to respond appropriately to the

users’ utterances, and it is also expected to have a
specific personality. To train dialogue models, it
is necessary to collect dialogue data from web ser-
vices such as Twitter and Reddit (Serban et al., 2015;
Mazaré et al.,, 2018).  However, these dialogue
data are insufficient for training dialogue models ca-
pable of acting as if they have specific personali-
ties. This problem is simply because these dialogue
data consist of a mixture of utterances of numerous
personalities and are difficult to utilize as a source
for building dialogue models with specific person-
alities. Considering the preceding discussion, it is
required to prepare dialogue data that are accompa-
nied by profiles (Zhang et al., 2018; Sugiyama et al.,
2021). Crowdsourcing is commonly used to collect
such dialogue data with profile information. How-
ever, crowdsourcing large scale dialogue data with
profile information is extremely expensive.

Considering this limitation, this paper introduced
an approach for gathering dialogue data from nov-
els, examining the task of speaker identification in
novels to generate persona data. Previous work on
speaker identification in English novels (O’Keefe et
al., 2012; Muzny et al., 2017) relied heavily on nar-
rative elements surrounding the target utterance and
the utterances before and after it. However, the tar-
get utterance itself was not effectively used. Here, it
is important to note that, in the Japanese language,
particles and auxiliary verbs in utterances differ de-
pending on the speaker’s gender (Miyazaki et al.,
2015; Murai, 2018). Thus, the linguistic expres-
sions within the utterance are also an essential clue
in speaker identification.

This paper proposes a method to identify the
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‘ First-Person Pronouns ‘ Example Sentences Significant Words
MWD
“f” (ore) ore no ban da na (It is my turn)
(typical for males) RIERIIKDE na, ze
ore wa ie ni modoru ze (I am going home)
HMOFEZR
“%L” (watashi) watashi no ban da ne (It is my turn)
(typical for females) HIEIRIZKES D ne, wa
watashi wa ie ni modoru wa (I am going home)

Table 1: Significant Words for First-Person Pronouns “f (ore)  and “FA (watashi)”

speaker in novels, which uses the linguistic ex-
pressions within the utterance that reflect the gen-
der. We gathered utterances within novels con-
taining gender-specific linguistic expressions on a
large scale, concentrating on the first-person pro-
nouns within sentences as signals. In the Japanese
language, there are numerous varieties of personal
pronouns. Personal pronouns in Japanese can ap-
proximately indicate various attributes, such as gen-
der, age, temperament, and characters’ social sta-
tus. Significantly, the first-person pronouns “fd
(ore)” and “FA (watashi)” are remarkably contrast-
ing, with “#& (ore)” being primarily used by males
and “FA (watashi)” being primarily used by females.
As shown in Table 1, terms commonly used by
males frequently occur in utterances containing
& (ore)”, whereas terms commonly used by fe-
males frequently appear in utterances containing “FA
(watashi)”. Thus, we constructed a dataset of utter-
ances containing gender-specific language expres-
sions by automatically collecting utterances from
novels that contained the first-person pronouns “fi
(ore)” or “FA (watashi)”. We fine-tuned a BERT (De-
vlin et al., 2019)-based gender-specific language
model that classifies the speaker’s gender of a given
utterance using linguistic expressions within the ut-
terance as clues'. In this research, we refer to this
gender-specific language model as the gender clas-
sification model.

The fine-tuned gender classification model was
evaluated against the utterances of two main char-
acters in a Japanese romantic novel. The re-
sults showed that the fine-tuned gender classification

'In both training and testing, the first-person pronouns “f&
(ore)” and “FA (watashi)” of the input sentence were replaced
with the [MASK] token.

model achieved an accuracy of 87.9%, indicating
that this model is effective in speaker identification.
Additionally, we found that the speaker alternation
constraint employed in previous studies (He et al.,
2013) and the constraint on personal nouns within
utterances improve the speaker identification perfor-
mance.

2 Related Works

Previous studies on constructing Japanese persona
datasets have usually relied on crowdsourcing to
gather sentences that reflect a given personality.
Sugiyama et al. (2021) used crowdsourcing to create
100 different personalities and collected a total of
61,794 utterances in 5,000 dialogues. They set the
unit price at 300 yen (approximately three dollars)
per dialogue. Ishii et al. (2021) proposed the use
of role play-based question-answering to efficiently
gather paired utterances expressing an anime charac-
ter’s personality. Users who were familiar with the
anime character provided them with 15,112 of these
utterance pairs for free. However, finding relevant
users who are familiar with such characters and then
collecting utterance pairs using the same cost-free
method are difficult.

Two corpora that could be used for speaker iden-
tification in Japanese novels are Aozora Bunko?
and the balanced corpus of contemporary written
Japanese (BCCWIJ) (Maekawa et al., 2014). Ao-
zora Bunko is a Japanese digital library that contains
thousands of out-of-copyright Japanese works. BC-
CW]J3 is a Japanese first 100 million words balanced
corpus covering 2,663 novels (published between
1976 and 2005) and 270,388 individual utterances,

nttps://www.aozora.gr. jp/
‘https://clrd.ninjal.ac.jp/bccw]/
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Example Sentences Speaker Personal Nouns
P (gender) (Japanese/Pronunciation/English)
hELIEERETET, “ o5
BIEDIRILE SNEEADD.... . DR Ll watashi/1
Marie B fitikk/ ‘one-sama’/sister
(T am too tall to wear your clothes. ......) (female)
...... OX%kiE, 5. Eb5I2...7
(WHI\% K;/urosanﬁwb L ” F o 0 Ak/“Kyurosu-sama”/Mr. Kyuros
E28HVNES, HHADSEIA, - . .
N \J{ 13 _ 2
(Thank you very much, servant girl.) Kyuros BIES Al ojo-san”/girl
BlxEs, w—, (male) . )
< 1) — fec ”
(Good morning, Marie.) ) —/*mari”/Marie

Table 2: Examples of the Annotation of Utterances Within the Novel for Evaluation

each linked to the speaker and some attributes (gen-
der, age group, occupation, and so on) (Yamazaki
et al., 2018). Both Aozora Bunko and BCCW] offer
collections of older novels, and many utterances are
written in a different style compared with those in
contemporary novels. Therefore, these corpora are
not appropriate for gathering distinctive characters’
utterances, such as those in anime and comics.

Early works on quote attribution in English novels
focused on textual indications to determine the men-
tion corresponding to the speaker of a quote (Elson
and McKeown, 2010; Muzny et al., 2017). They
mainly used patterns like quote-mention-verb and
dependency parses to extract mentions and speak-
ers. Only vocatives were extracted from the utter-
ance and were incorporated in the classification of
the next speaker or the listener as features within the
utterance (He et al., 2013; Yeung and Lee, 2017);
however, linguistic styles such as auxiliary verbs
were not used in the task for English novels.

In the field of a character’s linguistic style anal-
ysis, Miyazaki et al. (2016) identified 13 categories
of linguistic peculiarities that can be used to identify
the linguistic styles of most Japanese fictional char-
acters. Akama et al. (2018) proposed style-sensitive
word vectors that capture the stylistic similarity be-
tween two words. To measure the intensity of the
persona characteristics of an utterance, Miyazaki et
al. (2021) proposed a persona speaker probability
that distinguishes the persona of the speaker of each
utterance. In contrast to their method that classi-
fies utterances into specific characters, our proposed
method classifies the speaker of the utterances as
male or female.

3 The Novel for Analysis

To evaluate the performance of speaker identifica-
tion by the gender classification model and other
additional constraints, we selected a contemporary
novel* with a romance theme between two main
characters — an aristocratic man (“Kyuros”) and an
aristocratic woman (“‘Marie”).

3.1 Annotation

The first author of the paper is the annotator of our
dataset. Quotes in Japanese text were represented by
“ [ at the start and “] ” at the end, and we describe
such utterance as a quote. Table 2 shows exam-
ples of the annotation. The annotator was instructed
to associate the following attributions to each utter-
ance.

o Speaker Name of the Utterance
The speaker of the utterance was identified by a
unique name. Utterances by characters whose
names were not mentioned in the novel, such as
store clerks and crowds, were labeled as “Oth-
ers”.

e Personal Nouns appearing within the Utter-
ance
Personal nouns, such as first- and second-
person pronouns, were extracted from the ut-
terance. Personal nouns such as “&tkH
(kaishain)” (company employee) and i
A (shiyonin)” (servant) were not tagged in
this context because they were mentioned in
the same way by any speaker. However,

*nttps://ncode.syosetu.com/nl860fv/
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Number of
Number of utterances
Tvpe Number of utterances by characters
P dialogues by Marie (female) other than
and Kyuros (male) Marie (female)
and Kyuros (male)

Two speakers take

. o turns alternately 108 900 0
Dialogues consisting (speaker alternation
of utterances only constraint satisfied)

by Marie (female) One speaker continues (€))]
and Kyuros (male) more than one utterance (consisting of 2 0
(speaker alternation utterances by
constraint unsatisfied) one speaker only)
Total | 208 (+1) \ 902 0
Dialogues including characters other than
Marie (female) or Kyuros (male) 304 821 851
Isolated single utterance immediately
preceded/followed by narratives 0 485 426
\ Total [ 504 \ 1,306 \ 1,277 \

Table 3: Statistics of the Dataset [Focusing on utterances by “Marie” (female) or “Kyuros” (male), where we ex-
clusively evaluate utterances by “Marie” (female) or “Kyuros” (male) in this research. A total of 902 utterances of
the upper half of the table were evaluated with the speaker alternation constraint (Figure 2), whereas a total of 1,306
utterances of the lower half of the table were NOT evaluated with the speaker alternation constraint (Figure 3).]

when suffixes (for example, representing po-
liteness) were added to those personal nouns,
such as “&#: B X A (kaishain-san)” (com-
pany employee + politeness) and “fifi f A <
A (shiyonin-kun)” (servant + politeness), those
personal nouns were also extracted because
suffixes often help readers identify the speaker.

3.2 Dataset

We obtained 3,993 utterances as a consequence of
the annotation, in which the speaker and personal
nouns within the utterance were linked. The main
characters were “Marie” (female), and “Kyuros”
(male). Of the 3,993 utterances, 1,178 were by
“Marie” (female) and 1,030 by “Kyuros” (male),
and the remaining 1,785 utterances were by minor
characters . In this research, the performance of
the speaker identification was exclusively evaluated
on the 2,208 utterances by “Marie” (female) and
“Kyuros” (male). Due to the gender classification
model’s constraints on input token size, only 32 to-

SOf the 1,785 utterances, 1,277 of the dialogues were with
“Marie” (female) or “Kyuros” (male) and the remaining 508
utterances were from other dialogues. (shown in the lower half
of Table 3)

kens from the beginning of the utterance were used
for classification.

Table 3 shows the dataset statistics, focusing on
utterances by “Marie” (female) or “Kyuros” (male).
The upper half of the table shows the number of di-
alogues and utterances consisting only of utterances
by “Marie” (female) or “Kyuros” (male), whereas
the lower half shows that of dialogues including
characters other than “Marie” (female) or “Kyuros”
(male) and the number of isolated single utterances
immediately preceded/followed by narratives. The
upper half of Table 3 shows that the speaker alter-
nation constraint (described in section 5) was sat-
isfied for almost all the dialogues consisting only
of utterances by “Marie” (female) and “Kyuros”
(male). Those consecutive utterances to which the
speaker alternation constraint could be applied were
those immediately preceding or immediately follow-
ing another utterance, where isolated single utter-
ances immediately preceded/followed by narratives
were excluded.

Table 4 shows the statistics for the utterances
subject to the constraint on personal nouns within
quotes (described in section 6). Utterances that
meet the constraint on personal nouns within quotes
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Character \ Proportion
49.2% (507/1,030)
39.8% (469/1,178)

| 44.2% (976/2,208)

“Kyuros” (male)
“Marie” (female)

Total

Table 4: Applicability of the Constraint on Personal
Nouns Within Quotes

were those that contained at least one personal noun
within the quote.

4 Gender Classification Model by BERT

In this section, we describe how to construct the
gender classification model, which is based on
a fine-tuned BERT-based gender-specific language
model (Devlin et al., 2019). Different linguistic
styles in the Japanese language convey the speaker’s
gender (Murai, 2018). Therefore, the linguistic style
of the utterance can be used to determine the gender
of the speaker. Our gender classification model takes
an utterance as input and outputs the classification
probability of the speaker’s gender. This model is
similar to the persona speaker probability model of
Miyazaki et al. (2021) used for filtering out inappro-
priate utterances with respect to the given persona.
The persona speaker probability model was trained
by collecting utterances from the set of personas. In
contrast to their method, we used utterances from a
large number of novels other than the target novel as
the training data to train the classification model.

4.1 First-Person Pronouns in the Japanese
Language

There are numerous types of personal pronouns
used in the Japanese language. Personal pronouns
in Japanese can approximately indicate various at-
tributes, such as gender, age, temperament, and
characters’ social status. Significantly, the first-
person pronouns “f& (ore)” and “F. (watashi)” are
remarkably contrasting, with “f& (ore)” being pri-
marily used by males and “FA (watashi)” being pri-
marily used by females. It is observed that words
commonly used by males frequently appear in ut-
terances containing “f& (ore)”, and similarly, words
commonly used by females appear in utterances
containing “FA (watashi)”. Considering this, we con-
structed a dataset of utterances that included linguis-

tic expressions specific to genders, containing the
first-person pronouns “f& (ore)” or “FA (watashi)”
from novels.

4.2 Collecting Quotes for Training the Gender
Classification Model

We used a novel posting site called “/NEEZRIZ7R A
5 (Aim to be a novelist)® to gather utterances con-
taining the first-person pronouns “f& (ore)” and “FA
(watashi)”. We selected 2,000 novels and gathered
their text. We next applied the morphological anal-
ysis to the text using Sudachi’. Quotes in Japanese
text were represented [ at the start and “] ” at the
end, as present below:

BiEE>5, vJ—. |
(“Good morning, Marie.”)

Therefore, to extract quotes from the Japanese text,
we extracted string sequences starting with * [ and
ending with “] ”. Furthermore, we selected quotes
that included the first-person pronouns “f (ore)” or
“FA (watashi)”. At this stage, we obtained 38,192
quotes that included “#& (ore)” and 52,052 quotes
that included “FA (watashi)”. Then, quotes com-
posed of multiple sentences were decomposed ac-
cording to the symbols “, ”,“?”, and “!” and were
regarded as multiple quotes®. By accumulating each
of those multiple quotes, we obtained 83,571 utter-
ances that had linguistic expressions closely related
to “ff% (ore)” (typical for males) and 118,997 utter-
ances that had linguistic expressions closely related
to “FA (watashi)” (typical for females).

4.3 Training the Gender Classification Model

In this research, we used a pre-trained BERT (Devlin
et al., 2019) model for gender classification. Specif-
ically, we used Tohoku University’s Japanese ver-
sion of BERT-base’, which is trained on Japanese
Wikipedia'!®. This model consists of 12 layers,

*https://syosetu.com/

"https://github.com/WorksApplications/
Sudachi

8 After decomposing the original single quote into multiple
quotes, it can happen that those constituent quotes may not in-
clude the first-person pronouns “f& (ore)” or “FA (watashi)”.

*https://github.com/cl-tohoku/
bert-japanese

We also evaluated a base-sized Japanese RoBERTa
model (Liu et al., 2019) of https://huggingface.
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Figure 1: ROC Curves of the Gender Classification

Model for the Test Data (%) [The set typical for males
denoted as “ore” (male) and the set typical for females
denoted as “watashi” (female). The overall test data ac-
curacy is 77.1% and the AUC is 0.851 for both curves]

768 dimensions of hidden states, and 12 attention
heads. The first-person pronouns “f (ore)” and “FA
(watashi)” of the input sentence were replaced with
the [MASK] token in both training and testing'!.
For a total of 83,571 utterances that had linguistic
expressions closely related to “f (ore)” (typical for
male) and 118,997 utterances that have linguistic ex-
pressions closely related to “FA (watashi)” (typical
for female), the ratio of training, validation and test
data was 6:2:2. The model with the minimum vali-
dation loss was evaluated against the test data.

4.4 Evaluating the Gender Classification
Model

Figure 1 shows the ROC-curves of our gender
classification model for male (denoted as ‘“ore”
(male), i.e., utterances that have linguistic expres-
sions closely related to “fi& (ore)” ) and for female
(denoted as “watashi” (female), i.e., utterances that
have linguistic expressions closely related to “FA
(watashi)” ) for the test data, where the accuracy
of the overall test data is 77.1% and each of the
two curves has AUC of 0.851. Table 5 shows ex-
amples of probabilities by the gender classification
model. The utterances including “7Z (daze)” are

co/rinna/japanese—-roberta-base in the same task,
where the performance was almost similar to that of BERT (De-
vlin et al., 2019).

The performance with [MASK] token replacement was su-
perior to than that without [MASK] token replacement for both
training and testing.

identified as related to the first-person pronoun “f
(ore)” (male). In contrast, the utterances includ-
ing “&X (yo)” are identified as related to the first-
person pronoun ‘%A (watashi)” (female), which is
consistent with the observation of Murai (2018). In
addition, the utterance with “3 Hif (omae)” which
is used primarily by males, and that with “& 7& /=
(anata)” which is used primarily by females, are also
appropriately identified by our gender classification
model.

5 Speaker Alternation Constraint

In consecutive utterances in a novel, two speakers
usually take turns alternately. This observation is
represented in this section by the “speaker alterna-
tion constraint”, where we restricted the turns of the
speakers to constantly alternating. We also made a
minor modification to the speaker alternation con-
straint, where we defined a dialogue as a sequence of
utterances with no intervening narratives. This mod-
ification stems from the observation that when narra-
tives interrupt in the middle of utterances, the same
speaker is often consecutive. He et al. (2013) pro-
posed integrated classifier features for speaker iden-
tification with the speaker alternation constraint. In
contrast to He et al. (2013), we introduce the speaker
alternation constraint as the hard constraint in this
research, so that the results of speaker identification
strictly follow the constraint.

This constraint was satisfied for almost all the dia-
logues consisting only of utterances by “Marie” (fe-
male) and “Kyuros” (male), as shown in the upper
half of Table 3. More specifically, as mentioned in
section 3.2, as the target speakers in the novel for
evaluation, we considered only the two major char-
acters of the romance novel, “Marie” (female) and
“Kyuros” (male). In terms of the speaker alterna-
tion constraint, we only considered those two major
characters.

Let A and B be the two speakers for which we
consider the speaker alternation constraint. Given
an utterance sequence (Uy, U, .. .) and suppose that
(51,52 . ..) is the speaker sequence of (Uy, Us, .. .),
then under the speaker alternation constraint, we
considered only the following two types of speaker
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Probability of the Model
Example Sentences “f& (ore)” “%A (watashi)”
(typically for male) | (typically for female)
#EDE D72 ore no mono da ze (It’s mine) 0.965 0.035
FADH D & watashi no mono yo (It’s mine) 0.005 0.995
HHIDZHT1L? omae no namae wa ? (What is your name?) 0.769 0.231
HR7= D% HiIL? anata no namae wa ? (What is your name?) 0.083 0.917

Table 5: Examples of the Probabilities by the Gender Classification Model

# of times the quotes including
Personal Nouns the personal noun oc?urrepces judged by
(Japanese/pronunciation/English) the gender classification model Total
b : £ Marie Kyuros
(female) (male)
72 U/ “watashi”/I
(only used by Marie) 215 (100.0%) 0 (0.0%) 215
~ V) —/“mari”/Marie
(mostly used by Kyuros) 19 (8.9%) 194 (91.1%) 213
&/ <ore”/1
(only used by Kyuros) 3 (1.7%) 174 (98.3%) 177
B /“kimi”/you
(only used by Kyuros) 40 (33.1%) 81 (66.9%) 121
2 7 /“mio”/Mio
(used by both Marie and Kyuros) 41 (54.7%) 34 (45.3%) 75

Table 6: Examples of the Personal Nouns and # of Times their Occurrences Judged by the Gender Classification Model

sequences:
(S1,55,85,...) = (A,B,A,...)
(S1,85,85,...) = (B,A,B,...)

Here, the probability of the speaker sequence
of the utterance sequence (Uy,Us,...,U,) being
(S1,52,...,5y) by the gender classification model
P, is given as below:

i=n

) =1 Aw.s)

i=1

Py((U1,Us,...), (51,52, ..

Therefore, we compared the two probabilities be-
low:

Py((U1,Us,..
P,((Uy,Us,..

), (A,B,A,..))
), (B,A,B,...))

As the result of the gender classification model and
the speaker alternation constraint, the speaker se-
quence with the higher probability was chosen.

In the evaluation, the speaker alternation con-
straint was applied to the 902 utterances of dialogues

only by “Marie” (female) and “Kyuros” (male) in
the upper half of Table 3.

6 Constraint on Personal Nouns Within
Quotes

Personal nouns, as well as Japanese suffixes rep-
resenting politeness such as “# (kun)” and “3
A (san)” within utterances, often help readers in
identifying the speaker. As shown in Table 6, the
first-person pronoun “#>7z U (watashi)” was only
used by “Marie” (female), whereas the first-person
pronoun “f& (ore)” was only used by “Kyuros”
(male). Furthermore, the second-person pronoun
“# (kimi)” was only used by “Kyuros” (male).
However, as in Table 6, according to the gender
classification model, 33% of the utterances includ-
ing “# (kimi)” were incorrectly judged as uttered
by “Marie” (female). To correct those 33% error
cases, we introduced the score Qi1 pn (U, S) of the
speaker of the utterance U to be S by the gender
classification model adjusted by the constraint of the
personal nouns within quotes as shown below:

m

Qaspn(U,8) = Py(U.8) + ) ry(ng, S) (1)
k=1
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Figure 2: Evaluation Results for 902 Utterances in the
Upper Half of Table 3 Consisting of Utterances Only by
Marie (female) and Kyuros (male) (gender: gender clas-
sification model, +personal nouns: gender classification
model + the constraint on personal nouns within quotes,
+alternation: gender classification model + the speaker
alternation constraint)

where P is the probability of the gender classifi-
cation model, ny,ng,...n,, represent the m kinds
of personal nouns within the utterance U, r4(ny, S)
represents the proportion of utterances classified by
the gender classification model as speaker S out of
the total utterances containing the personal noun 7,
and o = 0.895 is a hyper-parameter to be optimized
with accuracy through 10-fold cross-validation. The
intuitive motivation of the formula (1) is to revise
the probability P, (U, S) of the gender classification
model by adding the proportion 74(ny,.S) of utter-
ances classified by the gender classification model
for all of the personal nouns ny,ng,...n,, within
the utterance U'.

For example, suppose the utterance U includes
the second-person pronoun “# (kimi)”. Then, the
score Qa+pn(U,S) for S =“Marie” (female) and
S =“Kyuros” (male) can be represented as follows:

Qac+pn (U, S = “Marie” (female)) = Py (U, S)
+arg(“FH (kimi)”, S) (ry = 0.331)

Qc+pn(U, S = “Kyuros” (male)) = P, (U, S)
Forg(“FE (kimi)”, S) (ry = 0.669)

Thus, even if in some cases, P,(U,S
“Marie” (female)) > P, (U, S = “Kyuros” (male)),
by adding ary(“# (kimi)”, S = “Kyuros” (male))

100.0

98.0

96.0

94.0

S
g 89.6
© .
90.0
5 88.7
S 880
g 88
86.0
84.0
82.0
80.0
gender +personal nouns

Figure 3: Evaluation Results for 1,306 Utterances [by
Marie (female) and Kyuros (male)] in the Lower Half of
Table 3 (gender: gender classification model, +personal
nouns: gender classification model + the constraint on
personal nouns within quotes)

(=0.895 x 0.669) to Py(U,S="“Kyuros” (male)),
finally Qcypn (U, S = “Kyuros” (male)) becomes
greater than Qg4 pn (U, S=“Marie” (female)), then
the classification error by the gender classification
model can be recovered.

7 Evaluation

We used the dataset of utterances from two major
characters described in section 3 for the evaluation
experiment. When the gender classification model
categorized an utterance as male, it was labeled as
“Kyuros” (male), and when it classified an utterance
as female, it was labeled as “Marie” (female).
Figure 2 shows the accuracy of the gender classi-
fication model (denoted as gender), the gender clas-
sification model + the constraint on personal nouns
within quotes (denoted as +personal nouns), and
the gender classification model + the speaker al-
ternation constraint (denoted as +alternation) for
902 utterances in the upper half of Table 3 con-
sisting of utterances only by “Marie” (female) and
“Kyuros” (male). The gender classification model
that was trained using an automatically collected
dataset achieved an accuracy of 87.9% for the clas-
sification of the two main characters of the target
novel. Both the speaker alternation constraint and
the constraint on personal nouns within quotes were
found to improve the classification performance.
The speaker alternation constraint was satisfied for
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Additional Constraints Applicable Classification Error After Application
Utterances before Application Improved ‘ Damaged

Speaker Alternation Constraint 902 109 (12.1%) 106 (11.8%) | 4 (0.4%)

Constraint on Personal Nouns within Quotes 976 82 (8.4%) 31 (3.2%) 5(0.5%)

Table 7: Detailed Analysis of the Performance of Each Constraint

Example Sentences Speaker Probability of the Model corrected by
P P Marie (female) ‘ Kyuros (male) constraints
ESVALRILT, SAUIRY corrected by the speaker
do, itashi mashite. kore wa amari Kyuros 0.812 0.188 0y the spez
- alternation constraint
(You are welcome. This is a surplus.)
Ih, vU— corrected by the constraint
saa Marie (Here, Marie) Kyuros 0.512 0.487 on personal nouns within quotes

Table 8: Examples of Classification Error by the Gender Classification Model and Corrected by the Speaker Alterna-
tion Constraint / the Constraint on Personal Nouns Within Quotes

almost all cases, as shown in the upper half of Ta-
ble 3. Because of this high rate, the speaker alter-
nation constraint achieved an almost perfect accu-
racy of 99.2%. However, the constraint on personal
nouns within quotes slightly improved the accuracy
of the gender classification model by just 1.9 points.

The evaluation results for 1,306 utterances by
“Marie” (female) and “Kyuros” (male) in the lower
half of Table 3 are also shown in Figure 3, where
we did not apply the speaker alternation constraint
because those dialogues included characters other
than “Marie” (female) and “Kyuros” (male). Their
evaluation results are mostly similar to those in Fig-
ure 2, where the constraint on personal nouns within
quotes slightly improved the accuracy of the gender
classification model.

Table 7 shows a detailed analysis of each con-
straint’s performance. As shown in Tables 3 and 4,
the proportion of utterances to which each constraint
is applicable was not insignificant. However, the
performance of the gender classification model was
relatively high. Table 7 shows that the proportion
of classification error before the application of each
constraint was not particularly high. Therefore, the
improvement that can be achieved by each constraint
was also relatively insignificant.

Table 8 shows examples of classification errors by
the gender classification model, where those errors
were corrected by the speaker alternation constraint
or the constraint on personal nouns within quotes.
As in the first example, utterances containing hon-
orifics that are used regardless of gender, such as

sentence-final auxiliary verbs “ 9 (desu)” and “F
9" (masu)”, have a higher probability of being clas-
sified as utterances by a female. The first example
contains a conjugation form “& U T (mashite)” of
F 9 (masu)” and causes a classification error. This
example is corrected by the speaker alternation con-
straint. Next, the second example consists of only
a few words or lacks linguistic features that indicate
gender and is incorrectly classified. This example,
however, contains the personal noun “Marie” within
the quote, which enables it to be correctly classified
as an utterance by “Kyuros” (male).

8 Concluding Remarks

This research described a method for constructing a
novel dataset by automatically collecting sentences
having gender characteristics using first-person pro-
nouns as a cue and a gender classification model
trained on the dataset. This gender classification
model shows high classification performance in the
male and female speaker classification, indicating
that gender-specific linguistic features contribute
to the speaker identification task in Japanese nov-
els. Additionally, we found incorporating personal
nouns within the utterance and the preceding and
following utterances increased the classification per-
formance in Japanese novels, as in the case of En-
glish novels reported in previous studies (O’Keefe
et al., 2012; Muzny et al., 2017). Although the per-
formance of the gender classification model was rel-
atively high, our task setting of speaker identifica-
tion was limited to the two major characters of the
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romance novel. Our future work includes develop-
ing a speaker identification model that links all utter-
ances to appropriate speakers using the classification
probability by the gender classification model as one
feature. It is also necessary to broaden the dataset to
a more diverse set of contemporary novels.
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Abstract

In this paper, we focus on the task of machine
reading at scale within how-to tip machine
reading comprehension (MRC). We propose a
method for developing a context dataset using
how-to tip websites on the Internet as infor-
mation sources. This shows that the proposed
method can easily create a context dataset
containing thousands of context sets. Fur-
thermore, this paper uses a method for re-
trieving the context from the developed con-
text dataset, which contains the answer of
the question. It applies to the MRC model.
Specifically, we use three models based on
TF-IDF and BERT (TF-IDF, BERT, and TF-
IDF+BERT) as our retrieval models. Mean-
while, the BERT model served as our MRC
model. We apply the retrieval model and the
MRC model to the context dataset after com-
bining them. Evaluation results show that the
TF-IDF+BERT model outperforms the other
two models when tested against the context
dataset.

1 Introduction

In natural language processing, machine reading
comprehension (MRC) tasks are formulated to ex-
tract the answer to a question from a context within
a few question sentences and contexts expressed in
natural language. MRC tasks can be divided into
two categories based on the two types of answers.
Factoid MRC tasks aim at having the answer to fac-
toids such as proper nouns and numbers, where the
answer is usually unique, short and simple. Con-
versely, nonfactoid MRC tasks aim to obtain an an-
swer about nonfactoid such as explanation, reason

and how-to tip, where there are usually multiple op-
tions and the answer is frequently a full sentence,
rahter than a word or phrase. The Stanford Ques-
tion Answering Dataset (SQuAD) (Rajpurkar et al.,
2016)is one of the most well-known QA datasets
and benchmark tests among factoid MRC related to
Wikipedia articles and news articles. Additionally,
it is acknowledged that recent deep learning models
(for example, BERT (Devlin et al., 2019)) trained
with SQUAD achieved fairly high performance’.
However, some research cases are known for non-
factoid MRC. They include MS MARCO (Nguyen
etal., 2016), which has been developed using Bing’s
search logs and passages of retrieved web pages;
DuReader (He et al., 2018), which has been de-
veloped using Baidu Search; Baidu Zhidao, a Chi-
nese community-based QA site; and the Narra-
tiveQA (Kocisky et al., 2018) dataset (in English),
which contains questions created by editors based
on summaries of movie scripts and books. They
also include Soleimani et al. (2021), Dulceanu et
al. (2018), and Cohen et al. (2018). Among those
working on nonfactoid MRC, the case of MRC of
Japanese how-to tip QAs (Chen et al., 2020) selected
the how-to tip websites that are posted on the Inter-
net and chose the column pages on how-to tip web-
sites as information sources to collect how-to tip QA
examples for training and testing. It has also been
shown that the how-to tip MRC model with specific
performance can be developed.

Figure 1 shows the how-to tip MRC model (Chen
et al., 2020). The how-to tip MRC model and the

"https://rajpurkar.github.io/
SQuAD-explorer/
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Context C

In conclusion, it will be

I Question Q I

good to have at least two
or three of them to get
ready. There is no limit to

How many reverse
questions are appropriate
for an interview?

the reverse question...

Input
Input

Output

Answer A

at least two or three of
them

[Input]
Context C :
A one-paragraph document with clues to the
question

QuestionQ :
Sentences written in natural language

[Output]
Answer 4 :
The character string described in € which is
the answer of Q

Figure 1: The framework of how-to tip MRC model

Column pages in
How-to tip websites Paragraphs for creating
Context C, Question Q

and Answer A

How-to tip QA examples

Context Cin

Paragraphs used
test set

only for context C'

Retrieve

Q

7 (used only for
Context C context retrieval)

Context C

Context set D used for
context retrieval

Test set

Training set

Question Q :

What are the points
when answering
about what you did
in your school days?

Contexts which
fit the answer

Training

Answer: Instead of just
saying that you have
done your best, you must
convey your strengths
and values.

Machine
Reading
Comprehension

MRC Model

Figure 2: Developing a context dataset for how-to tip MRC by using column pages on how-to tip websites

framework of the typical MRC model, which con-
tains a tuple of a context, a tip question, and an an-
swer, can be represented as in this figure. Note that
the answer is extracted only from the context. There-
fore, in the situation where it is not given which
context to be used, another framework called “ma-
chine reading at scale” (Chen et al., 2017) should
be invented. In the framework of “machine reading
at scale,” it handles both information retrieval and
MRC tasks. In its framework, the MRC model is
applied to the set of candidate contexts retrieved by
the information retrieval module. For example, in
the information retrieval module, Chen et al. (2017)

used the method of TF-IDF to collect the candidate
contexts. As another example of “machine read-
ing at scale,” using the BERT (Devlin et al., 2019)
model as part of the information retrieval model for
machine reading at scale tasks has also been stud-
ied by Karpukhin et al. (2020). It is shown that
using the BERT model as part of the information
retrieval model, higher retrieval accuracy than the
BM25 method can be achieved in several factoid
MRC datasets. Moreover, it shows that the retrieval
accuracy was further improved using the proposed
retrieval model and the BM25 score together.

Based on that background, this paper applies the
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framework of “machine reading at scale” to how-
to tip MRC. In this paper, we use three different
types of retrieval models (context retrieval by TF-
IDF (Chen et al., 2017), BERT model, and combin-
ing TF-IDF with the BERT model) and how-to tip
MRC model (Chen et al., 2020) to how-to tip MRC
tasks. Chen et al. (2020) chose the column pages in
how-to tip websites as information sources to col-
lect how-to tip QA examples as the training and test
sets for the how-to tip MRC model. In this paper,
we collect the contexts from the column pages that
were not used to form the training and test sets of
the how-to tip MRC model in Chen et al. (2020) as
shown in the framework in Figure 2 and the example
in Figure 3. Then, we use those collected contexts
as the contexts C’ (used only for context retrieval but
not for the MRC model training) for context retrieval
and how-to tip MRC task. In this paper, according
to the procedures above, we finally develop a dataset
for how-to tip machine reading at scale. As for the
contexts C’, thousands of them are collected.

2 A Dataset for How-to Tip Machine
Reading at Scale

In this section, we will introduce how to collect the
context C’ used only for context retrieval in Figure 2
and how to develop a dataset for how-to tip machine
reading at scale.

Japanese how-to tip websites were selected from
six types of topics® (which are “job hunting,” “mar-
riage,” “‘apartment,” ‘“hay fever,” “dentist,” and
“food poisoning”) by Chen et al. (2020). After
that, they collected column pages from the how-to
tip websites®. Finally, a maximum of five para-
graphs were selected from each column page, and
they used them as contexts for constructing answer-
able/unanswerable how-to tip QA examples. An an-
swerable how-to tip QA example contains Context
C, Question ), and Answer A, whereas an unan-
swerable how-to tip QA example contains Context

’The specific term used in Chen et al. (2020) is “query fo-
cus,” rather than “topic.” The notion of query focus is a keyword
used for every search request related to a specific subject. In this
paper, however, for simplicity, we use the term “topic” in stead
of “query focus.”

3The detailed procedure of collecting pages from the how-to
tip websites is stated by Chen et al. (2020).

C, Question @, and Answer A’ = (null)*.

Considering the above procedure of Chen et al.
(2020), this section shows how we collect the con-
text C’ used only for context retrieval in Figure 2.
More specifically, as shown in the example of Fig-
ure 3, within the column page used by Chen et al.
(2020), we do not use the maximum five paragraphs
selected by Chen et al. (2020) (as shown in the red
boxes). Still, we use those other than the maximum
five paragraphs (as shown in the blue boxes). We
also carefully examine the context dataset of Chen
et al. (2020), which was developed manually by se-
lecting the paragraph used, and we follow the stan-
dards below to select the candidate paragraphs effi-
ciently:>%

(i) Based on the restriction when applying the
MRC models by BERT (Devlin et al., 2019),
the upper bound of the number of morphemes
within a paragraph is set to 290”.

(i1) The lower bound of the number of characters in
a paragraph is 30.

(iii)) Any URL is excluded from the paragraph.

(iv) Any email addresses were excluded from the
paragraph.

Table 1 shows the number of web pages used for
each topic (“job hunting,” “marriage,” “apartment,”’
“hay fever,” “dentist,” and “food poisoning”). It also
shows the number of contexts used for constructing
how-to tip QA examples and the number of contexts

used only for context retrieval®. Figure 3 shows how

LR N1

“Both SQuADI.1-type answerable and SQuAD2.0-type
unanswerable QA examples were created from the same col-
umn page (Chen et al., 2020).

The standard (i) is simply for satisfying the requirement
when applying the MRC models by BERT. Conversely, the stan-
dards (ii), (iii), and (iv) are for avoiding paragraphs that do not
have sufficient how-to tip knowledge. These standards are also
for avoiding the task of filtering out the context C’ used only
for the context retrieval to be too easy.

%0One of the authors of the paper performed the procedure of
manual selection.

"In the experiments and evaluation of the retrieval mod-
ule throughout this paper, MeCab (https://taku910.
github.io/mecab/) and mecab-ipadic-NEologd (https:
//github.com/ neologd/mecab-ipadic—-neologd)
are used in Japanese morphological analysis.

8Those data shown in Table 1 (except for “The number of
contexts only for retrieval”), Table 2, and Table 3 are essen-
tially the same as those reported in Chen et al. (2020), but we
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Paragraphs used
only for context C’

Webpages which contain
How-to tip knowledges
(In_Japanese)

Paragraphs for creating
Context €, Question Q
and Answer A

AVI=YRVWIDEPO>TVNEZD?

Context C

Context C’

HSTHFANOF VB EERBVETHA VY-V Yy JICRRIBEEMO2ERAN' BN T,
LORETRASNTWSA VI —Y Yy TR Y9~V Yy TERENB HOTTY,

... Itis often used as a part of the
company research of job hunting students,

As some of you may already

know, for an internship ... amvy—>vy7

and is often held after the summer of the

FERLADEOERNRIBLTVET,

A I~y TRA VY= 2y TN ~28, B T2~ZEMOSDOEEHEL. X

third year of university.

Context C’

Short-term internships have

ThhdzeNBNTT,

[ERTY 57—~ ORBE LR, BRARE WS> LD 6. FERL COTIN—T T~ I BHLT
Fo WMAUEV L HRIMOHBER BRT 2ORMLNTTH, MHOLKOHTERENC
3 ICRAMTT, BELOLRFARO—RE LUTEMS N ENS <, KEIFEOHLRI

Created
manually
Question Q and

an internship period of 1-2
days, ...

9,

I TEERPEER O THARE 7O—CRHLLD, BECL>TRAREHTIESHHD

Answer 4

Q:When are short-term internships held?

1
1
[}
NRRIS L5« > 7 77— LR E—WORRCR. M1 V5~ Y97 5T h—77— |
|
]
1

S I~y TERT RS, NARRDA Y I—VIR—TcELEof WYIHLYY

—1 TRYOHNEGNICHENTYT | BYEBMICEL E>TVT, 3FEREDLOH SPERMN
‘/I/wt)mimﬁwmtzna‘(uzzmn FOF v I LTHTLEE W]

A: Often held after the summer of the third
1 year of college

Figure 3: Using a column page to collect contexts for creating how-to tip QA examples

(from: “When does job hunting begin?” (in Japanese)

(https://internshipguide. jp/columns/view/shukatsu_sched_1))

Table 1: The number of used web pages and the number
of collected contexts

Number [ The number of The
Topic of contexts for number
used QA examples of
web Training]| Test contexts
pages exam- | exam- only for
ples ples retrieval
job hunting 293 1,478 98 4,675
marriage 182 1,386 98 2,868
apartment 50 — 100 491
hay fever
dentist 51 — 100 962
food poisoning

to collect contexts from a column page. Based on
the procedures above, as shown in Figure 2, the con-
text set D used for context retrieval consists of the
context set C’ used only for context retrieval and the
context set C' of the test examples of how-to tip QA
examples.

3 BERT Retrieval Model

This section describes the structure of the BERT re-
trieval model devdeloped based on Karpukhin et al.
(2020), the training method, and the retrieval proce-

increase their numbers through annotation to additional data.
The reason why the number of examples for “apartment,” “hay
fever,” “dentist,” and “food poisoning” is less than those of “job
hunting” and “marriage” is simply that the annotation proce-
dure had started from “job hunting” and “marriage.” It is quite
possible to collect the same number of examples for each topic
“apartment,” “hay fever,” “dentist,” and “food poisoning.”

dure.

This BERT retrieval model uses two independent
BERT models (Devlin et al., 2019)° as a question
encoder F, and a context encoder (in Karpukhin et
al. (2020), passage encoder) .. The BERT model
is applied to each input question () and context C
and the representations of the output CLS tokens
are used as the representations E,(Q) and E.(C)
of question () and context C'. The cosine similar-
ity of the following equation is used as the similarity
between the encoded () and C.

E,(Q) - Ec(C)
1 Eq(Q) [ I Ee(C) |l

sim(Q, C) = 6]

In the process of training the model, for i =
1,...,m, aset of the question ();, one relevant (pos-
itive) context C’f that contains the reference answer
and n irrelevant (negative) contexts C; that do not
contain the reference answer, is used as a training
instance.

(Q?AC;’_) ;17?0':77,) (2)

and m sets of such a tuple are collected as a set T’
of training data.

T = {(QnCF iy C)|i =10 m )
We optimize the loss function below that is the neg-

°The BERT retrieval model was implemented using
the HuggingFace version (https://github.com/
huggingface/ transformers). A multilingual cased
model was adopted as the pre-training model.
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ative log likelihood of the positive context:

L(Qi,c‘j7cijl,...70ijn) =

estm(Q:,C)
—log

n (3)
esim(Qi,C;r) + Z(esim(Qi,C;J))
j=1

Furthermore, to create the training dataset of a
question @) and a context C' that contains the ref-
erence answer above, we follow the strategy of “in-
batch negatives” of Karpukhin et al. (2020). In this
strategy, assume that we have B questions in a mini-
batch and each one is associated with a relevant con-
text. Roughly speaking, for each question @); in a
mini-batch, there exist B —1 contexts, each of which
is the relevant context of one of other B—1 questions
in the same mini-batch. However, for the question
Q);, each of those B — 1 contexts can be regarded as
an irrelevant context. With this strategy, it enables us
to create B training instances in each batch, where
there are B — 1 negative contexts for each question.
This strategy is known as effective for boosting the
number of training examples.

When we retrieve the contexts, the fine-tuned
BERT model is used to pre-encode the contexts used
for context retrieval, where the contexts are indexed
using FAISS (Johnson et al., 2021) offline. For each
question, the Top n contexts are output as retrieval
results under the similarity scale of the formula (1).

4 Evaluation

4.1 The Dataset

Table 1 shows the number of web pages and the
number of contexts used for creating how-to tip QA
examples, as well as the number of contexts used
only for context retrieval in the evaluation. Table 2
also shows the number of questions in how-to tip QA
examples and Table 3 shows the number of how-to
tip QA examples and factoid QA examples, respec-
tively.

4.2 Evaluation Procedure
We use the following three types of context retrieval
models to evaluate our dataset.

(i) TF-IDF model.
(i1) BERT retrieval model.

Table 2: Number of questions related to how-to tip

topic For creating For creating
Training set Test set
job hunting 795 50
marriage 799 49
apartment — 50
others — 49

Table 3: The number of QA examples
(a) factoid QA examples

The number of sets of
.. context, question
training/test
and answer
(answerable/unanswerable)
training 27,427/28,742
test 50/50

(b) how-to tip QA examples

The number of sets of
. context, question
topic
and answer

(answerable/unanswerable)

Training set |  Test set

job hunting 807/807 50/50

marriage 807/807 50/50

apartment — 50/50

others — 50/50

(iii)) “TF-IDF+BERT” model, which takes the sum
of (i) and (ii) scores.

For (i), to build the TF-IDF (Chen et al., 2017)
model'®, we add a stop word list in Japanese-
SlothLib'!. For each context set of the topics of “job
hunting,” “marriage,” “apartment,” and the mixture
of “hay fever,” “dentist,” and “food poisoning,” one
TF-IDF model is built.

As described in Section 3, for (ii), we use the set
of the pairs of question () and the context C' that
contains the reference answer as the training data.
The numbers of the set of the question (), the context
C, and the answer A are as shown in Table 3(b),
where we use only the answerable training data for
the topics “job hunting” and “marriage” and fine-
tune the BERT retrieval model.

LR T3

Ynttps://github.com/facebookresearch/
DrQA

"http://svn.sourceforge. jp/svnroot/
slothlib/

141



—-TF-IDF -=-BERT -a-TF-IDF+BERT

0.9
0.8 AT
g 07 | s _..ﬁ /‘ﬁ__-
§ 0.6 "//"_ sl el arTTV
§ 05 "ij,_./,d:*—o/
g 04 | #T
= 03
0.2
0.1
0
1 2 3 4 5 6 7 8 9 10 20 50
The number of Top n contexts by context retrieval
(a) job hunting
--TF-IDF -=-BERT -aTF-IDF+BERT
. PEREEET
5 07 L ] /
S 06 // /'/
§ 0.5 | g——S——a——a— il
Soa|
= 03
0.2
0.1
0
1 2 3 4 5 6 7 8 9 10 20 50

The number of Top n contexts by context retrieval

(c) apartment

—-TF-IDF -=-BERT -aTF-IDF+BERT

0.8
0.7
0.6 —u
05 /-/
04 | o
0.3
0.2
0.1

A\

X

Top n accuracy

1 2 3 4 5 6 7 8 9 10 20 50

The number of Top n contexts by context retrieval
(b) marriage

--TF-IDF -=-BERT -a-TF-IDF+BERT

0.9
0.8 | a4 —*

0.7 Za i
os | A
/’

s

AN
N

0.5

0.4
03 | o]

0.2
0.1

Top n accuracy

1 2 3 4 5 6 7 8 9 10 20 50
The number of Top n contexts by context retrieval

(d) hay fever / dentist / food poisoning

Figure 4: Evaluation results of the three types of context retrieval models (with top n accuracy of the retrieved contexts)

For (iii), we use the inner product of the TF-IDF
models feature vector of the question () and the con-
text C' as the score S7(Q, C) of the TF-IDF model
and use the cosine similarity between @) and C that
are encoded by the BERT retrieval model as the
score Sp(Q, C). For one question @);, suppose that
ST(Qi,C5)(j = 1,...,n) are the scores for the n
candidate contexts'?; the following equation gives
the score Styp(Q;,C;) of the “TF-IDF+BERT”
model, which is the sum of the scores of (i) and (ii):

St+B(Qi,Cj) = S7(Qi,C;) + Sp(Qi, Cj) (4)

Based on ST, g, we rank the candidate contexts, and
the top k (K = 1,...,n) contexts are output as the
results.

Meanwhile, the following three types of QA ex-
amples are used to fine-tune the BERT (Devlin et
al., 2019) MRC model.

"’The score S7(Q:,C;)(5 = 1,...,n) is supposed to be
normalized by the Min-Max method (minimum value is O,
whereas the maximum value is 1).

(i) Factoid QA examples (the training examples
are shown in Table 3(a)).

(i) How-to tip QA examples of “job hunting” and
“marriage” (the training examples are shown in
Table 3(b)).

(ii1) A mixture of both (i) and (ii).

As the version of the BERT implementation, which
can handle a text in Japanese, the TensorFlow ver-
sion!? and the Multilingual Cased model'* were
used as the pre-trained model. Before applying
BERT modules, MeCab was applied with [PAdic
dictionary, and the Japanese text was segmented into
a morpheme sequence. Then, within the BERT fine-
tuning module, the WordPiece module with 110k
shared WordPiece vocabulary was applied, and the
Japanese text was further segmented into a subword

Bhttps://github.com/google-research/bert

“Trained in 104 languages, available from https:
//github.com/google—research/bert/
blob/master/multilingual.md.
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Figure 5: Evaluation results of machine reading at scale for three types of datasets used to fine-tune the BERT MRC

model (with the TF-IDF model for context retrieval)
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Figure 6: Evaluation results of the three types of context retrieval models (with the MRC model trained with how-to

tip QA examples)
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Figure 7: Manual evaluation results of the three types of context retrieval models (with the MRC model trained with

how-to tip QA examples)

unit sequence. Finally, the BERT fine-tuning mod-
ule for MRC model'> was applied.

The how-to tip MRC model is applied to top n
(n = 1,...,50) retrieved contexts. Then, the an-
swer with the highest score of the MRC model is
chosen as the MRC model’s output. Finally, we
measure the F1 score which is calculated against the
morpheme sequence of the reference answer.

In the manual evaluation'®, comparing the
model’s output and the reference answer, we evalu-
ate the result manually according to the three evalua-
tion criteria of “Exact Match” (EM), “Partial Match”
(PM) and “Another Answer” (AA). We consider it
the criterion for “Partial Match,” when sufficient
but partial information overlaps between the model’s
output and the reference answer. The criterion on
“Another Answer,” we consider it an answer when
the condition “It is different from the reference an-
swer, but contains enough information to answer
the question” is satisfied. Then, we can calculate
the ratio of the numbers of “Exact Match”, “Partial
Match” and “Another Answer” (EM+PM+AA).

4.3 Evaluation Result

Figure 4 shows the results of evaluating three types
of context retrieval models in terms of top n re-
trieval accuracy, measured as the rate of queries for
which the top n contexts include those with the ref-
erence answers. Figure 4(a) shows that the BERT
retrieval model performs worse for cases other than
“job hunting.” This is mainly because, for the topics

S run_squad.py, with the number of epochs of 2, batch

size of 8, and learning rate of 0.00003.
1One of the author of the paper conducted a manual evalua-
tion.

other than “job hunting,” the queries for evaluation
tend to include morphemes that appear in the con-
texts with the reference answers, which makes the
TF-IDF model perform much better than the BERT
retrieval model. For topic “job hunting,” however,
the queries for evaluation tend to include a relatively
small number of morphemes that appear in the con-
texts with the reference answers, which happens to
benefit the BERT retrieval model and makes it per-
form comparatively well with the TF-IDF model.
By simply adding the scores of the two models, the
“TF-IDF+BERT” model performs the best.

Figure 5 compares the three types of datasets used
to fine-tune the BERT MRC model where the TF-
IDF model is used for context retrieval. Similar to
the evaluation results in Chen et al. (2020), also in
the case of how-to tip MRC at scale in this paper, the
performance of the model trained only by the factoid
QA examples was significantly worse, whereas the
one trained with the mixture of factoid + how-to tip
QA examples performed the best. Overall, as the
number of top n contexts increases, the model’s per-
formance tends to decrease on the contrary. This is
simply because, as the number of top n contexts in-
creases, not only those contexts with the reference
answer, but also other contexts are included in the
top n contexts, which damages the final MRC model
results.

Figure 6 also compares the three types of context
retrieval models, where the MRC model is trained
with how-to tip QA examples'’. Similarly, in Fig-
ure 4, the TF-IDF model performs well. Also, from

"The MRC model trained with the mixture of factoid + how-
to tip QA examples shows almost a similar performance.
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both Figure 5 and Figure 6, it can be seen that the
MRC model trained with the topics of “job hunt-
ing” and “marriage” performs fairly well in how-to
tip MRC on other topics such as “apartment,” “hay
fever,” “dentist,” and “food poisoning.” From this
result, it is sufficient to collect how-to tip QA exam-
ples only for one or two topics such as ‘job hunting”
and “marriage,” and then fine-tune the MRC model,
which applies to how-to tip MRC of any topic.

Finally, Figure 7 shows the manual evaluation
result of the MRC model trained with how-to tip
QA examples. Overall, the “TF-IDF+BERT” model
performs the best in the evaluation of the perfor-
mance of the MRC model for the topics of “job
hunting” and “marriage.” Compared with the auto-
matic F1 results in Figure 6, it seems that the rela-
tive performance of the “TF-IDF+BERT” model im-
proves simply because, by manual evaluation, cer-
tain nonliteral expressions within the “Another An-
swer” contribute to improving the performance of
the “TF-IDF+BERT” model.

5 Related Work

Related studies of machine reading at scale, i.e.,
Chen et al. (2017), Karpukhin et al. (2020), Nishida
et al. (2018), and Lee et al. (2019) investigated ma-
chine reading at scale in the context of factoid MRC.
In Chen et al. (2017), machine reading at scale is re-
alized by combining TF-IDF, which is used to real-
ize context retrieval, and a neural MRC model using
RNN. Karpukhin et al. (2020) used BERT (Devlin
et al., 2019) for retrieval and then applied it to build
a system for machine reading at scale. Moreover,
in Nishida et al. (2018), machine reading at scale
is realized via multi-task learning of information re-
trieval and MRC. Meanwhile, Lee et al. (2019) pro-
posed an end-to-end framework for machine reading
at scale that trains the retrieval and reading compre-
hension models.

In this paper, similar to Chen et al. (2017), TF-
IDF model is used for the context retrieval part com-
pared with those previous works, whereas another
retrieval model (Karpukhin et al., 2020) by BERT is
also investigated in this paper. For the part of read-
ing comprehension, we use the BERT model instead.
Combining these two parts, machine reading at scale
is realized. Compared with that of Karpukhin et al.

(2020), it is also important to note that we evaluate
the performance change of the MRC model when
the number of top n contexts increases, where it is
observed that, in the case of our how-to tip QA ex-
amples, the optimal performance is around n = 1.

6 Conclusion

In this paper, we proposed a method to collect the
contexts from the column pages that are not used
to train the MRC model in Chen et al. (2020) and
then use them to evaluate how-to tip machine read-
ing at scale. Then, consequently, we developed a
dataset that contains thousands of contexts for how-
to tip machine reading at scale. Furthermore, we
evaluated the three types of context retrieval mod-
els and showed that the “TF-IDF+BERT” model is
the most effective. Future works include expanding
the dataset as well as designing the evaluation proce-
dure to be more reliable by introducing the notion of
repeated trials and considering statistical measures
such as variance (Dodge et al., 2020).
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Abstract

Linguistic knowledge plays an important role
in assisting models to learn informative rep-
resentations that could help guide better nat-
ural language generation. In this paper,
we develop a Transformer-based abstractive
multi-document summarization method with
linguistic-guided attention (LGA) mechanism
for better representation learning. The pro-
posed linguistic-guided attention mechanism
can be seamlessly incorporated into multi-
ple mainstream Transformer-based summa-
rization models to improve the quality of the
generated summaries. We develop the pro-
posed method based on Flat Transformer (FT)
and Hierarchical Transformer (HT), named
ParsingSum-FT and ParsingSum-HT respec-
tively. Empirical studies on both models
demonstrate this simple but effective mecha-
nism can help the models outperform existing
Transformer-based methods on the benchmark
datasets by a large margin. Extensive analyses
examine different settings and configurations
of the proposed model, providing a good ref-
erence to the text summarization community.

1 Introduction

Multi-document summarization (MDS) is a critical
task in natural language processing aiming at gener-
ating a informative summary from a set of content-
related documents. There are two types of summary
generation: extractive summarization by selecting
salient sentences from original texts directly and ab-
stractive summarization to generate summaries by
models from the understanding of the input con-

tents (Ma et al., 2022). Under comparison, abstrac-
tive summarization is more challenging because it
requires models to truly understand the input docu-
ments and generate corresponding summaries. With
the development of deep learning techniques, neural
network-based models that can help to capture high-
quality latent features are widely applied in MDS
(Dhakras et al., 2018; Alexander et al., 2019; Liu et
al., 2019; Li et al., 2020; Han et al., 2020; Wen et
al., 2021; Beltrachini et al., 2021).

Recently, Transformer (Ashish et al., 2017) shows
outstanding performances in various natural lan-
guage processing tasks, and it is also introduced into
MDS (Alexander et al., 2019). Transformer has nat-
ural advantages for parallelization and could retain
long-range relations between pairs of tokens among
documents. Liu et al. (Liu et al., 2018) adopted a
Transformer model to generate Wikipedia articles.
The model selects top- K tokens and feeds them into
the decoder-only sequence transduction. Built upon
this work, Liu et al. (Liu et al., 2019) proposed a Hi-
erarchical Transformer (HT) containing token-level
and paragraph-level Transformer layers for cross-
document relations capturing. Wen et al. (Wen
et al., 2021) proposed a pre-train language model
PRIMERA, using encoder-decoder transformers to
simplify the processing of concatenated input doc-
uments, leverages the Longformer (Beltagy et al.,
2020) to pre-train with a novel entity-based sentence
masking objective. However, computing token-wise
self-attention in the Transformer takes pairs of to-
ken relations into account but lacks syntactic support
that may cause content irrelevance and deviation for
summary generation (Jin et al., 2020).
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Table 1: Generated summaries via different MDS mod-
els. Different colors mean different thought groups.

Source
Docu-
ments
. they recovered the
child and arrested a 24-year-old
man ...
HT ... she was also taken into custody.
FT
ParsingSum- a 24-year-old man were ar-
HT (Ours) rested and taken into custody. ...
ParsingSum-
FT (Ours)

Many research works seek to incorporate linguis-
tic knowledge to further improve the quality of sum-
maries. Daniel et al. (Daniel et al., 2007) suggested
that linguistic knowledge help improve the informa-
tiveness of summaries. Sho et al. (Sho et al., 2016)
proposed an attention-based encoder-decoder model
that adopts abstract meaning representation parser to
capture structural syntactic and semantic informa-
tion. The authors also pointed out that for natural
language generation tasks in general, semantic in-
formation obtained from external parsers could help
improve the performance of encoder-decoder based
neural network model. Patrick et al. (Patrick et
al., 2019) adopted named entities and entity coref-
erences for summarization problem. Jin et al. (Jin
et al., 2020) enriched a graph encoder with seman-
tic dependency graph to produce semantic-rich sen-
tence representations. Song et al. (Song et al., 2020)
presented a LSTM-based model to generate sen-
tences and the parse trees simultaneously by com-
bining a sequential and a tree-based decoder for ab-
stractive summarization generation.

Dependency parsing, an important linguistic
knowledge that retains the intra-sentence syntac-
tic relations between words, has been adopted and
shown promising results in a variety natural lan-
guage processing task (Hiroyuki et al., 2019; Sun et

al., 2019; Kai et al., 2020; Cao et al., 2021; Wu et al.,
2017). The parsing information is usually formed
as a tree structure that offers discriminate syntactic
paths on arbitrary sentences for information propa-
gation (Sun et al., 2019). The grammatical struc-
ture between the pair of words can be extracted from
the dependency parser helping the model retain the
syntactic structure. Therefore, in this work, we in-
troduce a generic and flexible framework linguistic
guided attention to incorporate dependency informa-
tion into the Transformer based summarization mod-
els. We develop the proposed framework based on
Flat Transformer (FT) and Hierarchical Transformer
(HT), named ParsingSum-FT and ParsingSum-HT.
Our proposed models can also be applied for both
single and multiple document summarization.

Table 1 is an example to illustrate why depen-
dency information helps improve the quality of sum-
maries. The data source is from Multi-News dataset
(Alexander et al., 2019). The HT model can not
distinguish who was arrested: it should be “a 24-
year-old man” rather than “she”. In contrast,
ParsingSum-HT (our model) shows consistent con-
tent with source documents. The potential reason
is that the dependency parsing captures the relation
between “arrested” and “man”, which keeps the
token relations for summaries generation. We also
find the FT model mingles two events within two
sentences. However, the source documents show
two events: (1) the disappearance of the girl in Illi-
nois was at her age of 15; (2) she escaped from
her Washington Park home two years later. Com-
paratively, ParsingSum-FT (our model) retains cor-
rect information. This is due to, from the linguistic
perspective, a sentence is a linguistic unit that has
complete meaning (Halliday et al., 2014). Further-
more, dependency parsing focuses on intra-sentence
relations that help summaries retain correct syntac-
tic structure. The main contributions of this paper
include:

* We propose a simple yet effective linguistic-
guided attention mechanism to incorporate
dependency relations with multi-head atten-
tion. The proposed linguistic-guided attention
can be seamlessly incorporated into multiple
mainstream Transformer-based summarization
models to improve their performances.
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Figure 1: The framework of ParsingSum. The set of documents are first fed into the encoder to generate the repre-
sentations. In the meantime, these documents are input to a dependency parser to produce their sentence dependency
information. The dependency information matrix will be further processed into a linguistic-guided attention mecha-
nism and then fused with Transformer’s multi-head attention to guide the downstream summary generation.

* We evaluate and compare the proposed model
with several strong techniques. The results of
automatic and human evaluation demonstrate
that the models equipped with the linguistic-
guided attention receive better performances
over the compared models.

* We provide an extensive analysis of various set-
tings and configurations of the proposed model.
These results can help researchers understand
the intuition of ParsingSum and serve as an
informative reference for the summarization
community.

2 Methodology

Figure 1 presents the framework of the proposed
model ParsingSum. The proposed linguistic-guided
attention mechanism is generic and flexible to be
applied in different Transformer structures. Inside
the model, the encoder is a representations learner
to learn distinctive feature representations from the
source documents and decoder is able to decipher
representations into language domain for summary
generation. More concretely, the document sets are
first fed into a Transformer-based encoder for rep-
resentation learning. Meanwhile, the source docu-
ments are passed into an external dependency parser
to fetch the dependency relations. These relations
and the Transformer’s multi-head attention then be
input into the linguistic-guided attention mechanism
to construct the linguistic attention map. With the
assistance of linguistic information, the model can
grasp intra-sentence linguistic relations for sum-
maries generation.

2.1 Dependency Information Matrix

Dependency grammar is a family of grammar for-
malisms that plays an important role in natural lan-
guage processing. The dependency parser constructs
several dependency trees that represent grammatical
structure and the relations between head words and
corresponding dependent words. To utilize these de-
pendency information, we first adopt an external de-
pendency parser (Dozat et al., 2017), which can han-
dle sentences of any length, to generate a set of de-
pendency trees from multiple documents. The trees
contain dependencies between any pair of dependent
words in one sentence. Let P denotes the depen-
dency information matrix for one sentence. p;; € P
is a dependency weight between token ¢; and token
t;. We simplify the definition of the weight as shown
in Eq.(1):

1 tiey
Pi=Yo t ot
where t; © t; indicates that ¢; and ¢; have a depen-
dency relation, while ¢; @ t; represents there is no
dependency between the two tokens. To simplify
the model, we consider the relations are undirected
by ignoring the direction of head word and depen-
dent word. For any pair of tokens, as long as there
is a dependency between them, the dependency in-
formation matrix is assigned a value of 1, otherwise
it will be set to 0. We hope to keep all dependency
relations between the pair words in a simple yet ef-
fective manner.

D

2.2 Linguistic-Guided Attention Mechanism

In order to process source documents effectively and
preserve salient source relations in the summaries, in
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Figure 2: The linguistic-guided attention mechanism. The given exemplary sentence The issues are vexing and com-

plex. is from Multi-News dataset (Alexander et al., 2019).

Different properties of vocabularies and relations between

words are included in the parsing information. The linguistic-guided attention mechanism incorporates the depen-
dency information matrix P constructed from dependency trees of the input content and the Transformer’s multi-head

attention of this input content.

ParsingSum, we propose a novel linguistic-guided
attention mechanism to extend the Transformer ar-
chitecture (Ashish et al., 2017; Liu et al., 2019).
Figure 2 depicts this mechanism on an exemplary
sentence from Multi-News dataset (Alexander et al.,
2019). linguistic-guided attention joins the depen-
dency information matrix with the multi-head atten-
tion from source documents to generate syntactic-
rich features. The linguistic-guided attention mech-
anism can be viewed as learning graph representa-
tions for the input sentences. Let CEi € Rmodetn
denotes the output vector of the last encoding layer
of Transformer for token t;. For the attention head
head, € Head(j = 1,2,...,h), h represents the
number of head. We have:

4ihead, = Wq,headz x

_ Wk',headz

2)

ki,headz

v,head,
Vi head, = w

where Wq,headz’ Wk,headz’ Wv,headz c de*dmodel
are weight matrices. dj is the dimension of the key,
query and value. g; head. s ki head. s Vihead, € R**!
are sub-query, sub-key and sub-values in different
heads and we concatenate them respectively:

l
l

l
i
xl
Ly

Qi = Concat(qi7head1 s Qi heads s -5 qi,headh)
K; = concat(k; heady s @i, headss -+ Qi heady,)  (3)
‘/i == Concat(vi,headl s Qi,headss -+ qi.,headh)

where Q;, K;, V; € R"*1 are corresponding key,
query and value for attention calculation. In Pars-
ingSum, the linguistic-guided attention merges de-
pendency information with multi-head attention in
the following manner:

LGAtt;; = aM;; ® Att;; + Att;; “)

where Att;; = softmax Qi K, &)
Vdy

M,;; = Stack_h(pi;) (6)

where « is a trade-off hyper-parameter to balance
the linguistic-guided information M;; and multi-
head attention Att;;. In order to fuse dependency
weight p;;, we build a function stack_h(-) to repeat
pij on the dimension of head to have the same size
with Att;; € RM*1*1 & denotes the element-wise
Hadamard product. Then, we have:
Context; = Z LGAtt;; - V; @)
J
where C'ontext; represents the context vectors gen-
erated by linguistic-guide attention. Later on,
two layer-normalization operations are applied to
Context; to get the output vector of current encoder
layer for token #;:

#*' = LayerNorm (k; + FFN (k;))  (8)

k; = Layer Norm (osi + Conteaxt;) )
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where FFN is a two-layer feed-forward network
with ReLU as activation function. Then, the learned
feature representations are passed into multiple de-
coder layers that are fairly similar to the Flat Trans-
former structure (Sebastian et al., 2018).

3 Experiments

In this section, we report the effectiveness of the pro-
posed linguistic-guided attention. Extensive analy-
ses have been done on how to select suitable fusion
weights in linguistic-guided attention, as well as the
influence of batch size for model training. Later on,
discussions on different fusion methods and their vi-
sualization are conducted.

31

We compare ParsingSum with the following models:
LexRank computes the importance of a sentence-
based on the concept of eigenvector centrality in a
sentence graph (Gunes et al., 2004). TextRank is
a graph-based ranking model (Rada et al., 2004).
Maximal Marginal Relevance (MMR) (Jaime et al.,
1998) considers the importance and redundancy of a
sentence in a complementary way to decide whether
to select the sentence for the summary. SummPip
(Zhao et al., 2020) considers both linguistic knowl-
edge and deep neural representations for summary
generation. BRNN' is an bidirectional RNN-based
model. Flat Transformer (FT) (Alexander et al.,
2019) is a Transformer-based model on a flat to-
ken sequence. Hi-MAP (Alexander et al., 2019) in-
corporates MMR into a pointer-generator network.
Hierarchical Transformer (HT) (Liu et al., 2019) is
an abstractive summarizer that can capture cross-
document relationships via hierarchical Transformer
encoder and flat Transformer decoder.

Models for Comparison

3.2 Experimental Settings

We equip the proposed linguistic-guided attention
on both Hierarchical Transformer (HT) and Flat
Transformer (FT) architectures. Two models are
thus derived: ParsingSum-HT and ParsingSum-FT.
For ParsingSum-HT, we follow the implementation
of the HT model by using six local Transformer lay-
ers and two global Transformer layers with eight

"'We implement the BRNN model based
on https://github.com/Alex-Fabbri/Multi-
News/tree/master/code/OpenNMT-py-baselines

Table 2: Models comparison on Multi-News test set. We
rerun all the compared models under the same environ-
ment. The best results for each column are in bold.

ROUGE-F

Models | ) L
LexRank 37.92 13.10 16.86
TextRank 39.02 14.54 18.33
MMR 42.12 13.19 18.41
SummPip 42.29 13.29 18.54
BRNN 38.36 13.55 19.33
FT 42.98 14.48 20.06
Hi-MAP 4298 14.85 20.36
HT 36.09 12.64  20.10
ParsingSum-HT (Ours) | 37.34 13.00  20.42
ParsingSum-FT (Ours) 44.32 15.35 20.72

Table 3: Models comparison on WCEP-100 test set. The
best results for each column are in bold.

ROUGE-F
Models | ) L
HT 2320 578 17.45
FT 23.41 6.64 17.93
ParsingSum-HT (Ours) 24.03 6.42 18.31
ParsingSum-FT (Ours) | 2645 7.06  18.98

heads?. For ParsingSum-FT, we follow FT model
settings and adopt four encoder layers and four de-
coder layers®. For training, we use Adam optimizer
(81=0.9 and 52=0.998). The dropout rates of both
encoder and decoder are set to 0.1. The initial learn-
ing rate is set to 1 x 1073, The first 8000 steps are
trained for warming up and the models are trained
with a multi-step learning rate reduction strategy.
We evaluate the proposed model and compare its
performances with multiple baseline models using
ROUGE scores (Lin et al., 2004), the most com-
monly used evaluation metrics, and human evalua-
tion. The experiments are conducted on two datasets
: Multi-News dataset (Alexander et al., 2019) and
WCEP-100 dataset (Demian et al., 2020). Multi-
News a large-scale English MDS benchmark dataset

>We train the HT model on one GPU for 100,000 steps with
batch-size 13,000.

SWe implement the FT model based
on https://github.com/Alex-Fabbri/Multi-
News/tree/master/code/OpenNMT-py-baselines. We train
the FT model for 20,000 steps with batch-size 4096 on one
GPU.
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Table 4: The analysis of fusion weights of linguistic-
guided attention on Multi-News validation set. The best
results for each column are in bold.

Table 5: Human evaluation results on the Multi-News
dataset. The best results for each column are in bold.

Models Fluency Informativeness Consistency
Models ROUGE-F Hi-MAP 2.53 2.80 2.33
1 2 L FT 2.47 2.67 2.60
HT 36.02 1257  20.05 HT 2.20 2.13 2.40
ParsingSum-HT (a=1) | 36.71 12.79 20.27 ParsingSum-HT | 2.73 2.93 2.87
ParsingSum-HT (a=2) | 35.64 12.18 19.80 ParsingSum-FT | 2.87 2.87 2.73
ParsingSum-HT (a=3) | 36.74 12.86 20.29
FT 42.81 1425 19.81
ParsingSum-FT (a=1) | 43.69 14.67 19.95 which shows the effectiveness of linguistic-guided
ParsingSum-FT (a=2) | 43.84 15.01 20.50 attention on the Transformer-based models. It is
ParsingSum-FT (a=3) | 43.61 1492 20.13 worth noting that the proposed ParsingSum-FT is

extracted from news articles. It includes 56,216
article-summary pairs and it is further scattered with
the ratio 8:1:1 for training, validation and testing re-
spectively. Each document set contains 2 to 10 arti-
cles with a total length of 2103.49 words. The av-
erage length of golden summaries is 263.66 words.
WCEP-100 consists of 10,200 document sets (8158
for training, 1020 for validation and 1022 for test-
ing) with one corresponding human-written sum-
mary. The average length of the summaries are 32
words. Deep Biaffine dependency parsing (Dozat et
al., 2017) are used to generate dependency informa-
tion for these source documents.

3.3 Overall Performance

We evaluate the proposed ParsingSum-HT,
ParsingSum-FT and compare them with multi-
ple mainstream models on both Multi-News and
WCEP-100 datasets. For fair comparisons, we
rerun all the compared models under the same
environment. For Multi-News dataset, as shown
in Table 2, the ParsingSum-HT model receives
higher ROUGE scores (across all ROUGE-1,
ROUGE-2 and ROUGE-L) steadily compared to the
original HT model. The linguistic-guided attention
helps the model raise 1.25 on ROUGE-1 score,
0.36 on ROUGE-2 score, and 0.32 on ROUGE-L
respectively. It indicates the outstanding capability
of ParsingSum models to retain the intention of
original documents when generating summaries. A
similar phenomenon shows on the ParsingSum-FT
model. More specifically, ParsingSum-FT sur-
passes FT model 1.34 on ROUGE-1 score, 0.87
on ROUGE-2 score, and 0.66 on ROUGE-L score,

able to outperform its baseline (i.e., FT model) by a
large margin and also receives the highest ROUGE
scores across all the compared methods. The effect
of linguistic-guided attention can be verified on the
WCEP-100 dataset. The ROUGE results can be
improved on both two version of Transformer based
summarization models. These results indicate the
outstanding capability of linguistic-guided attention
to retain the intention of original documents when
generating summaries.

3.4 Human evaluation

Although ROUGE are the standard evaluation met-
rics for summarization tasks, they focus on lexi-
cal matching instead of semantic matching. There-
fore, in addition to the automatic evaluation, we
access model performance by human evaluation
in a semantic way. We invite three annotators
who research natural language processing to eval-
uate the performance of five models (Hi-MAP,
FT, HT, ParsingSum-FT, ParsingSum-HT) indepen-
dently. For each model, 30 summaries are randomly
selected from the Multi-News dataset. Three criteria
are taken into account to evaluate the quality of gen-
erated summaries: (1) Informativeness: how much
important information does the generated summary
contain from the input document? (2) Fluency: how
coherent are the generated summaries? (3) Con-
sistency: how closely the information in the gener-
ated summaries are consistent with the input docu-
ments? Annotators are asked to give scores from 1
(worst) to 5 (best). Table 5 summarizes the compar-
ison results of five summarization models. For each
model, the score of each criterion is computed by
averaging the score of all summary samples. The re-
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Figure 3: The performance of ParsingSum-HT on small (in blue) and large batch-size setting (in red).

Table 6: Performance of ParsingSum-HT via different fu-
sion methods on Multi-New validation set. The best re-
sults for each column are in bold.

ROUGE-F
Models | ) L
ParsingSum-HT (P0.25) | 19.50 3.40 12.59
ParsingSum-HT (G0.25) | 16.84 1.92 11.36
ParsingSum-HT (G8) 20.18  3.55 13.00
ParsingSum-HT (a=3) 36.74 12.86 20.29

sults demonstrate that the Transformer based models
equipped with linguistic-guided attention are able
able to generate higher quality summaries than the
baseline models in terms of informativeness, flu-
ency, and consistency. These human evaluation re-
sults further validate the effectiveness of our pro-
posed linguistic-guided attention mechanism.

3.5 Analysis

We further analyze the effects of the trade-off pa-
rameter « and batch-size in ParsingSum. We also
examine and discuss different manners to incorpo-
rate parsing information into the proposed model.

The Analysis of the Fusion Weights. The trade-off
factor o controls the intensity of attention from a lin-
guistic perspective to be fused with multi-head atten-
tion. To analyze its importance, we conduct experi-
ments by setting a to 0, 1, 2, and 3 (o« = 0 denotes the
naive Transformer model without linguistic-guided
attention) on the two proposed models on the vali-
dation set. The results are shown in Table 4. Gener-
ally, there is an increasing trend with the increment
of . This rising trend further proves assigning a rel-
atively larger « in a suitable range can improve the

performance of summarization models.

The Analysis of Batch-size. Batch-size is consid-
ered to have a great effect on the mini-batch stochas-
tic gradient descent process of model training (Smith
et al., 2018) and it will thus further affect the model
performance. To validate it empirically, we train the
model with small/large batch-size (the small batch-
size is 4,500 and the large one is 13,000) of the
ParsingSum-HT model. The experiments are con-
ducted with different . The results in Figure 3 show
that smaller batch-size reduces the performance on
all the evaluation metrics. Interestingly, the ROUGE
scores of the small batch-size setting are steadily in-
creasing with o changes from 1 to 3; when the model
is trained with large batch-size, the increasing trend
is retained but the ROUGE scores are jittering when
« equals two. It indicates different batch-sizes have
different sensitivities towards the change of a.

The Analysis of the Fusion Methods. How to inte-
grate the parsing information into the Transformer-
based model is important in our work. In addition
to the fusion method introduced in Section 2.2, we
attempt several other fusion methods under a small
batch-size setting of the ParsingSum-HT model: (1)
Direct fusion. Weight the dependency parsing ma-
trix and add it directly to the multi-head attention. It
denotes as ParsingSum-HT (P0.25):

LG Att;; = 0.25M;; + Att;; (10)

(2) Gaussian-based fusion. We adopt the idea
from (Li et al., 2020) and apply Gaussian weights
to the product of the dependency information and
the multi-head attention. The Gaussian weights
are set to 0.25 (ParsingSum-HT (GO0.25)) and 8
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Figure 4: Visualization of different fusion methods. (a) HT model; (b) ParsingSum-HT (a=1); (c) ParsingSum-HT
(P0.25); (d) dependency parsing matrix; (e) ParsingSum-HT (a=3); (f) ParsingSum-HT (G0.25).
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8
Figure 4(a) and 4(d) represent the heatmap of the
HT model and dependency parsing matrix. Fig-
ure 4(b), 4(c), 4(e), and 4(f) illustrate the attention
maps of different fusion methods. Table 6 presents
the performance of the mentioned fusion methods
on Multi-New validation set. ParsingSum-HT with
=3 receives the best results for all ROUGE scores.
The potential reason is that through direct fusion and
Gaussian fusion, the scale of the original multi-head
attention has been overwhelmed, leading to posing
the dependency information in a dominant position.
In this case, the normal gradient backpropagation
process has been disturbed. The experiment results
indicate that a direct summation of the weighted de-
pendency parsing matrix and multi-head attention

LGAttij = + Attij (12)

may damage the original attention. On the other
hand, a “soft” fusion (when « is adopted) of these
two attentions can achieve promising results.

4 Conclusion

This paper presents a generic framework to lever-
age linguistic knowledge to improve the perfor-
mance of abstractive Transformer-based summariza-
tion models. The proposed linguistic guided at-
tention mechanism can be seamlessly incorporated
into multiple mainstream Transformer-based sum-
marization models and can be outperform exist-
ing Transformer-based methods by a large margin.
We develop two models based on Flat Transformer
(FT) and Hierarchical Transformer (HT). The pro-
posed ParsingSum-HT and ParsingSum-FT incorpo-
rate dependency relations with Transformer’s multi-
head attention for summaries generation. The ex-
periments confirm that utilizing dependency infor-
mation from the source documents is beneficial to
guide the summaries generation process.
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Abstract

Large scale pre-trained language models
(PTLMs) such as BERT have been widely
used in various natural language process-
ing (NLP) tasks, since PTLMs greatly im-
prove the downstream task performances by
fine-tuning the parameters on the target task
datasets. However, in many NLP tasks, such
as document classification, the task datasets
often contain numerous domain specific words
which are not included in the vocabulary of
the original PTLM. Those out-of-vocabulary
(O0OV) words tend to carry useful domain
knowledge for the downstream tasks. The do-
main gap caused by OOV words may limit
the effectiveness of PTLM. In this paper, we
present VART, a concise pre-training method
to adapt BERT model by learn OOV word
representations for multi-label document clas-
sification (MLDC) task. VART employs an
extended embedding layer to learn the OOV
word representations. The extended layer can
be pre-trained on the task datasets with high
efficiency and low computational resource.
The experiments for MLDC task on three
datasets from different domains with different
sizes demonstrate that VART consistently out-
performs the conventional PTLM adaptation
methods such as fine-tuning, task adaption and
other pre-trained model adaptation methods.

1 Introduction

Pre-trained language models (PTLMs) such
as GPT (Radford and Narasimhan, 2018) and
BERT (Devlin et al.,, 2018), which are trained
on massive unlabeled datasets, can effectively

encode rich knowledge into huge parameter spaces.
Therefore, by fine-tuning the PTLM parameters, the
encoded knowledge is able to benefit a wide range
of downstream natural language processing (NLP)
tasks (Dai et al., 2021; Liang et al., 2020; Adhikari
etal., 2019; Wang et al., 2019; Zhu et al., 2020; Gao
et al., 2019).

However, applying PTLMs to the specific domain
tasks always faces the domain gap problem. Con-
ventionally, PTLMs are trained on a large volume
of general domain datasets with a fixed vocabulary
extracted from the datasets. When applying such
general domain PTLMs on a specialized domain
dataset, e.g., patent documents, the domain gap be-
comes an important factor that hinders the perfor-
mance of PTLMs. One of the causes of the do-
main gap is the domain words which are not in-
cluded in the PLTM vocabulary. Although a PTLM
is capable to handle the out-of-vocabulary (OOV)
words by splitting each OOV word into multiple
in-vocabulary sub-words, for instance, the word
“chalcogenide” commonly seen in the patent doc-
ument will be split into five sub-words including
“ch”, “##al”, “##co”, “##gen” and “##ide” with
the vocabulary of BERT-base-cased model. As a
result, the representation of “chalcogenide” is di-
vided into five embedded vectors. Consequently, the
information of “chalcogenide” which is intuitively
preferable as an integral representation would be ig-
nored in the downstream tasks. Since those OOV
words tend to carry rich domain knowledge, the in-
formation loss potentially limits the effectiveness of
PTLMs for tasks such as multi-label document clas-
sification (MLDC), which is known as a fundamen-
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tal and essential NLP task and has been widely ap-
plied in specific domain tasks such as clinical code
prediction (Scheurwegs et al., 2017; Mullenbach et
al., 2018) for electronic health record (EHR) texts
and biomedical document classification (Du et al.,
2019; Baker and Korhonen, 2017). The datasets for
domain-specific MLDC tasks always contain a large
number of domain OOV words which challenge the
use of PTLMs.

In order to bridge the domain gap for PTLMs, a
plenty of researches have been conducted. Some
of the prior researches have focused on fine-tuning
PTLMs for text classification (Sun et al., 2019),
while other researches have addressed the issue by
adapting the PTLMs to the target domain datasets
by training PTLMs from scratch with a new vocabu-
lary, such as SciBERT (Beltagy et al., 2019). How-
ever, the fine-tuning approach is focused on adapt-
ing the PTLM parameters to the target domain and
leaves aside the OOV issue, while training PTLMs
from scratch sets an extremely high demand of com-
putational resource and it is time-consuming. To
solve the domain OOV problem efficiently, there are
recent researches focusing on extending the orig-
inal PTLM vocabulary with target domain words,
such as exBERT (Tai et al., 2020), which comple-
ments the original BERT model with another BERT
model for learning the OOV representations. How-
ever, exBERT model still faces the problems of effi-
ciency and training complexity.

Inspired by the work of exBERT, we propose
VART, a Vocabulary Adapted BERT model which
adapts the original BERT model by extending
the vocabulary with the target domain vocabulary.
Specifically, we just extend the embedding layer of
BERT model to learn the OOV word representa-
tions while inheriting other BERT layers and then
pre-train the model on the downstream task datasets.
Comparing with exBERT, the main contributions of
this work are summarized as follows:

* We demonstrate a concise training method
to extend the BERT vocabulary with domain
OOV words. VART overcomes the problems
that remained in exBERT by boosting the ef-
ficiency in both pre-training and fine-tuning
phases while saving computational resources.

» Extensive experiments are conducted on three

datasets with different sizes and domains for
MLDC task. Although smaller in model size,
VART consistently outperforms exBERT and
other baseline methods even on an extremely
small scale task dataset.

2 Related Work

Fine-tuning PTLMs. The most common conven-
tional approach for utilizing PTLMSs is fine-tuning.
Generally, fine-tuning is performed by replacing the
output layer of a PTLM with other layers which are
specified according to the downstream tasks. The
parameters of the original PTLM are preserved and
tuned on the task datasets. Various fine-tuning meth-
ods of BERT specially on document classification
task are investigated in (Sun et al., 2019), such as
studying the effectiveness of different BERT lay-
ers in the fine-tuning phase. Besides, a multi-task
learning mechanism is also used to fine-tune the
BERT model. Rietzler et al. (2019) fine-tunes the
BERT model for sentiment classification task. Dif-
ferent adaptation scenarios such as in-domain, cross-
domain and joint-domain are studied in the experi-
ments. Gururangan et al. (2020) focuses on dataset
selection for further pre-training the RoBERTa (Liu
et al., 2019) model. Various dataset selection strate-
gies, such as domain dataset selection (domain-
adaptive pre-training, DAPT) and task dataset se-
lection (task-adaptive pre-training, TAPT) are pro-
posed. The experiment results demonstrate that an
adapted PTLM is beneficial to various downstream
NLP tasks.

Domain specific PTLMs. In order to further im-
prove the performances on domain specific tasks,
such as biomedical domain, researches focusing on
training domain specific PTLMs have been proposed
in recent years. SCIBert (Beltagy et al., 2019) lever-
ages pre-training on large multi-domain scientific
publications with a new in-domain vocabulary. The
experiment shows that SCIBert outperforms general
domain BERT in the scientific domain tasks. More-
over, the in-domain vocabulary is proven helpful in
the experiment. Gu et al. (2020) pre-trains the do-
main BERT model from scratch with a customized
vocabulary on the PubMed articles. BioBERT (Lee
et al., 2019) inherits the vocabulary and the model
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Figure 1: Overview of adapting BERT model by extending the vocabulary. We will reuse the original BERT encoder
layer and further pre-train it with an extended vocabulary V., from the target dataset. While in the pre-training phase,
we train the OOVEmbedding layer and MLM Prediction layer from scratch. Finally, the VART model is constructed

by merging the two embedding layers into one.

parameters from original BERT model and then is
further pre-trained on a large volume dataset that
mainly consisted of PubMed articles. Similarly, Lee
and Hsiang (2020) obtains a BERT model in patent
domain by fine-tuning original BERT model on over
two million patent documents.

Extending PTLM vocabulary. It is known that
training PTLMs from scratch requires powerful
computational resources and is time-consuming.
Recently proposed exBERT (Tai et al., 2020) intro-
duces a general training method to extend the orig-
inal BERT from the general domain to a specific
domain. The exBERT model preserves the original
BERT model and vocabulary. Meanwhile, another
smaller (or full size) BERT model is used to learn the
information of domain OOV words. However, there
are mainly two problems of this dual BERT model
structure. Firstly, exBERT is much larger than a sin-
gle BERT model so that it is highly inefficient in pre-
training phase. For alleviating the problem, the au-
thor proposes tradeoffs such as shrinking the size of
the extra BERT model and fixing the parameters of
the original BERT model in the pre-training phase.
However, the smaller size BERT model may be in-
adequate to learn document representations, while
the original BERT model still faces the domain gap
if the parameters are fixed. Secondly, it is non-
trivial to combine the outputs from the two BERT
encoders. For this reason, a weighting block com-
prised of a fully-connected layer and sigmoid acti-
vator is used to combine the two encoder outputs.
This increases the training complexity.

The fine-tuning PTLMs method focuses on the
model parameter adaptation and leaves aside the

OOV issue. Training domain specific PTLMs
from scratch is computational expensive and time-
consuming. Inspired by exBERT, we propose VART
to adapt the original BERT model to the target
domain by learning the representations of domain
OOV words. In order to solve the remained prob-
lems in exBERT, we use only one single BERT
model with a minor modification for the adaptive
pre-training. Comparing with exBERT, our model
boosts the efficiency in both pre-training and fine-
tuning phases without sacrificing the performances
for MLDC task.

3 Methodology

In this section, we introduce VART model which is
pre-trained with an extra OOV list from the target
dataset illustrated in Figure 1. In the first place,
we would like to define the PTLM adaptation task
in this paper. Given an original pre-trained BERT
model B with a vocabulary V;,, and a training dataset
D, for MLDC in a specific domain, we expand V;,
to Vozt with an OOV list extracted from D; at first,
and then design an extended BERT model B,
which is inherited from B and is further pre-trained
with V. Finally, VART is derived from B.,; and is
fine-tuned for downstream MLDC task. In the rest of
this paper, the term “BERT” refers to “BERT-base-
cased”! model from Huggingface? repository and is
implemented by Huggingface transformers® (Wolf
et al., 2020).

"https://huggingface.co/bert-base-cased

https://huggingface.co/

*https://github.com/huggingface/
transformers
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OOV Extraction. Given a training dataset D, of a
specific task (MLDC for this paper), we first extract
a word list V; from D; via WordPiece (Wu et al.,
2016) algorithm, then an OOV vocabulary V,,, is
constructed by selecting all the terms in V; but not
in Vj,. Afterwards, V., is obtained by appending
Voov t0 Vi, As the example shown in Figure 2, we
extract a new word “bananas” from D; and append
the word to V,.

Pre-training VART. The structure of original
BERT model can be categorized mainly into three
components shown in Figure 1(a). The embed-
ding layer encodes the input tokens into a real-
valued vector. The encoder is a stack of Trans-
former (Vaswani et al., 2017) blocks consist of mul-
tiple self-attention heads and learns the final repre-
sentation of the input sequence. The task layer gen-
erates the output for self-supervised tasks such as
masked language model (MLM) and next sentence
prediction (NSP).

In order to learn the representations for the OOV
words, we simply complement an extra embedding
layer to the original BERT model B while preserv-
ing the original embedding layer to encode the in-
vocabulary words. As the example shown in Fig-
ure 2, by applying O M ask, only the new word “ba-
nanas” is encoded by the OOVEmbedding layer. Af-

terwards, it is handy to use O Mask for combining
the embedded vectors emb™ and emb°°”. This pro-
cess is described in the following Equations, where
w; 1s id of the i-th word in the input sequence.

emb!” = Embedding((1 — OMask;) - w;) (1)
emby®” = OOVEmbedding(OMask; - w;) (2)
emb; = (1 — OMask; )emb!™ + OMask;emb?°¥
3)
The encoder of B,,; is initialized with the encoder
in B. For the task layer, we only select MLM to
pre-train B, in this work. Considering that the vo-
cabulary size of V.., is enlarged, the magnitude of
prediction vector from the task layer should be in-
creased to match the size of V,,;. Therefore, we cre-
ate a new task layer with the proper dimension for
pre-training Be,; on D;. Considering that the ex-
tra embedding layer and the task layer in B, need
to be trained from scratch, while the encoder layer is
inherited from B, it is plausible to set different learn-
ing rates for those layers in the pre-training process.
Afterwards VART model is obtained by concate-
nating the two embedding layers after pre-training
Beyi(see Figurel(c)). At this point, we adapt B to
the target dataset D; by extending the vocabulary.
The final transformation brings another merit of
VART in that our model is converted into a standard
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Table 1: Datasets overview. The column “Len” denotes
the average document length of each dataset. “Labels” is
the actual label number of the dataset.

Table 2: Learning rate settings for pre-training different
models. “BERT;,,;” denotes the task adapted training
for BERT model. The subscript of exBERT and VART

Dataset Train Test Len Labels Domain models denotes the dataset on which the learning rate is
CEI 24k 1.2k 277 103 Clinical applied.
EU-Leg 45k 6k 538 4193 Law Models Original Extended
Patent 90k 10k 66 9152 Patent Layers  Layers
BERTtapt 4e-05 -
exBERT yper 2e-05 le-04
BERT model from the non-standard structured B,,;. exBERT o5/ 4e-05 le-04
A standard structured BERT model is much more VART 11,0 4e-05 le-04
friendly to people who would deploy VART in their VART B0 Leg 2¢-05 2e-04
own applications since they do not need to import
any extra libraries in their project reducing the risk
of library conflicts. model. The BERT-base-cased model, which con-

4 Experiment

4.1 Datasets

We conduct experiments on three datasets for the
MLDC task with different sizes and domains. An
overview of all the datasets is shown in Table 1.

CEI dataset* (Larsson et al., 2017) is annotated
for chemical exposure assessments®. The dataset
contains 3.7k abstracts from PubMed documents
and is categorized by experts into 32 classes denot-
ing chemical exposure information.

EU-Leg dataset (Chalkidis et al., 2019) com-
prises 57k legislative documents from EURLEX®.
The documents are annotated with multiple concepts
from EUROVOC and contain about 4.3k labels in
total.

Patent dataset® (Huang et al., 2019) is collected
from USPTO? containing 100k patent documents,
including titles and abstracts. The hierarchical an-
notation category contains almost 9k labels.

4.2 Implementation

Pre-training. We use the exBERT library!® and
modify the training script to support the VART

“https://figshare.com/articles/dataset/Corpus_and_Software/
4668229
Shttps://www.ncbi.nlm.nih.gov/pmc/articles/PMC5336247/
Shttps://eur-lex.europa.eu/
"https://publications.europa.eu/en/web/eu-vocabularies
8https://drive.google.com/open?id=1So3unr5p_vlYq31gEOLy
07Z2XTvD5QIM
*https://www.uspto.gov/
"%https://github.com/cgmhaicenter/exBERT

tains 12 Transformer layers with 12 self-attention
heads and 768 hidden dimension, is selected as the
original BERT model. The maximum input se-
quence length is set to 512 and only the masked lan-
guage model task is chosen to pre-train all the mod-
els.

For the extended encoder in exBERT model, we
inherit the best settings in the author’s work with
hidden size 252 and feed-forward layer size 1024
(about 33% of the original BERT model size). Dif-
ferent learning rates are set for the original BERT
layers and the extended layers in both exBERT and
VART models. The detailed learning rate settings
are listed in Table 2. We pre-train all the mod-
els for 50 epochs on the CEI dataset, 40 epochs
on the Patent dataset and 10 epochs on the EU-Leg
dataset in considering of training efficiency. The
models saved after the final epoch will be used for
the MLDC task. The batch size is set to 4 on all the
datasets. The Adam (Kingma and Ba, 2015) opti-
mizer is applied to tune the parameters. All the ex-
periments hereafter are conducted on our in-house
servers with GeForce GTX 1080 Ti/2080 Ti GPUs.

Fine-tuning. In the fine-tuning process, the hid-
den state h of the first token [CLS] is considered
as the document representation and is followed by
a fully connected layer (task layer) which predicts
the final labels. Different learning rates are set to the
pre-trained models and the task layer respectively.
2e-05 is set to all the pre-trained models, while 2e-
04 is set to the task layer on CEI dataset and 1e-04
is set on Patent and EU-Leg datasets. Moreover, a
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Figure 3: Visualization of results from different vocabularies. The line chart denotes the micro-F1 score corresponding
to the left vertical axis and the histogram shows the vocabulary size corresponding to the right vertical axis.

Table 3: Overall experiment results. “Vocab Size” de-
notes the vocabulary size for training exBERT and VART
models. For BERT models, the vocabulary size is 28,996.

Model CEI EU-Leg Patent
BiGRU-LWAN - 69.8% -
HARNN - - 541%
BERT fine tune ~ 91.9% 70.4% 57.5%
BERT ¢ 92.6% 70.4%  58.3%
exBERT,; 92.1% 71.5% 58.4%
exBERT ,501¢ 92.8 % 70.8% 58.6%
VART 92.9 % 71.2% 58.8%
Vocab Size 33,710 55,558 41,718

learning rate decay mechanism is adopted to boost
the performance in the form of Equation 4, where
o is the initial learning rate and decay_rate is set
to 0.9. We run 20 epochs for fine-tuning on all the
datasets and the binary cross-entropy loss is used to
train the classifier. Micro-F1 score is adopted as the
evaluation metric.

1
1+ decay_rate x epoch_num

/
(67

ap (4

4.3 Baseline Methods

Networks without  pre-trained  models.
HARNN (Huang et al., 2019) is a hierar-
chical attention-based RNN model. BiGRU-

LWAN (Chalkidis et al., 2019) adopts a label-wise
attention mechanism on the basis of a Bi-GRU
layer. The two models carried out experiments
on the same datasets as in this work and without
pre-trained models. We cite the reported results on

Table 4: Comparison of different vocabularies. Scores
in bold denote the results better than Bertq,;. The
best scores are marked with T. The number in brackets
presents the vocabulary size.

Settings CEI EU-Leg Patent
Bert:. 91.9%  704%  57.5%
fine—tune (78 996)  (28,996) (28,996)
Bert 92.6%  704%  58.3%
tapt (28,996) (28,996) (28,996)
9297%  70.8%  58.4%

VART 0% (33,710)  (33,000) (34,008)
92.7%  704%  58.8%"

VART0 (40,726) (39,507) (41,718)
928% 70.7%  58.6%

VART0k (42,659) (47,254) (50,456)
92.8% 71.2%T 583%

VART 01 (49,673)  (55,558) (55,075)

Patent and EU-Leg datasets from the works directly.

Fine-tune Only. The original BERT model is di-
rectly fine-tuned for the downstream MLDC task.

Task Adaptation. We follow the task adaptation
(TAPT) method described in (Gururangan et al.,
2020) to pre-train the BERT model on each train-
ing dataset with the vocabulary unchanged at first,
and then fine-tune the adapted BERT model for the
MLDC task.

exBERT. We inherit the best settings for the ex-
tended encoder in the author’s work with hidden
size 252, feed-forward layer size 1024, 12 attention
heads and 12 hidden layers (about 33% of the orig-
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Table 5: Efficiency and computational resource cost comparison of the pre-trained models.

BERT;,,; exBERT VART
Parameter size 110M 147M  122M
CEI 75B  60.6B
FLOPS, ¢ trqin  Patent 55.2B 74.6B  60.2B
EU-Leg 80.1B 65.6B
CEI
FLOPsfne tune Patent 43.5B 579B 43.5B
EU-Leg
GPU usage 1 2 1

inal BERT model size). The exBERT model is pre-
trained based on the same vocabulary with VART
model. Moreover, there are two pre-training modes
for exBERT: training the extended model only and
training the whole model. We test the both pre-
training modes in this work.

4.4 Experiment Results and Analysis

The overall experiment results are listed in Table 3.
From the results, we can observe that the fine-
tuning method greatly improves the performances
with respect to the networks without BERT model.
This confirms the effectiveness of BERT model, not
surprisingly. Task adapted BERT model further
improves the performance of fine-tuning method,
which demonstrates that the adaptation of PTLMs
is essential to improve the performance for specific
tasks. VART achieves best scores on CEI and Patent
datasets. Although exBERT produces the best result
on EU-Leg dataset with training extended encoder
mode, the result from VART on EU-leg is close to
exBERT,.,; and is better that other baselines includ-
ing exBERT 5,01

From the results we can also see the problems
of exBERT. Firstly, the two training modes perform
differently on different datasets. Moreover, the re-
sults of the two modes are also significantly differ-
ent. On the CEI dataset, exBERT,,},, is signifi-
cantly better than exBERT.,, while the result is op-
posite on EU-Leg dataset. This indicates that it is
difficult for exBERT to balancing the performances
of the original BERT encoder and the extended en-
coder. On the contrary, VART model can be easily
trained as a result of its simple structure.

Secondly, the training efficiency hinders the uti-
lization of exBERT. Table 5 lists the comparison

of the training efficiency and the computational re-
source cost between exBERT and VART. We can see
that, although exBERT yields equivalent results on
CEI and Patent datasets and produces the best re-
sult on EU-Leg dataset, VART is more efficient than
exBERT in both pre-training and fine-tuning. For
instance, as to the real running time, it took about
22 hours with VART on the Patent dataset com-
paring to 36 hours with exBERT.,; and 40 hours
with exBERT 1,0 In the fine-tuning process, it
took about 19 hours with VART model on EU-Leg
dataset comparing to 40 hours with exBERT. Be-
sides, VART has about 17% fewer parameters than
exBERT without sacrificing performances. As to the
computational resource cost, VART only requires
1 GPU for both pre-training and fine-tuning, while
exBERT needs 2 GPUs under the same setting. All
the evidences demonstrate that VART is able to fur-
ther improve the performance on basis of conven-
tional PTLM adaptation methods with a high effi-
ciency and a low computational resource cost.

4.5 Impact of Vocabulary Size

We further conduct experiments to test VART
model with different vocabulary sizes. API
BertWordPieceTokenizer is used for extracting
vocabularies from the target datasets. By setting the
parameter vocab_size with different values, we
can control the extracted vocabulary size. For each
training dataset, we extract four vocabularies by set-
ting vocab_size with 10k, 20k, 30k and 40k sep-
arately. The settings for pre-training and fine-tuning
with different vocabularies remain the same as Sec-
tion 4.2.

The detailed results of different vocabulary sizes
are listed in Table 4, which is also visualized in Fig-
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ure 3. From the results we can observe that VART
model produces better results than BERT},,; model
in most cases. This indicates that extending the vo-
cabulary is beneficial to the MLDC task.

On the other hand, we could arrive at a similar
conclusion with Tai et al. (2020) that increasing the
vocabulary size may not always produce better re-
sults. The best score coming from the largest vo-
cabulary can be only seen on the EU-Leg dataset.
On the CEI and Patent datasets, the best scores are
achieved with 10k and 20k vocabularies instead of
using their largest vocabularies.

We hypothesis that the vocabulary size and the
dataset size should to be proportional. Since larger
vocabularies from smaller datasets may contain
more low frequency words which provide less in-
formation for the MLDC task. However, the rela-
tionship between the vocabulary size and the train-
ing sample number is worth studying in the further.

5 Conclusion

We introduced VART, a concise pre-training method
to extend the BERT model with domain OOV words.
With a minor modification of adding an extra em-
bedding layer to the original BERT model, we can
adapt the BERT model to the target task datasets.
Comparing with the conventional method such as
exBERT, our approach maximizes the use of general
domain BERT model with much higher efficiency,
such as less pre-training time and lower computa-
tional resource requirements. Experiment results in-
dicate that our approach leverages the domain gap
of PTLMs for MLDC tasks. Since our approach is
a general solution for adapting the BERT model, in
the future we would like to examine VART in other
NLP tasks.
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Abstract

Related tasks often have inter-dependence on
each other and perform better when solved
in a joint framework. For e.g., emoji ¥ can
help in the prediction of joy (happy) emotion
and positive sentiment while @ can help in the
prediction of angry, sad emotion and negative
sentiment and so on. In this paper, we inves-
tigate the relationship between emojis, senti-
ment, and emotion by developing a multitask
neural framework that performs emoji predic-
tion (primary task) with the help of sentiment
and emotion and their intensities (the auxiliary
tasks). For our task at hand, we use the al-
ready available dataset (Emoji Analysis task
@ SemEval 2018) which contains, along with
tweets, emojis (¥ ¢®) that conveys positive
sentiment in general. We create an enriched
version of this dataset named as SEEmoji (Sen-
timent and Emotion aware Emoji dataset) by
collecting tweets, diverse emojis and labeling
with the different kinds of sentiment and emo-
tion classes. Empirical results on the SEEmoji
dataset demonstrate that the proposed multi-
task framework yields better performance over
the single-task learning.

1 Introduction

Humans are driven by emotions and, in everyday
life, emotional outburst can be seen in various
forms. With the popularity and growth of social
media, people have access to the numerous plat-
forms to voice their views, give opinions, and also
express their feelings. With the advancement in
artificial intelligence (Al), social media platforms
such as Twitter, Facebook, Instagram etc. have
brought people closer and, simultaneously, pro-
vided an opportunity to express their emotions in
the best possible way. Presently, the number of
users on social media worldwide is 3.81 billion '
First three authors have equal contributions

"https://www.statista.com/statistics/278414/number-of-
worldwide-social-network-users/

No. | Utterances | Emoji | Sent | Emotion

1 | LoL @ West Covina, California = Pos Joy
2 | Momma @ Disney’s Magic Kingdom Pos Joy
3 | sooo sick of the snow ughh w Neg Anger
4 | People make me sick » Neg | Disgust
5 | Some are just so selfish @ Neg | Disgust

Table 1: Example to show the relationship between
emoji, sentiment, and emotion.

and this number is increasing day-by-day. In ad-
dition, in recent times, social media users’ writing
patterns have also changed. They increased the use
of pictographs, called emojis, along with the text,
to make the message descriptive and lively.

Emoji is an essential aspect of daily conversa-
tion and adds more sense to language. Emoji is
often used to convey thinly veiled disapproval hu-
morously. This can be easily depicted through the
example - “Some are just so selfish @.”. This tweet,
at an outer glance, conveys that the person is ex-
tremely sad with some people’s behaviour. But
careful observation of the sentiment and emotion
of the person helps us understand that the person
is disgusted with these type of selfish people and
has a negative sentiment during the tweet (c.f. 5"
tweet in Table 1).

Similarly, in this tweet, “Momma @ Disney’s
Magic Kingdom + ”, the girl is extremely pleased
after coming @ Disney’s Magic Kingdom and care-
ful observation of the sentiment and emotion of
the girl helps us understand that the girl conveys
joy (happy) emotion and positive sentiment in the
tweet (c.f. 27¢ tweet in Table 1). This is where
sentiment and emotion come into the picture.

In this paper, we exploit these relationships to
make use of sentiment and emotion of the tweet for
predicting emoji in a multi-task manner. The main
contributions and/or attributes of our proposed re-
search are as follows: (1.) We propose an atten-
tion based multi-task learning framework for emoji,
sentiment, and emotion analysis. We leverage the
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utility of sentiment and emotion and their respec-
tive intensities of the tweet to predict the emoji and
vice versa. (2.) We crawl Twitter for additional
tweets and extend the available dataset (i.e., Emoji
Analysis task @ SemEval 2018). We manually add
suitable emojis (¥ @®) to the extended dataset
and make it rich with all the types of emojis. We
further annotate the complete dataset with senti-
ment and emotion labels. We term the extended
dataset as SEEmoji: Sentiment and Emotion aware
Emoji dataset. (3.) We present the state-of-the-art
for emoji prediction in multi-task scenario.

2 Related Work

Review of the existing research (Barbieri et al.,
2018; Jin and Pedersen, 2018; Wang and Peder-
sen, 2018; Eisner et al., 2016; Zhou and Wang,
2017; Al-Halah et al., 2019; Felbo et al., 2017;
Chen et al., 2018b; Cappallo et al., 2018; Yeh et al.,
2019; Chen et al., 2018a; Cowie et al., 2001) sug-
gests that emoji, sentiment and emotion analysis
are important areas in the field of Natural Language
Processing (NLP).

Emoji Analysis With the rampant usage of
emoticons, the task of predicting emotions has be-
come an important and essential task. Recently,
authors in (Barbieri et al., 2017) proposed several
Long Short Term Memory (LSTM) based frame-
works for single label emoji prediction. In (Barbi-
eri et al., 2018; Jin and Pedersen, 2018; Wang and
Pedersen, 2018), the authors proposed a classifier
for multi-lingual emoji prediction for English and
Spanish languages. The authors in (Eisner et al.,
2016) released emoji2vec pre-trained embeddings.
As emoticons are extensively used, therefore many
researchers have focused on its usage in different
works such as for emoji recommendation in instant
messages (Guibon et al., 2018), emoji sense disam-
biguation (Wijeratne et al., 2017), understanding
crisis events (Santhanam et al., 2019), building
emotion classifiers (Hussien et al., 2019), senti-
ment analysis (Al-Halah et al., 2019; Felbo et al.,
2017; Chen et al., 2018b) and emotional response
generation (Zhou and Wang, 2017). Lately, Ma
et al. (2020) proposed transformer based network
for multi-label emoji prediction.

Sentiment Analysis Sentiment analysis refers to
detecting the polarity (i.e, positive, negative, or neu-
tral) within a piece of text, be it a sentence, a para-
graph, or a complete document. (Munikar et al.,
2019) used BERT framework for fine-grained senti-

ment analysis and have shown that how effective is
transformer for the NLP tasks. In other work, a doc-
ument embedding using cosine similarity instead
of dot product was employed for document-level
sentiment analysis in (Thongtan and Phienthrakul,
2019). Sentiment classification is the task of iden-
tifying the opinion expressed in text and labeling
them as positive, negative, or neutral (Medhat et al.,
2014). This task has many important applications
such (i) as improving the customer service by an-
alyzing their reviews; and (ii) extracting opinions
from tweets (Smailovic et al., 2013), etc.
Emotion Analysis Analyzing the emotion prop-
erly also plays a significant role, like sentiment
analysis, for taking better decision in many do-
mains. Chen et al. (2018a) released a dataset taken
from Friends TV series for detecting emotions in
dialogues. Similarly, an attention framework was
designed for identifying emotions in spoken dialog
systems in (Yeh et al., 2019). Emotion classifi-
cation (Cowie et al., 2001) is closely related to
sentiment classification and deals with identifying
the emotion in the text. However, the differences
between emotion classes are much subtler than
that of sentiment classes, which makes emotion
classification a harder task. Recent methods have
demonstrated that training a neural network jointly
for both emotion and sentiment classification tasks
is beneficial for both the tasks (Akhtar et al., 2018).

Our current work differentiates from the existing
works on emoji prediction as we aim to leverage
the sentiment and emotion and their respective in-
tensities information for solving the problem of
emoji detection in a multi-task framework and vice
versa. We demonstrate through a detailed empiri-
cal evaluation that emoji detection can be improved
significantly if we are successful in leveraging the
knowledge of emotion and sentiment using an ef-
fective multi-task framework.

Data collection and processing: Emoji
Analysis task @ SemEval 2018 (Barbi-
eri et al.,, 2018) dataset consists of approx.
5.3L tweets, and each tweet is accompa-
nied by one emoji label out of 20 emojis
(2QTOEHOOLSVOVLVS G
E@imel). These tweets were retrieved with Twitter’s
API and geolocalized in the United States (En-
glish). The tweets were gathered from October
2015 to February 2017. We show some of the
examples in Table 2.

We hypothesize that emoji is closely related to
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No. | Utterances
1 LoL @ West Covina, California =2
2 | Momma @ Disney’s Magic Kingdom
3 | "A daughter is a gift of love." #family @ Vander Veer L4

Botanical Park

v

Emoji

4 | Free mornings spent at the beach with my girl are
some of my favourite mornings #beach

5 | Our sign is up! So awesome to see it all coming to
life... Right before my eyes #makeuplounge

Table 2: Some examples from Semeval dataset.

Figure 1: Word cloud for Semeval dataset

sentiment and emotion. Sentiment analysis deals
with determining the opinion (i.e., positive, nega-
tive, and neutral) expressed by a person for a topic,
event, product, or a service. While, emotion analy-
sis deals with determining the emotion displayed
by a person on a topic, event, product or service
(i.e., angry, disgust, fear, joy, sad, and surprise).
But the emojis present in SemEval dataset are lim-
ited. The sentiment they reflect is positive, and
the emotions displayed are joy and surprise. There
are no negative sentiment emojis, for e.g. @ (high
anger), @ (low anger) @ (disgust), etc., are in this
dataset. We show the word cloud corresponding
to the SemEval dataset in Figure 1 which shows
the positive nature of the dataset. To avoid this
issue, we download the negative sentiment oriented
tweets (approx. 2.03L) with Twitter API by using
#Angry, #Disgust, #Fear, and #Sad and filter out
the irrelevant tweets manually. We show the word
cloud for the downloaded tweets which show their
negative polarities.

Figure 2: Word cloud for extended dataset with negative
emojis

We manually add one of the seven emojis @
(high anger), @ (low anger), & (disgust), @ (low

fear), @ (high fear), @ (low sad), @ (high sad)
as suitable for each tweet. We also show some
example in Table 3.

| Utterances | Emoji
sooo sick of the snow ughh L
2 | Damn vending machine. My skittles got stuck and i ®@
can’t get them out. Can this day get any worse?
3 | People make me sick a
4 | Awww god'"this fucking flu... ugh
5 | Some are just so selfish a

Table 3: Some downloaded samples with negative emo-
jis

We then extend the SemEval dataset with these
additional tweets and further annotate the com-
plete dataset with sentiment and emotion labels
(c.f. Table 1). We term the extended dataset as
SEEmoji: Sentiment and Emotion aware Emoji
dataset. We show the word cloud for the SEEmoji
dataset which shows the positive and negative na-
ture of the dataset.

> Thank

user

user

Figure 3: Word cloud for SEEmoji dataset

Sentiment Sentiment analysis deals with deter-
mining the polarity of the opinion expressed by a
person on a topic, event, product or service. So,
we consider three sentiment classes, namely posi-
tive, negative and neutral to annotate the tweet. We
show some examples in Table 1. We show the over-
all ratio of positive, negative and neutral classes in
Table 4. We also show the distribution of sentiment
in terms of train set, vaild set, and test in Figure 4.

300000 30000 40000
30000
200000 20000
20000

100000 10000
10000

Positive Neutral Negative Positive Neutral Negative Positive Neutral Negative

(a) Train set. (b) Dev set. (c) Test set.

Figure 4: SEEmoji dataset: distribution of sentiment in
terms of train set, valid set, and test set.

Emotion Emotion analysis deals with determin-
ing the emotion displayed by a person on a topic,
event, product or a service. We annotate each tweet
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with six emotion values, viz. angry, disgust, fear,
joy, sad, and surprise. We show some example in
Table 1. Table 4 shows the overall ratio of emotion
labels. We also show the distribution of emotion
in terms of train set, vaild set, and test in Figure
5. We divide the SEEmoji dataset into three sets

300000 30000 40000

30000
200000 20000
20000

100000 10000
10000

0 0 o
Ag Dg Fr Hp Sd S Ag Dg Fr Hp Sd Sr Ag Dg Fr Hp Sd Sr

(a) Train set. (b) Dev set. (c) Test set.

Figure 5: SEEmoji dataset: distribution of emotion in
terms of train set, valid set, and test set.

i.e., train set, development set (dev set), and test
set. We show the dataset statistics in Table 4.

.. SEEmoji Dataset
Statistics Train Dey Test
#Tweets 575268 63589 94589
#Positive | 289816 26171 28059
#Neutral | 163828 24741 39496
#Negative | 121624 12677 27034
#Anger 38097 3444 6174
#Disgust 7615 1756 1999
#Fear 44705 5711 8524
#Happy 270080 26024 24655
#Sad 108771 14629 41229
#Surprise | 106000 12025 12008

Table 4: Dataset statistics with sentiment and emotion.

Annotation Guidelines We extend the dataset
by including negative tweets in the given dataset as
we have described above. We employ three gradu-
ate students highly proficient in English language
with prior experience in labeling emoji. The guide-
lines for annotation, along with some examples,
were explained to the annotators before starting
the annotation process. Then, we annotate all the
tweets with emojis. A majority voting scheme was
used for selecting the final emoji label. We achieve
an overall Fleiss’ (Fleiss, 1971) kappa score of
0.81, which is considered to be reliable. We further
annotate the sentiment and emotion labels using
pre-trained models. We use TextBlob? for annotat-
ing sentiment and twitter-emotion-recognition? for
annotating emotion corresponding to each tweet.

https://textblob.readthedocs.io/en/
dev/

Shttps://github.com/nikicc/
twitter-emotion-recognition

3 Proposed Methodology

In this section, we describe our proposed method-
ology”*. We depict the overall architecture in Fig-
ure 6. We aim to leverage the sentiment and emo-
tion information for solving the problem of emoji
detection in a multi-task framework, and vice versa.
Conneau et al. (2019) developed XLLM-RoBERTa
(Conneau et al., 2019), a general-purpose sentence
representation and an enhanced version of mBERT
and XM ((Lample and Conneau, 2019);(Devlin
et al., 2018)). XLM-RoBERTa model pre-trained
on 2.5TB of filtered CommonCrawl data contain-
ing 100 languages.

E

[ XLM-RoBERTa ]

Concat

i

=3

FC Layer

Emotion ]

i

[ XLM-RoBERTa ]

i)

Input Text

Figure 6: Proposed model

We pass the input sequence through a XLM-
RoBERTa to obtain the hidden representations for
emotion, sentiment. After getting the hidden repre-
sentation from the linear layer, we concatenate the
hidden representation and different tasks outputs.
We then send this concatenated output to another
XLM-RoBERTa layer to get the output for Emoji
task. For finding single task result we use single
XLM-RoBERTa encoder and get the output.

Multi-task loss function L.1:The main objective
of our loss function is to teach the model how to
weight the task specific losses. For this, we adopt a
principled approach to multi-task deep learning that
considers the homoscedastic uncertainty’ (Kendall

*We will release the code and data.

5 Aleatoric uncertainty that is not reliant on the input data
is known as task dependant or homoscedastic uncertainty. It is
not a model output, but rather a number that is constant across
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et al., 2018) of each task while weighing multiple
loss functions.

Li=) Wil (1

Where i defines the different tasks (i.e. emotion,
sentiment and their respective intensities). The
weights are updated using back-propagation for
specific losses for each tasks. For emotion and
sentment we use CrossEntropyLoss and for their
intensities we use MSE loss function.

For Ly we use CrossEntropyLoss for finding best
possible emoji for given tweet.

The total loss is:

Ltotal = Ll + L2 (2)

4 Experiment results and analysis

In this section, we discuss about experimental
setup, experiment results, and analysis.

4.1 Experimental Setup

We address three different tasks i.e. emoji, senti-
ment, and emotion analysis in a multi-task frame-
work. We define the following experimental setups.

Emoji Classification (EM): There are twenty
seven different emojis in the SEEmoji dataset and
only one emoji is associated with each tweet.

Sentiment Intensity (S): There are three senti-
ment classes associated with each tweet (i.e., neg-
ative, neutral, positive) and each sentiment value
lies in the range of [-1,1].

Sentiment Classification (S¢): There are three
sentiment classes associated with each tweet i.e.,
negative (value < 0), neutral (value = 0), and
positive (value > 0).

Emotion Intensity (Ey): There are six emotions
associated with each tweet (i.e., anger, fear, disgust,
joy, sad, and surprise) and each emotion value lies
in the range of [0,1].

Emotion Classification (E¢): We, at first, find
the maximum value among six emotions then put
one at the maximum place and zero for rest places.

We implement our proposed model in PyTorch®,
a Python-based deep learning library. We perform
grid search to find the optimal hyper-parameters
(c.f. Table 5). As evaluation metrics, we use accu-
racy and F1-score for the classification problems,
while for the intensity prediction task, we compute
all input data and changes between tasks. As a result, it is

known as task-dependent uncertainty.
*https://pytorch.org/

the mean square error (MSE), mean absolute error
(MAE), pearson correlation scores (P-corr), and co-
sine similarity (Cos) to show the performance of
our proposed model. We use Adam as an optimizer.

Parameters ‘ SEEmoji Dataset
XLM-RoBERTa ’xIm-roberta-base’ ,Dropout=0.05

FC 2*768, Dropout=0.05

Activations ReLu as activation for our model

Output Softmax (EM, S¢, E¢), tanh (Sy), & sigmoid (Er)
Optimizer Adam (Ir=0.001)

Model Loss Cross-entropy (Classification) & MSE (Intensity)
Batch 32

Epochs 50

Table 5: Hyper-parameters for our experiments where
N, D, S¢, S, Ec, and Ej stands for #neurons, dropout,
sentiment classification, sentiment intensity, emotion
classification, and emotion intensity, respectively.

We use Softmax as a classifier for emoji, sen-
timent and emotion classification, and optimize
the cross entropy loss. For sentiment and emotion
intensity, we use fanh and sigmoid activation, re-
spectively, on the output layers, and optimize the
mean-squared-error (MSE) loss.

Results and Analysis. We evaluate our pro-
posed approach for all the possible combinations

of the tasks which are as follows:

Uni task learning (UTL): A separate model is
trained for all different dimensions i.e., emoji clas-
sification (Emoji), sentiment classification (S¢),
sentiment intensity (S7), emotion classification
(E¢), and emotion intensity (£7). Dual task learn-
ing (DTL): Two tasks (i.e., emoji and sentiment
or emoji and emotion etc.) are trained together (c.f.
DTL in Table 6). Tri task learning (TTL): Three
tasks (i.e., emoji, sentiment, and emotion etc) are
trained together (c.f. TTL in Table 6).

Emoji Classification (£*) We show the emoji
classification results in Table 6. For TTL, our model
achieves 7.99% and 4.77% improvement in F1-
score compared to UTL and DTL, respectively. We
see similar improvement in accuracy also. We ob-
serve that the proposed approach yields better per-
formance for the TTL than the DTL and UTL. This
improvement implies that our proposed hypothesis
is correct and very effective. We also present the
bar-chart to show the improvement in Figure 7.

Sentiment Classification (S-) We show the sen-
timent classification results in Table 7. For TTL, our
model achieves 4.68% and 2.93% improvement in
F1-score compared to UTL and DTL, respectively.
We see similar improvement in accuracy also. We

170



Tasks H F1-score | Accuracy

UTL EM 45.30 4823
Sc + EM 47.26 48.63

Sr+ EM 48.52 50.28

DTL Ec+EM 46.45 49.29
E;r+EM 46.12 51.32

Sc+ Ec + EM 53.29 55.86

TTL | S¢ + Er + EM 50.39 51.32
Sr+ Ec+ EM 50.37 52.36

Table 6: Emoji classification results

M Fi-score M Accuracy
48

46

4
-1 M.l ini
w0 =" .

Sc+Em SI+Em Ec+Em EI+Em  Sc+Ec+Em Sc+EMEm SI+Ec+Em

»

IS

Figure 7: Bar chart for emoji classification which shows
the improvement over UTL and DTL.

observe that the proposed approach yields better
performance for the 77L than the DTL and UTL.
Thus, we can say emoji and emotion class F¢ are
helping to sentiment class (S¢). We also present
the bar-chart to show the improvement in Figure
9a.

Tasks H F1-score ‘ Accuracy
UTL Sc 91.93 93.95
DTL Sc+ EM 94.61 95.54
TTL | Sc + Ec + EM 96.61 97.54

Table 7: Sentiment classification results

Sentiment Intensity (S;) We show the senti-
ment intensity results in Table 8. We report the
results for metrics’ MSE, MAE, P-corr, and cos.
We observe that the proposed approach yields bet-
ter performance for the 77L than the DTL and UTL.
We present the bar-chart to show the improvement
in Figure 8.

Tasks H MSE ‘ MAE ‘ P-corr ‘ Cos
UTL S; 051 [ 047 | 0.66 [ 0.68
DTL S;+EM 049 | 042 | 0.69 |0.72
TTL | S;+ Ec+EM | 043 | 040 | 071 | 0.74

Table 8: Sentiment intensity results

Emotion Classification (F ) We show the emo-
tion classification results in Table 9. Similar to
sentiment classification, we observe that the pro-
posed approach yields better performance for the

"Please note that while higher values of Pearson score
and Cosine similarity are the indicators of better performance,
lower values of mean-squared-error (MSE) and mean-absolute-
error (MAE) correspond to the better performance

B VMSE W MAE M P-corr [ Cos

0.525 0.750
0.500
0.725
0.475
0.450 II I 0.700
0.425
0.675
B i [
0375 oeso WM
SI+Em SI+Ec+Em SI+Em SI+Ec+Em
(a) MSE and MAE. (b) P-corr and cos.

Figure 8: Bar chart for sentiment intensity which shows
the improvement over UTL and DTL.

TTL than the DTL and UTL. We present the bar-
chart to show the improvement in Figure 9b.

Tasks H F1-score ‘ Accuracy
UTL Ec 68.80 69.37
DTL FEo+ EM 73.82 77.39
TTL | Sc+ Ec+ EM || 75.23 77.84

Table 9: Emotion classification results.

M Fi-score M Accuracy
98 78

B Fi-score M Accuracy

96

76
74
94
72
92 . 70
% . --

Sc+Em  Sc+Ec+Em Ec+Em  SI+Ec+Em

(a) Sentiment Classification. (b) Emotion Classification.

Figure 9: Bar chart for sentiment intensity which shows
the improvement over UTL and DTL.

Emotion Intensity (F;) We show the emotion
intensity results in Table 10. Similar to sentiment
intensity, we observe that the proposed approach
yields better performance for the 77L than the DTL
and UTL. We present the bar-chart to show the
improvement in Figure 10.

Tasks | MSE | MAE | P-corr | Cos
UTL By 0.84 [ 076 | 051 [0.53
DTL | FEr+EM 081 | 074 | 052 | 054
TTL | S+ Er+EM || 073 | 0.66 | 0.61 | 0.65

Table 10: Emotion intensity results

W vSE W MAE M P-corr M Cos

0.85 0.65
0.80
0.60

0.75 I I

I I I 0.55
0.70 .
0.65 — 0.50 _. .

EI+Em Sc+EI+Em EI+Em Sc+EI+Em
(a) MSE and MAE. (b) P-corr and cos.

Figure 10: Bar Chart for Emotion Intensity which shows
the improvement over UTL and DTL.
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Emoji Sentiment Emotion
Tweets Class | Class | I ity | Class Ag D FrIntensny Ty Sd Sr
Actual 2 Neg | -023 | Dg 0.21 0.53 0.00005 0.001 0.114 | 0.143
UTL (S, E, EM) Neg | -0.051 | sr 0.012 0.316 0.0 0.00002 0.10 0.13
Hates prank calls. DTL (5S¢, E{‘[) Neg - - -
T Especially when they’re DTL (S, EM) v - -0.010 - -
Y| from pple who sound like DTL (E¢, EM) ® - - Ag -
terrorists. DIL (E;, BM) - - - 041 [ 051 00000001 | 0.00022 | 0.06 | 0112
TTL (Sc, Ec, EM) & Neg - Dg -
TTL (S¢, By, EM) a Neg - Dg 018 [ 041 | 00 0000031 010 [ 01305
TTL (S1, Ec, EM) @ Neg -0.16 Dg -
Actual v Pos | 0.1666 | Jy 0.00007 | 0.00002 | 0.0005 0.88 0.001 0.11
UTL (S, E, EM) s Pos | 0.0042 | Sr 0.00002 | 0.016 0.0 042 ] 0.000023 | 0.024
One of this weekends DTL (Sc, EM ) > Pos _ _ _
. WEd('ll}jlgS. L()w/’, red flowers DTL (S,,EM) = N 049 N N
5 | on white cakes! DIL (Eo. E) ) N N S N
#katscakesnola
tnolawedding DTL (Er, EM) B - - - 0.0021 | 0.0013 | 00003 | 049 [ 006 | 0.0058
TTL (Sc, Ec, EM) 4 Pos - Jy -
TTL (S¢, Er, EM) | ® | Pos - Iy 0.0 0000011 0.00001 | 062 | 0.00089 | 0.105
TTL (S;, Ec, EM) © Pos 0.067 | Jy -
Actual ©@ | Neg | -0.2125 || Ag 0.962 0.003 01 0.003 0.01 0.009
UTL (S, E, EM) = Pos 0.025 | sr 0.42 0.001 0.003 0.0002 0.20 | 0.0051
DTL (S¢, EM) © Pos - - -
T Coach made me shave. DTL (SI,EM) © - -0.031 - -
3 | That made me mad. haa DTL (E¢, EM) - - Sr -
DTL (B, E™) S - - - 031 [ 0021 | 0003 [ 00012 [ 0.0013 ]0.00058
TTL (Sc, Ec, EM) ® Neg - Ag -
TIL (So, BEr, BM) | @ | Neg - Ag 0829 ] 000121 | 005 [ 0002 [ 00074 [ 0.0038
TTL (S, Ec, EM) ® Neg | -0.167 | Ag -
Actual V | Pos | 0431 | Sd 0.003 | 0.0001 0.007 0.09 0.851 0.12
UTL (S, E, EM) B Pos 0.31 Ty 0.001 | 0.00051 23 0.05 0.34 0.092
I can’t wait 1o see this cutie | DTL (S, B™) » | Pos - - -
7, in a couple of days. I miss DTL (51, EM) » - 0.351 - R
him so much. DTL (E¢, EM) - - Sd -
#mybaeisinthebay @user DTL (E;, EM) - - - 0.0015 | 00019 | 0006 | 0022 [ 046 [ 0.02
TTL (S¢,, Ec, EM) || @ Pos - Sd -
TTL (S¢, By, EM) Pos - Dg 0.0021 | 00041 | 003 ] 00045 | 030 | 0.1l
TTL (S1, Ec, EM) © Pos 0.067 | Jy B
Actual Pos | 0376 | Sd 0.0004 | 0.002 | 0.00005 0.001 0.842 | 0.142
UTL (S, E, EM) Pos | 0.0039 |y 0.0002 | 0.00306 | .00001 0.001 0.42 0.11
DTL (S, EM) © Pos - - -
O o R R 22238 :
5 ’ DTL (E¢, EM) 2 - - Dg -
have no money. 7
DTL (E;, EM) @ - - - 0.00021 ] 0.00047 | 0.0 ] 00002 | 0392 | 0128
TTL (Sc, Ec, EM) Pos - Sd -
TIL (Sc, B, EM) | @ | Pos - Sd 000037 00011 [ 000002 | 00013 | 051 | 009
TTL (S, Ec, EM) Pos 0.29 Sd -

Table 11: Qualitative analysis of the Uni task learning (UTL), Dual task learning (DTL) and Tri task learning
(TTL) frameworks. Few error cases where Tri task learning framework performs better than the uni-task and dual
task framework. We also some examples where Tri task learning does not work well with reason. Ag: Anger, Dg:
Disgust, Fr: Fear, Jy: Joy, Sd: Sad and Sr: Surprise. The red colored text shows error in classification, while the
blue colored text reflects predicted intensity values.

5 Error Analysis

In this section, we present the error analysis of our
proposed multitask framework. We stated earlier
that emoji, sentiment, and emotion are highly re-
lated to each other. To show the effect of these
tasks on each other, we take some examples from
SEEmoji dataset (c.f. Table 11). First tweet (17)
in Table 11 "Hates prank calls. Especially when
they’re from pple who sound like terrorists" has
emoji @ with negative sentiment and disgust emo-
tion. Our TTL predicts the emoji correctly while

DTL fails to predict the correct emoji and emotion.
We observe that sentiment and emotion together
help to predict the correct emoji. In other words,
we can say sentiment and emotion also help each
other. While in some tweets, TTL fails to predict
correct emoji, e.g., fifth tweet in Table 11, "@user
I wanna own your business, but I’'m 16 and have
no money." has emoji -~ but TTL fails to predict =
emoji because of emotion. TTL predicts the cor-
rect emotion as sad and w.r¢. sad TTL predicts the
sad emoji as well. There are twenty seven emojis
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and only six emotions which is 4.5 emojis/emotion.
This is the reason behind when TTL does not pre-
dict the correct emoji but predicts sentiment and
emotion correctly.

6 Conclusion

In this paper, we have proposed an effective deep
learning-based multi-task model to simultaneously
solve all the three problems, viz. emoji analy-
sis, sentiment analysis, and emotion analysis. We
used the already available dataset (Emoji Analy-
sis task @ SemEval 2018) which contains, along
with tweets, emojis that convey positive sentiment.
To make the dataset rich with all types of emojis,
we extended it with additional tweets and, accord-
ingly, manually add emojis, as suitable for each
tweet. We further annotated the complete dataset
with sentiment and emotion labels. We term the
extended dataset as SEEmoji: Sentiment and Emo-
tion aware Emoji dataset. Empirical results on
SEEmoji dataset indicates that the proposed multi-
task framework yields better performance over the
single-task learning. During our analysis, we found
that more than one emoji is possible for a given
tweet. So, we will try to make a group of emojis
(multi-emoji) corresponding to each tweet and per-
form multi-label emoji prediction with sentiment
and emotion.
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Annotation and Multi-modal Methods for Quality Assessment of
Multi-party Discussion
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Abstract

Discussion quality assessment tasks have re-
cently attracted significant attention in nat-
ural language processing. However, there
have been few studies on challenging such
tasks, with a focus on synchronous discus-
sions. In this study, we annotate quality scores
to each discussion in an existing multi-modal
multi-party discussion corpus. Furthermore,
we propose some quality assessment meth-
ods with multi-modal inputs. As the results
show, attention-based long short-term memory
(LSTM) with multi-modal inputs produces the
best performance for the “Effectiveness” crite-
rion whereas text information has an important
role in the “Reasonableness.”

1 Introduction

In recent years, problem-based and cooperative
learning have been attracting attention as a means
of skills training, such as communication skills,
in education. One educational training approach
is a group discussion, which involves debate and
consensus-building. Introducing this learning ap-
proach to a classroom requires a great deal of ef-
fort to evaluate and provide feedback on the abil-
ities and achievements of all groups and individu-
als from various perspectives because several dis-
cussion groups usually exist in a single class at
the same time. Furthermore, an assessment is
a difficult task because there are no correct an-
swers regarding discussions in general. Moreover,
quantitative and objective evaluations are difficult.
Therefore, an automatic assessment, such as a vi-
sualization of the discussion state and a judgment
of the discussion score, is a desirable and valuable
task for education, examinations through discus-
sion, and so forth. It will be possible to reduce the
burden of evaluation activities on the evaluators.
One of the educational applications in natural
language processing is automated essay scoring
(AES) (Ke and Ng, 2019) as an argument qual-
ity evaluation. However, the structure of a spoken

Kazutaka Shimada
Kyushu Institute of Technology
680-4 Kawazu lizuka Fukuoka JAPAN
shimada@ai.kyutech.ac.jp

discussion, which is our target in this paper, is not
as clear as that of a written discussion. In addi-
tion, in spoken discussions, both verbal and non-
verbal information have important roles in under-
standing and evaluating the discussion. Mukawa
et al. (2018) have reported that non-verbal fea-
tures, such as gestures and an interval of utter-
ances, have a powerful effect on group discus-
sions.

In this study, we annotate several quality assess-
ment criteria and scores to a multi-modal multi-
party discussion corpus. The language used is
Japanese, and the corpus is freely available'. In
addition, we propose the use of machine-learning-
based methods, such as a support vector machine
(SVM) and neural networks, and then evaluate the
methods using multi-modal inputs. In the experi-
ment, we discuss the relationships between the as-
sessment criteria and input modalities.

2 Related work

There are some dialogue and meeting corpora
(Carletta, 2007; Janin et al., 2003). Some face-
to-face discussion corpora have been also devel-
oped. Zhang et al. (2016) have constructed a cor-
pus through a competitive debate format. They
reported that their method predicts the winner
of each debate at a rate of approximately 60%.
Hayashi et al. (2015) have developed a group dis-
cussion interaction corpus to evaluate five com-
munication skills. This corpus contains not only
transcriptions but also speech, gaze, head motions,
and poses using certain devices. Olshefski et al.
(2020) have constructed a discussion tracker cor-
pus in an educational environment. The corpus
consists of 29 multi-party discussions. Yamamura
et al. (2016) have constructed a corpus for a dis-
cussion summarization. The corpus consists of 9
discussions by four participants.

"http://www.pluto.ai.kyutech.ac. jp/
~shimada/resources.htmlfkyutechDB
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As mentioned in Section 1, many studies and
corpora of asynchronous and written texts exist,
such as essay writing (Ke and Ng, 2019). Some
researchers have recently studied interactions be-
tween participants during discussions. For exam-
ple, Okada et al. (2016) have annotated communi-
cation skill scores on the MATRICS corpus (Nihei
et al., 2014). They also proposed a multi-modal
prediction model for such a task. In addition, Avci
and Aran (2016) and Murray and Oertel (2018)
have proposed performance prediction models by
using features extracted from the states of the dis-
cussions and the participants. In this paper, we
also introduce multi-modal features to our quality
assessment method.

3 Dataset

Our purpose in this paper is to assess a quality of a
multi-party discussion. For the purpose, we need a
discussion corpus. In this paper, we utilize the cor-
pus that was constructed by (Shiota and Shimada,
2020), namely the Kyutech Debate corpus. It is
freely available on their website?. This section de-
scribes their corpus first and then our annotation
process for our purpose.

In the Kyutech Debate corpus, two people in
a group first debated an issue from both posi-
tive and negative standpoints, and the two groups
then came to a consensus through compromise.
The first (debate) and second (consensus-building)
parts were each 20 min in length. The discussions
of five groups were recorded, with 200 min of dis-
cussions as a whole. The corpus consisted of 7,449
utterances that were transcribed?, body key-points
determined by OpenPose?, facial landmarks deter-
mined by OpenFace, and the speech features an-
alyzed using Surfboard®.

In this paper, we newly add quality assess-
ment scores for the corpus. In general, partici-
pants need to discuss various topics in the case of
debating/consensus-building of an issue. Hence,
we extract topic-based segments (hereinafter re-
ferred to as “discussion segments”) and regard
them as the target units of a quality assessment.

http://www.pluto.ai.kyutech.ac.jp/
~shimada/resources.html

3Transcription units were based on a 0.2 seconds interval.

*https://github.com/
CMU-Perceptual-Computing-Lab/openpose

Shttps://github.com/TadasBaltrusaitis/
OpenFace

*https://github.com/novoic/surfboard

We referred to the topic segmentation manual (Xu
et al., 2005) of the AMI corpus, which is a popular
conversation corpus. As a result, we obtained 178
segments from the Kyutech Debate corpus.

Next, we created criteria based on the theory of
computational quality assessment of natural lan-
guage arguments (Wachsmuth et al., 2017b) and
conducted a grading process. According to the
classification defined by the above study, the qual-
ity of an argument can be evaluated through two
main criteria, “Reasonableness (Re)” and “Effec-
tiveness (Ef),” and their sub-criteria. The sub-
criteria of Re are “Global Acceptability (GA),”
“Global Relevance (GR),” and “Global Suffi-
ciency (GS).” The sub-criteria of Ef are “Credibil-
ity (Cr),” “Emotional appeal (Em),” “Clarity (Cl),”
“Appropriateness (Ap),” and “Arrangement (Ar).”
Table 1 provides a description of each criterion
based on the previous study.

Three workers, who were graduate students and
not related to this work in our laboratory, were as-
signed to each discussion segment. Given the tran-
scription and video data of a discussion segment,
they judged the quality of each segment on the
basis of the more detailed explanation provided
in Table 1. The first step was to rate each sub-
criterion as low (L), middle (M), or high (H), and
then determine the score of the main criteria on the
basis of the score distribution of the sub-criteria:
very low (VL), L, M, H, or very high (VH).

The reliability of the annotated main and sub-
criteria was confirmed by calculating the agree-
ment rate. Table 2 shows Krippendorft’s « co-
efficient for each criterion. This coefficient is a
continuous value of between -1 and 1, which can
be used to calculate the rate of agreement for all
scales. The values in the table are not always high.
The result denotes that the annotation task is in-
herently difficult. As a similar study, Wachsmuth
et al. (2017a) also reported an annotation process
and the result using the same scheme for the writ-
ten text. In their study, the Klippendorff o of
crowd workers ranged from -0.27 to 0.53. In other
words, the result was also low. Moreover, the val-
ues of some criteria by Wachsmuth et al. (2017a)
dropped below zero. On the other hand, such re-
sults did not appear on our annotation. Therefore,
our annotated data contain a better point than the
previous study. In other words, our data are a
better-than-random chance although the previous
work contained a result that was less than a ran-

176



’ Criterion ‘ Explanation

’ Re ‘ Does the argumentation satisfy GA, GR, and GS? ‘

GA Does the target audience accept both the consideration of the stated arguments regarding
the issue and the way in which they are stated?

GR Does it contribute to the resolution of the issue?

GS Does it adequately rebut the counterarguments by properly anticipating them?

Ef Does the argumentation satisfy Cr to Ar?

Cr Does it convey arguments and is it similar in such a way that it makes the author worth
considering?

Em Were emotions elicited to make the target audience more open to the author’s arguments?

Cl Was the argument correct and widely unambiguous?

Ap Did the language used support the credibility?

Ar Were the issue, arguments, and their conclusion presented in the correct order?

Table 1: Definitions of the Quality Dimensions, based on Wachsmuth’s study.

Re GA GR GS - -
0.151 | 0.087 | 0.029 | 0.128 - -

Ef Cr Em Cl Ap Ar
0.135 | 0.032 | 0.038 | 0.017 | 0.076 | 0.155

Table 2: Krippendorft’s « of each criterion.

dom chance. Although this annotation is a com-
plicated task, it is necessary to improve the agree-
ment as one future work. As one of our contribu-
tions, we will open the annotated data on the web.

4 Quality Assessment Method

In this section, we describe our quality assessment
method for the dataset introduced in Section 3.
First, we define the quality assessment task and
then propose four models based on the SVM and
neural networks.

4.1 Task Definition

A discussion segment S consists of a sequence of
utterance vectors U = {u, ug, ..., uy}. Here, N
is the number of utterances in a segment, and u; is
a vector of the -th utterance in S. The task in this
paper is to predict the class labels of each criterion
from a sequence U with verbal and non-verbal in-
formation. Here, the class labels are L, M, and H,
as described in Section 3. Owing to the limited
number of instances that belong to each class, VL
is merged with L, and VH is merged with H. In
other words, the task is a classification task with
three class labels for the criteria in Section 3.

Here, wu; is expressed as follows:

w; = [sp;; tis by £y ail (1)

where [-; -] denotes the concatenation of the vec-
tors.

In addition, sp; denotes whether the speaker of
the ¢-th utterance is different from the speaker of
the 7 — 1-th utterance. In other words, it is a binary
feature, i.e, the speaker is the same (0) or different
(1).

Moreover, t; is a vector from text information of
the ¢-th utterance. For the t;, we use BERT (De-
vlin et al., 2019). We apply the CLS token (768
dimensions) on the 11th layer from a Japanese
BERT developed by Tohoku University’.

Here, b; is a vector from the body information
of the ¢-th utterance. It consists of the average
and standard deviation of (x, y) values of the nose,
neck, right shoulder, right elbow, right wrist, right
eye, right ear, left shoulder, left elbow, left wrist,
left eye, and left ear from OpenPose (a total of 48
dimensions).

In addition, f; is a vector from facial informa-
tion of the ¢-th utterance. It consists of the average
and standard deviation of the facial and eye points
(x,y), gaze direction, head location, and head di-
rection. In addition, it contains the presence of
facial action units (AUs). OpenFace extracts these
values, and the number of dimensions is 586.

Finally, a; is a vector from audio information
of the i-th utterance. It consists of the minimum,
maximum, average, and standard deviation of 13
MEFCC, the RMS, the fundamental frequency, and
the spectral centroid. In addition, it contains the
Jitter and Shimmer values. Surfboard extracts
these values, and the number of dimensions is 72.

"https://github.com/cl-tohoku/
bert-japanese
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Figure 1: Method based on SVM.

42 SVM

As one of the simplest models, we apply an SVM
(Vapnik, 2013) to the task. Because an SVM can-
not handle sequence information directly, we com-
pute the average and standard deviation of each
vector in the time sequence and use the values as
the vector of each discussion segment. We esti-
mate each quality assessment label ¢g;,,, by us-
ing the model with the vector. Figure 1 shows an
overview of this method.

43 LSTM

As mentioned above, the SVM-based method can-
not handle the utterance sequence information
well. Therefore, as a suitable model for sequence
information, we use LSTM for this task.

Given an input u;, the units of LSTM are com-
puted as follows:

h; = LSTM (u;, hi—1,¢i—1) (2

After the computation for all utterances, LSTM
obtains the final state of a discussion segment h .
In this paper, we regard h as the embeddings of
the discussion segment. We calculate a probability
distribution Ydim using the softmax function.

Yiim = softmax(W shy + by), 3)

where W, and b, are parameters in the learning
process, respectively. In addition, softmax() is the
softmax function. Finally, we select the label with
the maximum probability (§gim)-

C))

Qdim = arg max Ydim
Ydim

4.4 Attention-based LSTM

By using the LSTM, we can capture the sequence
information of the utterances. However, discus-
sion segments often contain non-important utter-
ances for a quality assessment task, e.g., a nod.
Therefore, we introduce attention mechanisms to
the LSTM-based method, such as the models from
(Wang et al., 2016) and (Zhou et al., 2016).

Vaim
@e@)y,,,
Linear & Softmax
(@eo0)-

Embeddings (
of segments

Attention

Embeddings
of utterances

Embeddings
of modalities

Figure 2: Attention-based LSTM.

First, in the same way as the LSTM-based ap-
proach, we compute h; of . We then compute the
weight a; of h; by

m; = w’ tanh(h;), (5)
exp(m;
a; = Np#’ (6)
> exp(m;)
7j=1
where w” is a parameter, and exp() is the expo-

nent function. Next, we obtain the final state h* by
using the summation of hidden layers h; weighted
by a;.

N
r=>_ah;, @)
=1
h* = tanh(r), (8)

where tanh() is the hyperbolic tangent function.
We regard h* ‘s the embeddings of the segment
and calculate Y;,,.

Yiim = softmax(W sh* + by) )
Finally, we select the label with the maximum
probability (44;,). Figure 2 shows an overview
of this method.

4.5 Hierarchical LSTM

By using an LSTM and attention mechanisms,
we can handle the state of an utterance sequence.
However, t; does not directly handle the word se-
quence in an utterance. We therefore incorporate
word sequence information with the LTSM-based
model similarly to the approach by (Tran et al.,
2017).
We compute hi{ ;” with w; as follows:

hzl{;tr — LSTMUttT(wi,j,hUttr cg{;t_rl), (10)

i,j—1>
Utt
w; = hViY, (11)
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Figure 3: Hierarchical LSTM.

where LST MY () is an encoder of the sequence
of word vectors, and w; ; is the vector of the j-th
word in the i-th utterance in a segment .S. The vec-
tor is also extracted from the 11th layer of BERT.
Here, hg ]W is the hidden layer of the LSTM at
(i,4), ¢/f" is the memory cell of the LSTM at
(,7), and M; is the number of words in the i-th
utterance. Hence, the vector u; of this method is
as follows:
u; = [sp;; wi; bi; £ ail (12)
After that, similarly to the LSTM-based method
described in Section 4.3, we also obtain the fi-
nal state th ier 'y and the class label with the
maximum probability.

hf]z’er _ LSTMHieT (uh hfl_iler, cﬁifr) 13)

Yyim = softmax(W ;hiler 1 b,) (14)

Figure 3 shows an overview of this method.

S Experiment

5.1 Setting

As mentioned in Section 4.1, we merged the VH
class with H and the VL class with L. Hence, the
task in this paper is a three-class classification,
namely, L, M, and H. The targets of the classifica-
tion are the two criteria with relatively high Krip-
pendorff « values listed in Table 2: Re (Reason-
ableness) and Ef (Effectiveness). The statistics are
shown in Table 3.

We applied the L2 norm cross-entropy loss as
the loss function for the neural network-based
methods. We used the SGD (Bottou, 1991) with
Momentum (Qian, 1999) (o« = 0.95) as the opti-
mizer. For the hyperparameters, the size of hidden

Criterion ‘ L ‘ M ‘ H ‘
Re 131 89 | 76
Ef 9 |97 |72

Table 3: Distribution of each class of two target criteria.

layers was 500 dimensions, the batch size was 32,
the number of epochs was 50, the learning rate was
0.01, the drop-out rate was 0.2, and the decay fac-
tor was 0.001.

Our dataset is small, namely, 178 segments
from 10 discussions. We divided the dataset into
eight discussions for the training, one discussion
for the development, and one discussion for the
test. We then evaluated each method based on
a 10-fold cross-validation of the discussion level.
We calculate the average F-scores for each crite-
rion, i.e., Re and Ef, based on the cross-validation.
For the robustness of the results, we conducted this
evaluation five times and then calculated the aver-
age values of the five evaluations.

5.2 Results and Discussion

Table 4 shows the experiment results. Here, T, B,
F, and A denote the text, body information, fa-
cial information, and audio information modali-
ties. The combination of each letter denotes the
combination of modalities. For example, TB de-
notes the combination of text and body informa-
tion as the input of each method. Hence, TBFA,
on the left-most side of the table, denotes the
method with all modalities. Boldface denotes the
best score among the modality combinations. The
underlined values denote the best values of uni-
modal, bi-modal, and multi-modal inputs. For ex-
ample, 0.398, 0.459, and 0.399 are the best scores
of TB, TF, and TA, namely, bi-modal inputs. The
best score of the bi-modal setting is 0.459 by the
TF input. The scores with * denote the best scores
for each criterion.

For the Re criterion, multi-modal inputs were
not always effective for the classification. How-
ever, there were no significant changes in the re-
sults when the input modalities were expanded.
The best score was 0.459, achieved by hierarchi-
cal LSTM (H-LSTM) with text and facial informa-
tion. However, the difference between H-LSTM
and SVM with text only was slight (0.008). More-
over, H-LSTM is a method that can handle word
information directly, as compared with LSTM and
attention-based LSTM (A-LSTM). Here, recall
that the Re criterion consists of the acceptability,
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Criteria | Model Fl-Score
T | TBL TF TA [ TBF TBA TFA TBFA
SVM | 0451 [ 0338 0.337 0343 | 0.333 0317 0320 0.340
Re LSTM | 0387 [ 0.398 0392 0.380 | 0.410 0379 0.388 0.360
A-LSTM | 0.412 | 0392 0.387 0.399 | 0.371 0.359 0.398 0.398
H-LSTM | 0.359 | 0.354 0.459* 0.388 | 0.415 0391 0.370 0.405
SVM | 0459 | 0382 0.383 0.436 | 0384 0.392 0.406 0.379
Ef LSTM | 0.428 | 0.478 0.438 0.476 | 0.467 0472 0.486 0.435
A-LSTM | 0433 | 0470 0426 0.468 | 0450 0396 0.444 0.490*
H-LSTM | 0.459 | 0.433  0.416 0.379 | 0.414 0.440 0431 0451

Table 4: Experiment results of four methods with a combination of four modalities.

relevance, and sufficiency of the discussions. In
other words, it is related to the content of each
discussion. Therefore, non-verbal information is
less likely to contribute to improving the accuracy.
From these results, we concluded that text infor-
mation is the most important factor for the Re cri-
terion.

For the Ef criterion, the combination of modal-
ities improved the F-scores except for the SVM-
based method. The best F-score was produced by
A-LSTM with all modalities (0.490). The Ef cri-
terion is based on the receivers’ emotions during
the discussions, such as credibility and emotional
appeal. In addition, it contains clarity and appro-
priateness in the discussion. In general, we uti-
lize eye contact (addressing) and body language
to clearly convey a message and elicit sympathy.
In other words, not only text but also actions, ex-
pressions, and the tone of voice of the speakers
have an important role for the Ef criterion. From
these results, we conclude that incorporating both
verbal and non-verbal modalities leads to an im-
provement of the estimation of this criterion.

One simple method for predicting the label of
a criterion is to use the majority label. In this
dataset, this is label M for both criteria (Re and
Ef) from Table 3. However, note that the distri-
bution of labels in each discussion is uniform. In
other words, there is a situation in which most of
the labels in a discussion are H, although another
discussion contains as many instances of label M
as label H. In fact, the F1-scores of the majority se-
lection based on the same calculation approach de-
scribed in Section 5.1 were 0.333 for Re and 0.384
for Ef8. These values were lower than most of the
F-scores in Table 4. This result shows the effec-
tiveness of our methods.

8Note that these values cannot be calculated from Table 3
because of a lack of label distribution for each discussion.

6 Conclusions

In this paper, we annotated quality assessment
scores for an automatic discussion evaluation to
a multi-party conversation corpus. We proposed
four machine learning methods for the task: SVM-
based, LSTM-based, attention-based LSTM, and
hierarchical LSTM methods. We used not only
text but also non-verbal information, namely,
multi-modal inputs.

We evaluated the methods using a 10-fold cross-
validation for two criteria at the discussion level,
namely, Re and Ef, in the corpus. For Re, the
hierarchical LSTM with text and facial informa-
tion obtained the best F-score. In addition, the
SVM with only text information obtained a good
result. For this criterion, text information has the
most important role because it is related to the con-
tent of the discussions. For Ef, the attention-based
LSTM with all modalities produced the best F-
score. For this criterion, various inputs are essen-
tially suitable because it is related to the impres-
sion and emotion of the speakers and receivers in
the discussion. However, the F1-scores are insuf-
ficient (0.459 for Re and 0.490 for Ef). Improv-
ing the method using other information, such as
knowledge graphs (Al-Khatib et al., 2020), is an
important area of future work.

We annotated several quality assessment criteria
to an existing discussion corpus. However, the size
of the corpus is not large. Annotation to other cor-
pora is an important task. An improvement of the
agreement of each criterion will be also an impor-
tant future research area, although it is essentially
a difficult task.
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Abstract

Document Clustering aims to group similar
documents based on the distance among
them. A wide range of distance measures
are available in the literature, and selecting
an appropriate distance function is a non-
trivial task. This paper empirically
evaluates four distance  measures:
Euclidean, Manhattan, Cosine, and Pearson
Correlation, on Urdu news headlines. In
addition to distance measures, the effect of
stemming and lemmatization techniques on
clustering is also studied. Unigram-based
features and word embedding-based
features were used to build a feature matrix.
The evaluation results indicate that the
frequent unigram features yielded the
highest Adjusted Rand Index (ARI) scores
on average. Among the four distance
measure, the Cosine distance metric was
found to be more valuable. Furthermore,
the stemming technique was identified to
be more useful in contrast to lemmatization
for clustering news.

1 Introduction

Document clustering is an unsupervised learning
task that aims to group similar documents together
and separate dissimilar documents from each
other. Most of the clustering algorithms utilize
distance functions to identify documents that are
syntactically close to each other. The choice of
distance measure is critical as it influences the
result of clustering.

In literature, clustering and the impact of
distance measures have been widely studied on the
English language corpus. This paper studies the
impact of various distance measures on the
clustering of Urdu documents. Urdu is the national

Sajjad Haider
Artificial Intelligence Lab
School of Mathematics and Computer
Science
Institute of Business Administration (IBA),
Karachi
sahaider@iba.edu.pk

language of Pakistan, and despite being spoken by
around 170 million people around the globe
(Hamdani et al., 2020), it is considered a low-
resource language. With the Urdu language
support provided on various social media
platforms, a huge corpus of user-generated content
is now available in digital format. The availability
of such enormous data provides opportunities to
researchers working in Urdu language processing.

Urdu is a morphologically rich language in
contrast to the English language. Several words
have  various inflections, which  adds
computational ~ complexity  and  requires
sophisticated models. As a result, the algorithms
and techniques developed for the English language
cannot be directly applied to the Urdu language
corpus due to morphological, syntactical, and
lexical differences between both languages. To
address the issue of morphological richness of the
Urdu language, stemming and lemmatization
techniques can be applied to raw text. Therefore,
this study also presents the empirical evaluation of
stemming and lemmatization on document
clustering.

The rest of the paper is organized as follows.
Section 2 presents the literature review of
document clustering. The methodology is
described in Section 3, while Section 4 reports the
results of empirical evaluation. Finally, Section 5
concludes the paper.

2 Related Work

This section presents a brief description of the
previous research document clustering and the
impact of distance functions on clustering.
(Huang, 2008) studied the impact of five
different similarity measures, including Euclidean,
Cosine, Jaccard, Pearson correlation, and averaged

183



Kullback-Leibler —divergence on partitional
clustering. The evaluations were performed on
seven different datasets. It was found that the
Euclidean distance measure results in the worst
performance, whereas the performance of the
remaining four measures was similar.

(Aggarwal et al., 2001) studied the impact of
distance measures in high dimensional feature
spaces. It was theoretically and empirically found
that the performance of Lk norm decreases with the
increasing value of k in high dimensional spaces.
The authors suggested that the Manhattan distance
is more appropriate in high dimensional feature
space than Euclidean distance.

(Aggarwal et al., 2019) proposed the improvement
in the K-means clustering algorithm to deal with
the uncertainties in real-world datasets. Further, the
authors studied the performance of the proposed
clustering algorithm using four distance measures:
Euclidean, CityBlock, Cosine, and correlation
distance measures. The evaluations were
conducted using Davies—Bouldin index and purity
metrics. The experiments showed that the
correlation distance performed best among other
closeness measures as it results in the minimum
value of Davies—Bouldin index and maximum
purity value.

(A et al., 2013) compared the performance of four
different distance measures, including Euclidean,
Jaccard, Cosine, and Correlation distance on a
clustering task. Purity was used to evaluate the
performance of distance measures. It was revealed
that Jaccard and correlation distance measures
were performing better than Euclidean distance in
most cases. (Subhashini and Kumar, 2010)
discussed the impact of distance measures on
information retrieval and document clustering.
They expe