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Abstract

The recent large-scale emergence of LLMs has
left an open space for dealing with their con-
sequences, such as plagiarism or the spread
of false information on the Internet. Cou-
pling this with the rise of Al detector bypass-
ing tools, reliable machine-generated text de-
tection is in increasingly high demand. We
investigate the paraphrasing attack resilience
of various machine-generated text detection
methods, evaluating three approaches: fine-
tuned RoBERTa, Binoculars, and text feature
analysis, along with their ensembles using
Random Forest classifiers. We discovered
that Binoculars-inclusive ensembles yield the
strongest results, but they also suffer the most
significant losses during attacks. In this paper,
we present the dichotomy of performance ver-
sus resilience in the world of Al text detection,
which complicates the current perception of
reliability among state-of-the-art techniques.

1 Introduction

The widespread use of LLMs can be precari-
ous when left unchecked, with the consequences
ranging from intellectual dishonesty to the spread
of fake news on social media. Elali and Rachid
(2023) found that AI chatbots can easily produce
both realistic-looking academic results and a pol-
ished manuscript that may well be accepted to a
conference and published. Since scientific research,
especially medical, is often falsified, the emergence
of such a possibility opens up a dangerous playing
field (Phogat et al., 2023). It was found that 14%
of scientists were aware of colleagues who falsi-
fied results, whereas 72% of scientists knew of
colleagues who engaged in questionable research
practices (Fanelli, 2009). More incidents of Al be-
ing used in the case of fake news spreading on the
internet can be found in the Ethics Statement.

What is particularly concerning about this is that
humans have been found to perform rather poorly
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on manual detection of Al-written text. In par-
ticular, human performance has shown to be only
marginally better than random classification (Wu
et al., 2024). In fact, in a study involving over 130
subjects, Kumar and Mindzak (2024) found that
participants were only able to correctly identify
Al-generated text with an accuracy rate of 24%.
Concerning the use of Al in academia, Gao et al.
(2022) conducted an experiment where participants
were to identify whether abstracts for academic pa-
pers were written by ChatGPT or a human. They
found that only 68% of the Al-detected abstracts
were correctly classified. Such a precedent makes
a strong case for the necessity of precise automated
Al text detection mechanisms.

With the emergence of freely accessible sites
such as ZeroGPT, DetectGPT, and Quillbot, by-
passing attacks have been developed against these
technologies. Methods which are commonly used
include automated paraphrasing tools, prompt en-
gineering, and the calculated addition of errors into
Al-generated text (Perkins et al., 2024). It has been
generally shown that the use of these methods de-
creases the efficacy of the detection tool; however,
we aim to put together a more comprehensive anal-
ysis of the leading Al detection methods against
bypassing attacks. In this paper, we will focus on
paraphrasing attacks.

The leading state-of-the-art detectors can be cat-
egorized into two paradigms, those using training-
based and training-free mechanisms (Wang et al.,
2025). Most training-free approaches rely on sta-
tistical feature analysis and commonly look at per-
plexity, log probability, and n-grams (Chakraborty
et al., 2023). Although training-based models have
been widely leading, a recently developed method-
ology — Binoculars — proves successful in a zero-
shot context, which stands out over multiple met-
rics (Hans et al., 2024). This approach is devel-
oped further in the Related Work section. Training-
based methods largely rely on transformer models,



namely RoBERTa (Liu et al., 2019), a masked-
based model, easily fine-tunable for downstream
tasks such as text classification.

The methods we stacked to develop our own
model include Binoculars, ROBERTa, and text fea-
ture analysis, which we justify due to their leading
benchmarks (detailed in Related Work).

2 Related Work

2.1 Binoculars

The Binoculars method relies on calculations
from two closely related LLMs. It has a signifi-
cant advantage over other SOTA methods in that
it uses no training from the LLM that it is being
tested on. This is significant, considering Binoc-
ulars still manages to surpass every open-source
model that detects ChatGPT. Because other detec-
tors rely on pretraining of the models they then test,
the results fail to generalize when tested across
multiple AI models. The Binoculars method, how-
ever, achieves high performance on a variety of
datasets, which gather texts from different LLM
sources. Furthermore, Binoculars addresses what
they call the “Capybara Problem”, which in essence
refers to the phenomenon of an LLM generating
high-perplexity text simply due to a high-perplexity
prompt being used. Other models which focus on
raw perplexity will fail in such cases. Binoculars
has an accuracy rate above 90%, and a false pos-
itive rate of 0.01%, using datasets which include
Writing prompts, News, and Student essays (Verma
et al., 2024).

2.2 Text Features

Muiioz-Ortiz et al. (2024) analyzed linguis-
tic patterns in human and LLM text to determine
which features would provide for the most robust
detection mechanism. Using extensive data from
six different LLMs, including Llama and Falcon 7-
b, they found that human writing tends to have less
uniform sentence length distribution than Al. This
conclusion is supported by Desaire et al. (2023),
who found that the standard deviation of sentence
length was an important identifier in text classifica-
tion. As one of our five text features used, we thus
implement standard deviation of sentence length.

2.3 Ensembling

Abburi et al. (2023) analyze the success in using
ensemble approaches for text classification. Their
ensemble involves stacking DeBERTa, RoBERTa,

and xLM-RoBERTa, fine-tuning each model for the
appropriate tasks. They found that this approach
reached 5Sth place in the English task and first place
in the Multilingual for the Automated Text Identifi-
cation shared task.

In fact, ensembling was highly used in Task 1
of the COLING 2025 GenAl Text detection work-
shop, from which we use the dataset provided to
train and evaluate our own model (Wang et al.,
2025). Mobin and Islam (2025), whose approach
scored 4th among contestants, relied on ensembling
RoBERTa-base with other pre-trained transformer
models. Our methodology also relies on RoOBERTa,
however, we ensemble it with Binoculars and text
feature analysis, as justified above.

2.4 Bypassing

The most prominent Al text-detection models
relying on transformer fine-tuning have been tested
against bypassing and proven to largely withstand
it. Krishna et al. (2023) provide a critical base-
line by demonstrating that controlled paraphras-
ing can significantly undermine the performance
of Al-generated text detectors while maintaining
semantic integrity. Their work, through the DIP-
PER model, shows that even minimal paraphrasing
— changing wording and sentence structure — can
drop detection accuracy significantly.

Some common Al detectors saw decreases of
around 17% in accuracy (Perkins et al., 2024)
when bypassing methods were employed. However,
some more recently developed models were cre-
ated specifically to withstand such attacks, such as
the RADAR model (Hu et al., 2023), which trains
the detector on paraphrasing schemes and achieves
over 31.64% of additional accuracy compared to
previous methods. The Binoculars method, how-
ever, has not been tested against bypassing, thus its
general efficacy remains unclear. This concern is
explored in our paper.

3 Data and Methodology

To track the progress on machine-generated text
detection, we use the materials of the competition
on Detecting Al Generated Content @ COLING
2025 Task 1: Binary Machine-Generated Text De-
tection (Wang et al., 2025). It is an aggregation of
other datasets that have been studied before, such as
MA4GT. The experiments in the following sections
are based on the testing dataset that the final leader-
board used. All models use the training dataset,
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Figure 1: Pipeline of our model

which is described in Appendix A.0.1.

First, we chose to fine-tune ROBERTa for Al text
detection because it provided a substantial improve-
ment in the model’s ability to understand nuanced
language differences. In essence, we added a final
layer of size 2 for binary classification. It is also
a well-tested approach in machine-generated text
detection (Liu et al., 2019). We performed fine-
tuning over a subset (12k entries) of the training set
provided by the workshop. The hyperparameters
are learning rate = 2e — 5, batch size = 16, epochs
= 4, and training size = 20, 000, with a train/test
split of 0.8.

Second, we also test the Binoculars method,
which reaches high accuracy and low false-positive
rates over multiple LLM tested on, without re-
lying on training data. Binoculars uses two
closely related LLMs — ’tiiuae/falcon-7b’,
’tiiuae/falcon-7b-instruct’ — to calculate
cross-perplexity, meaning perplexity is calculated
using the log perplexity of text generated by one
LLM and the next-token prediction of another.

Third, we measured several document metrics
that are related to Al detection. We selected 5 text
markers: average word length, lexical diversity,
punctuation frequency (Corizzo and Leal-Arenas,
2023), standard deviation of sentence length, and
stopword ratio (Gryka et al., 2024). The selection
of features was based on the entropy values from
the Random Forests.

We combined the features extracted from each
approach into a single vector for each text sample
and fed it to the Random Forests model that acts
like a meta-learner. This vector includes the pre-
diction probabilities from the fine-tuned RoOBERTa

model as well as the predicted labels, the cross-
perplexity scores from Binoculars, and the five doc-
ument metrics we selected (Fig 1). In the following
sections, we will show the performance of all 7
different stackings of the models.

Since we had limited resources, we manually
chose 201 random entries from the evaluation
dataset, with the Al label, and fed them to the
high-performance Al text detector bypasser GPT-
inf. We concatenated these paraphrased entries
with 201 randomly selected human-written en-
tries from the same evaluation dataset. GPTinf
claims to bypass all Al detectors, including Turnitin
Al Detector, GPTZero, ZeroGPT, and GPTRadar.
The dataset is published now on HuggingFace at
’antebel/paraphrased_AI_text’.

Although the algorithm used by GPTInf is not
publicized, their website states that it works by
paraphrasing the inputted text-removing common
phrasing and diversifying sentence structure by
varying the wording, grammar, and ordering of
words used (GPT). To calculate the confidence in-
terval (CI) for the F1 score on the full dataset, we
used a bootstrapping approach (9000 out of 73k).
To verify whether the differences between modules
tested on were significant, we ran 21 pair-wise Mc-
Nemar statistical tests (Table 3). The Bonferroni
correction for o = 0.1 is 0.0048.

4 Results

4.1 Binoculars

4.1.1 Observations

For rapid testing purposes, all tests on Binoculars
have been run on the devtest split of the dataset.
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Figure 2: Binoculars results

4.1.2 Context Window Effect

We observed that the information gain increases
as the context window increases. However, the
information gain plateaus somewhere after 256 —
512 tokens. The Jensen-Shannon (JS) divergence
score (Fig 3, see Appendix A.0.2), which mea-
sures the similarity between probability distribu-
tions, demonstrated significant improvements from
0.0373 (context window size = 32) to 0.2843 (con-
text window size = 512). The JS score highlighted
distinct effects between human-authored and Al-
generated text as the context window increased.

The Binoculars score analysis reveals a clear
separation between human and Al-generated text.
Human-written content maintains the highest me-
dian score around 1.0 (Fig 2) as predicted by the
Binoculars paper, exhibiting notable variance and
outliers. The critical threshold value of 0.901, just
as reported in the original paper, serves as a discrim-
inator between human and Al-generated content.

4.2 Module Ensemble Comparisons

Three different modules give rise to 7 different
ways to assemble them (Fig 4).
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Figure 4: Pre-attack F1 scores

The ensemble incorporating all modules (Text
Features, ROBERTa, and Binoculars) achieves the
highest F1 score of 80.61%. The second-best
performance is observed when Text Features and
Binoculars are combined. While combining Text
Features with ROBERTa or RoBERTa with Binocu-
lars also improves performance compared to indi-
vidual features, they fall short of the comprehensive
ensemble. Notably, individual feature sets such as
Text Features, ROBERTa, or Binoculars alone yield
lower F1 scores than any combination of them (as
seen in Table 1).

4.3 Paraphrasing Attack
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Figure 5: Post-attack F1 scores

Among individual models, RoOBERTa demon-
strated the highest resilience to paraphrasing at-
tacks, showing almost no degradation (Table 1). In
contrast, the Binoculars method exhibited the most
vulnerability, resulting in a significant degradation
of 0.196.

Interestingly, the Text Features approach also
showed almost no degradation in performance
against paraphrased samples. The ensemble com-
bining Text Features, RoOBERTa, and Binoculars
achieved the highest initial F1 score of 0.8061
but experienced a notable drop in performance
when faced with paraphrased samples, decreasing
to 0.6716. These findings highlight the varying
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degrees of resilience among different approaches
to machine-generated text detection. ROBERTa’s
robustness suggests that its language understand-
ing capabilities allow it to detect Al-generated text
even after paraphrasing. The significant drop in
Binoculars’ performance indicates that its cross-
perplexity approach may be more sensitive to
changes in text structure and wording introduced
by paraphrasing.

Table 1: F1 score drop per ensemble

Model Initial F1 Paraphrased F1 ‘ Degradation ‘
Binoculars 0.7497 0.5533 0.1964
RoBERTa + Binoculars 0.7644 0.5765 0.1879
Text Features + Binoculars 0.8035 0.6340 0.1695
Text Features + RoBERTa + 0.8061 0.6716 0.1345
Binoculars

Text Features + RoBERTa 0.7636 0.6511 0.1126
Text Features 0.7207 0.6682 0.0526
RoBERTa 0.7586 0.6594 0.0992

085 Initial vs. Paraphrased F1 Score

F1 Score

Figure 6: F1 score comparison and degradation

5 Discussion

5.1 Analysis of Results

As demonstrated by our Results, we introduced a
Cohesive Testing Framework (CTF) for classifying
text as human- versus machine-written. Our sys-
tem streamlines the ensembling process by feeding
the document input into three detectors — Binocu-
lars, Text Features, and RoBERTa, which are then
stacked and evaluated by our meta-learner, Ran-
dom Forest (as demonstrated in Fig 1). Our method
employs 7 ways to combine 3 modules and make
cross-comparisons, which allows for 1-to-1 com-
parisons between performance of modules. Our en-
semble method proved significant information gain
which outperforms many SOTA detectors. Namely,
it would place us 4th on the COLING2025 Work-
shop leaderboard.

Our second main result was our finding that the
highest performing Al detectors had the worst re-
sults when it came to paraphrasing attacks. In fact,
any ensemble that used Binoculars saw a signif-
icant decrease in F1 score. This is particularly
interesting, as it reflects more generally “The Bit-
ter Lesson” paradox — it seems that for every in-
terpretable training-free method there is a better
black-box approach.

5.2 Future Work

We suggest future works to build off our model
by addressing the limitations we have laid out on
the following page, as well as evaluating the detec-
tors we looked at on different bypassing attacks, not



only paraphrasing. Additionally, the methods evalu-
ated were not tested for out-of-distribution prompts.
Hense, accounting for this may add to a more com-
prehensive review of SOTA detectors. Sentiment
analysis has been shown to be distinguishable be-
tween human and machine-written text, thus in-
cluding this as a feature may contribute to some
interesting results as well.

6 Conclusion

We believe that the tradeoff between perfor-
mance and resilience is significant enough to be-
come a leading theme in the Al-detection commu-
nity. For example, the reported high performance
of Binoculars on flagging Machine-generated text
has suffered the most drastic loss under paraphras-
ing attacks. Under our testing framework, we
also reaffirmed the significant information gain pro-
vided by the stacking of multiple detectors.
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Limitations

Our paraphrased dataset has 200 entries, as we
were unable to gain API access to the platform
we used. Thus, although statistically significant, it
should be important to replicate our results with a
larger dataset. Additionally, we only tested para-
phrasing generated by GPTInf, which may not cap-
ture the maximum extent of paraphrasing attack
capabilities.

Ethics Statement

When ChatGPT was released in 2022, it was
widely unheard of and thus not largely anticipated,
but within a short time frame, its popularity surged.
The world had not been expecting such a capable
and easily accessible system, and thus its use in
academic settings by students, across the internet
by scammers, and in almost every practical field by
workers, skyrocketed within a very brief amount of
time. As a result, the consequences of such wide-
spread Al use have not been thoroughly accounted
for, and recent studies of its very real and threat-
ening possible repercussions have only begun to
be released. It is then instrumental to first, study
the effects of large-spread Al use, and following
this, develop methods that can detect the use of Al,
namely in writing.

The use of deepfakes have become increasingly
prevalent in recent years. Trandabat and Gifu
(2023) investigated and assessed the threat of Al
being used to generate deepfakes on a mass scale to
be then published across the internet. Google pub-
lished the DeepDream algorithm in 2015, which
used a convolutional neural network, trained on mil-
lions of images, to first identify objects within im-
ages, and then using these patterns create an image
corresponding to a requested object (for instance,
an animal) from memory (Miller, 2020). Although
the images that this network could produce were
far from accurate and often combined elements of
different objects from its training data, the release
of DeepDream instantly sparked a race to use this
technology and create something more powerful,
as this was the first time deep learning was used to
generate images from scratch. Soon, more models
and algorithms were developed, which were more
advanced, with time, shrinking the gap between hu-
man recognizability of what is evidently machine-
generated in comparison to human-created. In their
paper, Trandabdt and Gifu (2023) use this back-
ground to focus on the present-day role of Al across

the internet, notably what is commonly referred
to as “fake news”. They test a few classifiers on
both human and Al-generated fake news, includ-
ing RoBERTa. They find that the true positive rate
of Al-detector models, such as RoBERTa, on Al-
generated fake news is only 3% higher than when
run on human-generated fake news, thus making
Al-generated fake news very difficult to recognize
and highly useful for publishing false information
online.

In 2024, a German magazine Die Aktuelle pub-
lished an interview with a famous Formula One
driver, Michael Schumacher, which was created en-
tirely by the Al chatbot, Character.ai, upon which
the magazine was sued by Schumacher’s family
(ESPN News Services, 2024). Schumacher has
been out of the image of the public eye for almost
a decade due to a brain-injury following a sports
accident. His family has taken immense action to
keep his life post-accident in private, thus the re-
lease of this article resulted in great turmoil on the
family and misled readers all around the world.

Overall, the consequences of fake news becom-
ing prevalent can be unimaginably dangerous. In
South Korea, Al has been widely used to generate
ads containing falsified information and promote
the listing of fraudulent drugs and hormonal ther-
apies for sale to the public on the internet (Park,
2024). Because the sale of these treatments over-
the-counter have not been government-approved,
many of the drugs listed have not been properly
studied, meaning the health consequences that may
arise from them are unclear, which is critically un-
safe. We thus strongly emphasize the need for
reliability in Al text detection, highlighting the ab-
solute necessity for Al text detectors that are able
to bypass bypassers, in order to combat these prob-
lems addressed above and promote transparency
across the Internet, in all fields and aspects.



References

Gptinf: Ai content detection bypass tool. https://
www . gptinf.com/. Accessed: 2025-01-31.

Harika Abburi, Michael Suesserman, Nirmala Pudota,
Balaji Veeramani, Edward Bowen, and Sanmitra
Bhattacharya. 2023. Generative ai text classifi-
cation using ensemble llm approaches. Preprint,
arXiv:2309.07755.

Souradip Chakraborty, Amrit Singh Bedi, Sicheng Zhu,
Bang An, Dinesh Manocha, and Furong Huang. 2023.
On the possibilities of ai-generated text detection.
Preprint, arXiv:2304.04736.

Roberto Corizzo and Sebastian Leal-Arenas. 2023. One-
class learning for ai-generated essay detection. Ap-
plied Sciences, 13(13).

Heather Desaire, Aleesa E. Chua, Madeline Isom, Ro-
mana Jarosova, and David Hua. 2023. Distinguish-
ing academic science writing from humans or chat-
gpt with over 99% accuracy using off-the-shelf ma-
chine learning tools. Cell Reports Physical Science,
4(6):101426. Epub 2023 Jun 7.

Faisal R. Elali and Leena N. Rachid. 2023. Ai-generated
research paper fabrication and plagiarism in the sci-
entific community. Patterns, 4(3):100706.

ESPN News Services. 2024. Schumacher family
awarded €200k in compensation over ’ai interview’.
ESPN.

Daniele Fanelli. 2009. How many scientists fabricate
and falsify research? a systematic review and meta-
analysis of survey data. PLoS One, 4(5):¢5738. Com-
peting Interests: The author has declared that no com-
peting interests exist.

Catherine A. Gao, Frederick M. Howard, Nikolay S.
Markov, Emma C. Dyer, Siddhi Ramesh, Yuan Luo,
and Alexander T. Pearson. 2022. Comparing scien-
tific abstracts generated by chatgpt to original ab-
stracts using an artificial intelligence output detector,
plagiarism detector, and blinded human reviewers.
bioRxiv.

Pawet Gryka, Kacper Gradon, Marek Koztowski,
Mitosz Kutyta, and Artur Janicki. 2024. Detection of
ai-generated emails - a case study. In Proceedings
of the 19th International Conference on Availability,
Reliability and Security, ARES 24, New York, NY,
USA. Association for Computing Machinery.

Abhimanyu Hans, Avi Schwarzschild, Valeriia
Cherepanova, Hamid Kazemi, Aniruddha Saha,
Micah Goldblum, Jonas Geiping, and Tom Goldstein.
2024. Spotting llms with binoculars: Zero-shot
detection of machine-generated text.  Preprint,
arXiv:2401.12070.

Xiaomeng Hu, Pin-Yu Chen, and Tsung-Yi Ho. 2023.
Radar: Robust ai-text detection via adversarial learn-
ing. Preprint, arXiv:2307.03838.

Kalpesh Krishna, Yixiao Song, Marzena Karpinska,
John Wieting, and Mohit Iyyer. 2023. Paraphras-
ing evades detectors of ai-generated text, but retrieval
is an effective defense. Preprint, arXiv:2303.13408.

Rahul Kumar and Michael Mindzak. 2024. Who wrote
this? detecting artificial intelligence—generated text
from human-written text. Canadian Perspectives on
Academic Integrity, 7(1).

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Dangi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized BERT pretraining
approach. CoRR, abs/1907.11692.

Arthur 1. Miller. 2020. Deepdream: How alexander
mordvintsev excavated the computer’s hidden layers.
The MIT Press Reader.

Md Kamrujjaman Mobin and Md Saiful Islam. 2025.
Luxveri at genai detection task 1: Inverse perplex-
ity weighted ensemble for robust detection of ai-
generated text across english and multilingual con-
texts. Preprint, arXiv:2501.11914.

Alberto Mufoz-Ortiz, Carlos Gémez-Rodriguez, and
David Vilares. 2024. Contrasting linguistic patterns
in human and llm-generated news text. Artificial
Intelligence Review, 57(10):265.

Hyun Jun Park. 2024. The rise of generative artificial
intelligence and the threat of fake news and disinfor-
mation online: Perspectives from sexual medicine.
Investigative and Clinical Urology, 65(3):199-201.
Editorial.

Mike Perkins, Jasper Roe, Binh H. Vu, Darius Postma,
Don Hickerson, James McGaughran, and Huy Q.
Khuat. 2024. Simple techniques to bypass genai
text detectors: implications for inclusive education.
International Journal of Educational Technology in
Higher Education, 21(1):53.

Ritu Phogat, Bhadravathi Cheluvaiah Manjunath,
Bhavna Sabbarwal, Anurag Bhatnagar, Reena, and
Deepti Anand. 2023. Misconduct in biomedical re-
search: A meta-analysis and systematic review. Jour-
nal of International Society of Preventive & Commu-
nity Dentistry, 13(3):185-193. Copyright © 2023
Journal of International Society of Preventive and
Community Dentistry.

Diana Trandabét and Daniela Gifu. 2023. Discriminat-
ing ai-generated fake news. Procedia Computer Sci-
ence, 225:3822-3831. 27th International Conference
on Knowledge Based and Intelligent Information and
Engineering Sytems (KES 2023).

Vivek Verma, Eve Fleisig, Nicholas Tomlin, and Dan
Klein. 2024. Ghostbuster: Detecting text ghostwrit-
ten by large language models. In Proceedings of
the 2024 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies (Volume 1: Long
Papers), pages 1702-1717, Mexico City, Mexico. As-
sociation for Computational Linguistics.


https://www.gptinf.com/
https://www.gptinf.com/
https://arxiv.org/abs/2309.07755
https://arxiv.org/abs/2309.07755
https://arxiv.org/abs/2304.04736
https://doi.org/10.3390/app13137901
https://doi.org/10.3390/app13137901
https://doi.org/10.1016/j.xcrp.2023.101426
https://doi.org/10.1016/j.xcrp.2023.101426
https://doi.org/10.1016/j.xcrp.2023.101426
https://doi.org/10.1016/j.xcrp.2023.101426
https://doi.org/10.1016/j.patter.2023.100706
https://doi.org/10.1016/j.patter.2023.100706
https://doi.org/10.1016/j.patter.2023.100706
https://www.espn.com/f1/story/_/id/40197073/schumacher-family-awarded-200k-compensation-ai-interview
https://www.espn.com/f1/story/_/id/40197073/schumacher-family-awarded-200k-compensation-ai-interview
https://doi.org/10.1371/journal.pone.0005738
https://doi.org/10.1371/journal.pone.0005738
https://doi.org/10.1371/journal.pone.0005738
https://doi.org/10.1101/2022.12.23.521610
https://doi.org/10.1101/2022.12.23.521610
https://doi.org/10.1101/2022.12.23.521610
https://doi.org/10.1101/2022.12.23.521610
https://doi.org/10.1145/3664476.3670465
https://doi.org/10.1145/3664476.3670465
https://arxiv.org/abs/2401.12070
https://arxiv.org/abs/2401.12070
https://arxiv.org/abs/2307.03838
https://arxiv.org/abs/2307.03838
https://arxiv.org/abs/2303.13408
https://arxiv.org/abs/2303.13408
https://arxiv.org/abs/2303.13408
https://doi.org/10.55016/ojs/cpai.v7i1.77675
https://doi.org/10.55016/ojs/cpai.v7i1.77675
https://doi.org/10.55016/ojs/cpai.v7i1.77675
https://arxiv.org/abs/1907.11692
https://arxiv.org/abs/1907.11692
https://thereader.mitpress.mit.edu/deepdream-how-alexander-mordvintsev-excavated-the-computers-hidden-layers/
https://thereader.mitpress.mit.edu/deepdream-how-alexander-mordvintsev-excavated-the-computers-hidden-layers/
https://arxiv.org/abs/2501.11914
https://arxiv.org/abs/2501.11914
https://arxiv.org/abs/2501.11914
https://arxiv.org/abs/2501.11914
https://doi.org/10.1007/s10462-024-10903-2
https://doi.org/10.1007/s10462-024-10903-2
https://doi.org/10.4111/icu.20240015
https://doi.org/10.4111/icu.20240015
https://doi.org/10.4111/icu.20240015
https://doi.org/10.1186/s41239-024-00487-w
https://doi.org/10.1186/s41239-024-00487-w
https://doi.org/10.4103/jispcd.JISPCD_220_22
https://doi.org/10.4103/jispcd.JISPCD_220_22
https://doi.org/10.1016/j.procs.2023.10.378
https://doi.org/10.1016/j.procs.2023.10.378
https://doi.org/10.18653/v1/2024.naacl-long.95
https://doi.org/10.18653/v1/2024.naacl-long.95

Yuxia Wang, Artem Shelmanov, Jonibek Mansurov,
Akim Tsvigun, Vladislav Mikhailov, Rui Xing, Zhuo-
han Xie, Jiahui Geng, Giovanni Puccetti, Ekate-
rina Artemova, et al. 2025. Genai content de-
tection task 1: English and multilingual machine-
generated text detection: Ai vs. human. arXiv
preprint arXiv:2501.11012.

Junchao Wu, Shu Yang, Runzhe Zhan, Yulin Yuan,
Derek F. Wong, and Lidia S. Chao. 2024. A survey
on llm-generated text detection: Necessity, methods,
and future directions. Preprint, arXiv:2310.14724.

A Appendix

A.0.1 Dataset

The training dataset contained a total of 610k
entries from HC3, M4GT, and MAGE. The test
dataset contained a total of 74k entries from CU-
DRT, IELTS, NLPeer, PeerSum, and MixSet. We
replicated 3 methods as well as their different en-
sembles over the Random Forest classifier and
evaluated their performance on the MGTD testing
dataset.

A.0.2 Quantization Effect

Quantization in machine learning is the process
of reducing the precision of numerical values, typi-
cally converting floating point numbers to lower-bit
representations, to decrease the model size and im-
prove computational efficiency. In our experiments,
we quantized HuggingFace “tiiuae/falcon-7b”
to replicate the paper. The typical degradation
effect was about 2% (Fig 7) and it was dimin-
ishing as context was increasing. This is un-
expected because usually degradation effects for
other tasks would be stronger. It took around
27 GB of RAM to run “tiiuae/falcon-7b” and
“tiiuvae/falcon-7b-instruct” and 11 GB for 4-
bit quantization of those models. We conclude
that the marginal improvement of the F1 score is
unimportant compared to the doubled Carbon Foot-
print. While non-quantized versions achieve better
results, the marginal accuracy improvement must
be weighed against the significantly higher com-
putational requirements, particularly in resource-
constrained environments.

In Fig 8, while some models are more resilient
to Binocular detection (geminil.5) than others
(gptdo), the trend is repeated for all models. Con-
text window size significantly impacts detection
accuracy, with substantial improvements observed
as the window expands from 128 to 256 tokens.
The optimal range lies between 256-512 tokens,
though performance gains diminish notably beyond

300 tokens. The maximum accuracy peaks at ap-
proximately 0.80 for top-performing models at 512
tokens. Non-quantized models consistently demon-
strate superior accuracy compared to their quan-
tized counterparts, with approximately 2% better
performance.
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Comparison of Quantized vs Non-Quantized F1 Scores
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Module 1 Module 2 p-value | F1 (M1) | F1 M1 | F1 Diff | Higher F1

Bino TF + Bino + RoBERTa | 0.0166 0.5533 | 0.6716 | -0.1183 | TF + Bino + RoBERTa
TF Bino 0.1310 0.6682 | 0.5533 | 0.1149 | TF

Bino RoBERTa 0.2744 0.5533 | 0.6594 | -0.1061 | RoBERTa

Bino + RoBERTa | TF + Bino + RoBERTa | 0.0478 0.5765 | 0.6716 | -0.0950 | TF + Bino + RoBERTa
TF Bino + RoBERTa 0.2783 0.6682 | 0.5765 | 0.0917 | TF

Bino TF + RoBERTa 0.2374 0.5533 | 0.6368 | -0.0835 | TF + RoBERTa
RoBERTa Bino + RoBERTa 0.4397 0.6594 | 0.5765 | 0.0829 | RoBERTa

Bino TF + Bino 0.0688 0.5533 | 0.6202 | -0.0669 | TF + Bino

TF + RoBERTa Bino + RoBERTa 0.3924 0.6368 | 0.5765 | 0.0603 | TF + RoBERTa

TF + Bino TF + Bino + RoBERTa | 0.2809 0.6202 | 0.6716 | -0.0514 | TF + Bino + RoBERTa
TF TF + Bino 0.5493 0.6682 | 0.6202 | 0.0480 | TF

TF + Bino Bino + RoBERTa 0.2387 0.6202 | 0.5765 | 0.0436 | TF + Bino

RoBERTa TF + Bino 0.4515 0.6594 | 0.6202 | 0.0393 | RoBERTa

TF + RoBERTa TF + Bino + RoBERTa | 0.0623 0.6368 | 0.6716 | -0.0348 | TF + Bino + RoBERTa
TF TF + RoBERTa 0.4505 0.6682 | 0.6368 | 0.0314 | TF

Bino Bino + RoBERTa 0.3751 0.5533 | 0.5765 | -0.0232 | Bino + RoBERTa
RoBERTa TF + RoBERTa 0.5389 0.6594 | 0.6368 | 0.0226 | RoBERTa

TF + Bino TF + RoBERTa 0.4853 0.6202 | 0.6368 | -0.0166 | TF + RoBERTa
RoBERTa TF + Bino + RoBERTa | 0.1097 0.6594 | 0.6716 | -0.0121 | TF + Bino + RoBERTa
TF RoBERTa 0.4335 0.6682 | 0.6594 | 0.0087 | TF

TF TF + Bino + RoBERTa | 0.3719 0.6682 | 0.6716 | -0.0034 | TF + Bino + RoBERTa

Table 2: Statistical Comparison of Pre-Attack F1 Scores
Across Different Module Combinations (n_bootstrap =

5000, n_subset = 73000)




Module 1 Module 2 p-value | F1 (M1) | F1 M1 | F1 Diff | Higher F1

Bino TF + Bino + RoBERTa | 0.0126 0.5533 | 0.6716 | -0.1183 | TF + Bino + RoBERTa

TF Bino 0.1363 0.6682 | 0.5533 | 0.1149 | TF

Bino RoBERTa 0.2675 0.5533 | 0.6594 | -0.1061 | RoBERTa

Bino + RoBERTa | TF + Bino + RoBERTa | 0.0515 0.5765 | 0.6716 | -0.0950 | TF + Bino + RoBERTa

TF Bino + RoBERTa 0.2706 0.6682 | 0.5765 | 0.0917 | TF

Bino TF + RoBERTa 0.2255 0.5533 | 0.6368 | -0.0835 | TF + RoBERTa

RoBERTa Bino + RoBERTa 0.4338 0.6594 | 0.5765 | 0.0829 | RoBERTa

Bino TF + Bino 0.0682 0.5533 | 0.6202 | -0.0669 | TF + Bino

TF + RoBERTa Bino + RoBERTa 0.4097 0.6368 | 0.5765 | 0.0603 | TF + RoBERTa

TF + Bino TF + Bino + RoBERTa | 0.2845 0.6202 | 0.6716 | -0.0514 | TF + Bino + RoBERTa

TF TF + Bino 0.5374 0.6682 | 0.6202 | 0.0480 | TF

TF + Bino Bino + RoBERTa 0.2311 0.6202 | 0.5765 | 0.0436 | TF + Bino

RoBERTa TF + Bino 0.4425 0.6594 | 0.6202 | 0.0393 | RoBERTa

TF + RoBERTa TF + Bino + RoBERTa | 0.0635 0.6368 | 0.6716 | -0.0348 | TF + Bino + RoBERTa

TF TF + RoBERTa 0.4581 0.6682 | 0.6368 | 0.0314 | TF

Bino Bino + RoBERTa 0.3738 0.5533 | 0.5765 | -0.0232 | Bino + RoBERTa

RoBERTa TF + RoBERTa 0.5420 0.6594 | 0.6368 | 0.0226 | RoBERTa

TF + Bino TF + RoBERTa 0.4906 0.6202 | 0.6368 | -0.0166 | TF + RoBERTa

RoBERTa TF + Bino + RoBERTa | 0.1057 0.6594 | 0.6716 | -0.0121 | TF + Bino + RoBERTa

TF RoBERTa 0.4461 0.6682 | 0.6594 | 0.0087 | TF

TF TF + Bino + RoBERTa | 0.3826 0.6682 | 0.6716 | -0.0034 | TF + Bino + RoBERTa
Table 3: Statistical Comparison of Post-Attack

F1 Scores Across Different Module Combinations
(n_bootstrap = 5000, n_subset = 402)
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