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Abstract

Emotional Support Conversation (ESC) sys-
tems aim to alleviate user distress. However,
current Chain-of-Thought based ESC meth-
ods often employ rigid, text-only reasoning,
limiting adaptability in dynamic, multimodal
interactions and introducing reasoning noise
that degrades support quality. To address this,
we introduce “Flexible Thinking” for multi-
modal ESC, enabling models to adaptively se-
lect contextually relevant thinking aspects: Vi-
sual Scene, Emotion, Situation, and Response
Strategy. We first construct training data by
manually curating flexible thinking demonstra-
tions on the MESC dataset, then using a Mul-
timodal Large Language Model to synthesize
these processes for the full training set. Then,
we propose FIRES, a framework integrating Su-
pervised Fine-Tuning (SFT) for initial learning
with Reinforcement Learning for refinement.
This two-stage approach helps FIRES transcend
SFT’s generalization limits and, crucially, di-
rectly links thinking processes to response qual-
ity via tailored rewards, moving beyond imitat-
ing potentially imperfect synthetic data. Ex-
periments on MESC and EMOTyDA datasets
demonstrate FIRES’s effectiveness and general-
izability in fostering higher-quality emotional
support responses through adaptive reasoning.

1 Introduction

Emotional support and mental well-being are in-
creasingly crucial in today’s fast-paced society,
where individuals commonly face pressures from
both work and life. With the rapid advancements
in artificial intelligence, providing emotional sup-
port through automated dialogue systems, known
as Emotional Support Conversation (ESC) task, has
emerged as a promising research topic of signifi-
cant interest. The goal of ESC is to alleviate users’
emotional distress and help them cope with encoun-
tered challenges (Burleson, 2003; Liu et al., 2021).

* Corresponding authors.
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Figure 1: Some examples for the multimodal ESC task
from the MESC dataset. The green box contains the
flexible thinking process before the final response.

It holds broad application prospects across various
scenarios, such as daily interactions, social com-
panionship, mental health support, and customer
service, by improving user experiences through
timely emotional support.

Early research on ESC mostly focused on con-
trolling response strategies (Tu et al., 2022; Cheng
et al., 2022; Li et al., 2024b; Liu et al., 2024) or in-
corporating external knowledge (Deng et al., 2023;
Cheng et al., 2023; Bao et al., 2024; Hao and Kong,
2025) to strengthen context understanding and im-
prove response quality. In recent years, the ascent
of Chain-of-Thought (CoT) reasoning has inspired
studies that simulate human-like step-by-step think-
ing before generating a response (Zhang et al.,
2024b; Cao et al., 2024), aiming to enhance the
interpretability and reliability.

However, existing CoT-based methods for ESC
mostly focus on text-only conversations and typ-
ically adopt fixed thinking steps (Zhang et al.,
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2024b; Cao et al., 2024; Chen et al., 2025; Wu
et al., 2024). This design results in a rigid “one-
size-fits-all” reasoning paradigm that struggles to
adapt to the dynamic contexts of real-world conver-
sations. In contrast, human supportive interactions
are inherently multimodal (e.g., involving both tex-
tual and visual information), and human supporters
do not mechanically deliberate on a fixed set of
aspects; instead, they flexibly adjust their cogni-
tive focus based on the specific context and the
interlocutor’s state. This flexibility is crucial for
providing effective support. As shown in Figure 1,
an empathetic response may require a deep analy-
sis of the interlocutor’s emotion cause and specific
situation (example 1). When the available informa-
tion in the limited conversational history is insuf-
ficient, quickly initiating further inquiry to gather
more details is more effective than complex deep
thinking (example 2). Sometimes an appropriate
response may critically hinge on the perception of
events within the visual scene (example 3). A rigid
thinking mode with fixed steps overlooks the actual
utility of different reasoning aspects in specific con-
texts. When predefined thinking aspects mismatch
current contextual requirements, such a mode not
only fails to provide constructive guidance but may
also introduce “reasoning noise”, thereby under-
mining the quality of support.

In this work, we introduce Flexible Thinking for
the multimodal ESC task, which aims to adaptively
select and integrate those thinking aspects bene-
ficial for generating high-quality emotional sup-
port responses based on the specific conversational
context. Specifically, we predefine four potential
thinking aspects: perception of the current visual
scene (Visual Scene), recognition of the interlocu-
tor’s emotions (Emotion), analysis of the specific
causes of emotions or the problems faced by the in-
terlocutor (Situation), and planning of the response
strategy (Response Strategy). To construct training
data, we first manually annotated demonstrations of
flexible thinking on the public MESC dataset (Chu
et al., 2024). Subsequently, we leverage the power-
ful multimodal large language model (MLLM) to
synthesize the flexible thinking processes for the
entire training set based on these demonstrations.

We propose FIRES (Flexible thInking via
Reinforcement IEarning for Multimodal Emotional
Support Conversation), a framework that syner-
gizes Supervised Fine-Tuning (SFT) and Reinforce-
ment Learning (RL). Initially, SFT on synthesized
data teaches the model foundational thinking pat-

terns. However, SFT alone has limitations, as mod-
els may memorize flaws from the synthetic data
(like inaccurate inferences or redundant steps) and
struggle to generalize by imitating these potentially
imperfect examples. To overcome this, employs
the latest RL algorithm, Group Relative Policy Op-
timization (GRPO), which is derived from recent
work on reasoning models (Shao et al., 2024; Guo
et al., 2025). This RL stage allows the model to
explore diverse reasoning paths and learn from care-
fully designed reward function that directly links
the thinking process to response quality, promot-
ing effective reasoning beyond mere imitation of
synthetic data.

We conduct extensive experiments using both
open-source and closed-source MLLMs on the
MESC dataset. The results demonstrate the ad-
vantages of flexible thinking and the superiority
of the proposed FIRES. Further experiments on
another multimodal dialogue dataset EMOTyDA
(Saha et al., 2020) also validate the generalizability
of our framework.

Our contributions are summarized as follows:
(1) We introduce the concept of flexible thinking to
the multimodal ESC task, encouraging the model
to, based on the specific conversational context,
adaptively integrate aspects that facilitate effective
response generation. (2) We propose the FIRES
framework, which involves an initial cold start via
SFT and a subsequen RL optimization through
GRPO coupled with a customized reward function
for ESC, to stimulate the model towards effective
flexible thinking and the generation of high-quality
emotional support responses. (3) Experimental re-
sults demonstrate the effectiveness and generaliz-
ability of our framework.

2 Related Work

2.1 Emotional Support Conversation

Emotional Support Conversation (ESC) is a dia-
logue generation task aiming to alleviate emotional
distress for the user. Liu et al. (2021) first intro-
duced this task and manually constructed the ES-
Conv dataset. Since then, numerous studies fo-
cusing on this task have emerged. Early research
on ESC focused on improving model performance
by refining dialogue modeling (Peng et al., 2022;
Zhao et al., 2023; Li et al., 2024a), modeling sup-
port strategy (Tu et al., 2022; Cheng et al., 2022;
Li et al., 2024b; Liu et al., 2024; Hu et al., 2024;
Peng et al., 2023) or integrating external knowl-

1342



edge, which commonly included leveraging com-
monsense reasoning (Tu et al., 2022; Deng et al.,
2023; Bao et al., 2024; Xu et al., 2024; Liu et al.,
2024) to enhance model understanding of the user’s
state, as well as incorporating persona informa-
tion (Cheng et al., 2023; Han et al., 2024; Hao and
Kong, 2025) to generate more appropriate support-
ive responses.

Recently, the advent of Large Language Mod-
els (LLMs) has notably influenced ESC re-
search (Kang et al., 2024; Lissak et al., 2024;
Cheng et al., 2024; Wang et al., 2024).Many
studies leveraged LLMs for dialogue augmenta-
tion (Zheng et al., 2023a; Ye et al., 2025; Chen
et al., 2025; Zheng et al., 2024). Some researchers
combined LLMs with Chain-of-Thought (CoT) rea-
soning (Wei et al., 2022; Lyu et al., 2023), and
designed fixed thinking steps to mimic the human
reasoning process and then guide response gener-
ation (Zhang et al., 2024b; Cao et al., 2024; Wu
etal., 2024; Chen et al., 2024). The aforementioned
studies all focus on text-only conversations. In con-
trast, the multimodal ESC task remains underex-
plored (Wu et al., 2025; Fei et al., 2024; Zhang
et al., 2024c¢), and there is a scarcity of suitable
datasets, particularly for real-world scenarios in-
volving video and audio (Chu et al., 2024).

2.2 Reinforcement Learning

Reinforcement Learning (RL) aligns language mod-
els with human preferences by optimizing them
against a reward model, frequently using the Proxi-
mal Policy Optimization (PPO) algorithm (Schul-
man et al., 2017) due to its empirical stability and
performance (Liu et al., 2025a; Zhang et al., 2024a;
Zheng et al., 2023b). The recent proposed Group
Relative Policy Optimization (GRPO) Shao et al.
(2024) streamlines PPO by discarding the value
network, instead estimating the relative advantage
within a group of sampled completions to achieve
similar performance with lower computational cost.
Following this, a number of studies have emerged
to either improve the GRPO algorithm (Sane, 2025;
Liu et al., 2025b; Chu et al., 2025b), or apply it to
various task (Huang et al., 2025; Li et al., 2025; Jin
et al., 2025; Pan et al., 2025). To the best of our
knowledge, limited prior work has utilized tradi-
tional RL algorithms to optimize emotional support
systems (Zhou et al., 2023; Li et al., 2024c). Our
work, however, targets the multimodal ESC task
and integrates MLLMs with GRPO to promote ef-
fective reasoning and response generation.

3 Methodology

3.1 Task Formalization

In this paper, we focus on multimodal emotional
support conversations involving both text and
video, which are close to real-world scenarios.
Given a multimodal conversation history C' =
{U1,Us,...,U;_1} between a seeker and a sup-
porter, where each utterance contains textual and
visual data, the goal of the Multimodal Emotional
Support Conversation (MESC) task is to generate
a contextually appropriate response R; as the sup-
porter to alleviate the seeker’s emotional distress.

3.2 Aspects of Flexible Thinking

Although humans may appear to respond quickly
in face-to-face communication, they typically un-
dergo a rapid and internal thinking process: visual
observations are integrated with the interlocutor’s
utterances to understand their emotions and situ-
ation, followed by deliberation on how to reply.
Moreover, the emphasis of human thinking shifts
according to the specific context.

To emulate this nuanced human capability for
pre-response flexible thinking, our framework re-
quires the model to provide both its thinking pro-
cess and the response. We define four potential
thinking aspects, from which the model adaptively
considers the relevant ones to construct its thinking,
thereby facilitating the generation of more helpful
and appropriate responses. The specific content of
each aspects is as follows:

* Visual Scene: Decribe the key elements ob-
served in the video, including human behav-
iors, facial expressions, posture or gestures
that could provide context to the interlocutor’s
emotional state or the ongoing interaction.

* Emotion: Recognize the interlocutor’s emo-
tions based on the textual utterances and vi-
sual cues.

* Situation: Analyze the causes that trigger the
interlocutor’s emotions or summarize the is-
sues they are facing, to inform a more targeted
supportive response.

* Response Strategy: Outline the intended re-
sponse strategy and the communicative goal
to guide the response generation.

The depth and breadth of an ideal flexible think-
ing process will dynamically change with the con-
versational context: sometimes, the model may
only need to focus on one or two certain aspects to
generate an appropriate response; sometimes it re-
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Figure 2: The synthesis of flexible thinking data.

quires a thorough and comprehensive consideration
of all the aspects mentioned above.

3.3 Synthesis of Flexible Thinking Data

To obtain supervision data for SFT, we leverage
MLLMs to synthesize flexible thinking processes
for conversation responses. The synthesis process
is shown in Figure 2.

Specifically, based on data observation, we first
manually select three classic instances of emo-
tional support conversations and annotate their cor-
responding flexible thinking processes. They em-
phasize different thinking aspects (similar to the
examples illustrated in Figure 1), and are used as
few-shot examples to discourage the model from
producing fixed-pattern thinking. We then craft a
detailed prompt (Appendix A) introducing the task
and its requirements, which is subsequently pro-
vided to GPT-40' along with these examples and
new conversation instances. For each instance, in
addition to the conversation history text, key frames
extracted using FFmpeg from the corresponding
video are also provided as input context, and the
number of keyframes is capped at 16 to limit the
input length.

For each response generation instance in the
training set of the dataset MESC (Chu et al., 2024),
we synthesize its corresponding flexible thinking
process. Figure 3 uses stacked bars to show the per-
centage of training instances incorporating each of
the four defined aspects into their synthesized think-
ing processes. Notably, considering the crucial
guiding role of “Response Strategy” in formulat-
ing supportive responses, this aspect is consistently
included in the thinking process for all instances.
Interlocutors do not always exhibit strong or clearly
discernible emotions, leading to a small proportion
of instances where “Emotion” is identified as neu-

1https ://platform.openai.com/docs/guides/
images-vision (gpt-40-2024-11-20)

[included [JExcluded CJUnknown EZIneutral

Visual |
Scene

Emotion - W

Situation A | |

Response |
Strategy
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Figure 3: Proportional inclusion of thinking aspects in
synthesized training data. The purple segment repre-
sents instances where the aspect is deemed relevant and
included in the thinking process. The yellow segment
indicates instances where the aspect is deemed not help-
ful for the response and omitted. The striped shading
indicates the interlocutor’s emotion is neutral. The blue
segment marks instances where the limited dialogue his-
tory is insufficient to know the interlocutor’s situation.

tral. For both the “Visual Scene” and “Situation”
aspects, there are cases where analysis of them is
omitted from the thinking process as they may be
deemed “not helpful” for the subsequent response.
Furthermore, in some instances, “Situation” might
be marked as “Unknown” due to insufficient con-
textual information within the conversation history,
suggesting a potential need for further inquiry to
explore and ascertain the necessary details.

3.4 Response Supervision RL with GRPO

Due to potential imperfections that can sometimes
arise in synthetic data, conducting SFT alone may
lead to the model being influenced by minor errors
or noise present in the data, thereby subtly impact-
ing its performance. In our framework, after an ini-
tial cold start through SFT, a response supervision
RL with GRPO is employed to further optimize
the model. We design a reward function specifi-
cally tailored to the ESC task, which supervises the
model’s final responses after its thinking process,
encouraging the model to engage in effective flex-
ible thinking that results in more appropriate and
supportive responses.

Notably, the dynamic integration of thinking as-
pects is learned implicitly through our two-stage
framework. Initially, the SFT cold start teaches
the model the form of flexible thinking; it learns
from diverse examples among our synthesized data
that generating a subset of thinking aspects is a
valid pattern. Subsequently, the RL process opti-
mizes the ability of flexible thinking by connecting
thinking patterns to the quality of the final response.
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Figure 4: Overview of our framework FIRES.

Since the reward is applied to the final response,
patterns that include noisy or irrelevant aspects lead
to poor responses and are penalized with lower re-
wards. Conversely, effective thinking patterns are
positively reinforced, allowing the model to implic-
itly optimize its policy to select the most rewarding
combination of aspects for any given context.

3.4.1 Cold Start via SFT

Based on the powerful vision-language LLM,
Qwen2.5-VL (Bai et al., 2025), we initially con-
duct SFT with synthesized thinking data, to equip
the model with a foundational capability for flex-
ible thinking. The input system prompt is set to:
“You are an expert in Emotional Support Conversa-
tion. Based on the conversation history, please first
describe the thinking process and then provide an
appropriate response.” When provided with the di-
alogue history text and corresponding video frames
as input, the model is expected to output both its
internal thinking process and the final response.

34.2

As shown in Figure 4, the model obtained from
the SFT cold start stage is utilized to initialize
the policy model 7p_,, and concurrently serves
as the reference model 7y . For a given in-
stance ¢ comprising dialogue history text and video
frames, the model first generates a group of (G
distinct candidate outputs (termed “completions”)
o ={o1,...,0;...,0c} via sampling. Each of
these completions encompasses both the thinking
process and the response. We then extract the pre-
dicted responses from these completions and calcu-

Group Relative Policy Optimization

late a reward score r; for each response res; using
the designed reward function. Subsequently, the ad-
vantage A; for each completion is calculated based
on its reward relative to the average reward of G
completions:

r; — mean ({r,}fﬂ)
std <{7“i}z‘G:1>

which reflects the relative response quality.

GRPO encourages the model to generate outputs
with higher advantages within each group. The op-
timization objective is to maximize the cumulative
reward, with the objective function formulated as
follows:

A = ey

max, Bpur, () & S50 pids = BDKL (mollmre)]
2
g (0i)
e 3)
6,14 (0:)
where (3 is a regularization coefficient and
Dxku, (mgl|7rer) represents the KL divergence be-
tween the current policy model 7rg and the original
reference model 7y, ., which is incorporated to pre-
vent excessive deviation from the reference model.
p; is the probability ratio of output o; being gener-
ated by the current policy model 7y to that of the
old policy model 7, ,.

;=

3.4.3 Reward Modeling for ESC

The reward function is pivotal to the GRPO al-
gorithm as it provides guidance for the model’s
optimization. Our reward function, r;, is a compos-
ite metric specifically designed for the ESC task,
comprises the following three components:
Format Reward. To ensure the model learns
the “think-then-respond” output paradigm, we as-
sign a basic reward of TZ-F = 1 if the output
o0; strictly adheres to the form of “<think> ...
</think><response> ... </response>".
Reference Consistency Reward. Conversa-
tional responses, unlike mathematical problems,
are relatively subjective and lack definitive stan-
dard answers. To encourage the model to emulate
the human therapist’s conversational patterns, we
regard the ground-truth responses from the dataset
as references, and reward the generated response
res; for capturing salient information from the ref-
erence response resyt. For this, the ROUGE-L
(Lin, 2004) score, a common metric for text gen-
eration, is employed as a reward component, i.e.,

rf = Fics(resdt, res;), which is calculated as an
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Fi-score based on the Longest Common Subse-
quence (LCS) to measure the structural and lexical
overlap, thereby promoting consist and topically
relevant generations.

Support Skill Reward. ESC system should
reduce the user’s emotional distress through the
utilization of proper support skills (Liu et al.,
2021), e.g., appropriately exploring the interlocu-
tor’s situation, understanding and acknowledging
their emotions, or expressing empathy and con-
cern. To align the model with effective emotional
support skills, we leverage the EPITOME frame-
work (Sharma et al., 2020) which defines three
communication mechanisms: Explorations (EX),
Interpretations (IP), and Emotional Reactions (ER).
Specifically, we use pre-trained ROBERTa (Lee
et al., 2022) to predict the intensity of each mech-
anism (on a scale of 0, 1, or 2) for both the gener-
ated response res; and the ground-truth response
resdt, ie., EP,;,(y) = RoBERTa,,(C,y), where
m € {EX,IP,ER}, C and y denote the conver-
sation context and response, respectively. The
mean squared error between the predicted intensity
scores is then calculated as the DIFF-EPITOME
score:

DE; =

W=

3
Z (EPm (resgt) — EP,, (7“681'))2 )
m=1

“)
When the DIFF-EPITOME score is less than or
equal to 1, we add a reward component TiD F=1to
encourage the model to emulate the communication
skills of real therapists.
If the output format of the completion o; is cor-
rect, its total reward is the weighted sum of the
three components:

F_F

ri =W T, +wR7'ZR+wDEriDE. 5)

Otherwise, its total reward r; = 0.

4 Experiments

4.1 Experimental Settings

Datasets. FIRES is fine-tuned on the MESC dataset
(Chu et al., 2024), which is a multimodal conver-
sation dataset dedicated to ESC and involving real-
world scenarios. It is sourced from the TV series
In Treatment and contains psychotherapy sessions
between therapists and clients. To evaluate the gen-
eralizability of our framework, we also perform in-
ference on a subset drawn from another multimodal
dialogue dataset EMOTyDA (Saha et al., 2020),

named EMOTyDA-ESC. Further details about the
datasets are provided in Appendix B.

Evaluation Metrics. To comprehensively eval-
uate the quality the generated responses, we em-
ployed: (1) Automatic Evaluation, including gen-
eral text generation metrics such as BLEU-2 (B-
2) (Papineni et al., 2002), ROUGE-L (R-L) (Lin,
2004), METEOR (M.) (Banerjee and Lavie, 2005),
Distinct-3 (Dist-3) (Li et al., 2016) and BERTScore
(F_BERT) (Zhang et al., 2020) , as well as DIFF-
EPITOME (DIFF-E.) (Lee et al., 2022) specialized
for dialogue systems. (2) Human Evaluation, where
two expert human evaluators are employed to com-
pare the responses generated by our model and the
baselines. More details about evaluation metrics
are provided in Appendix C.

Baselines. We compared the following models
to validate the effectiveness of our framework:

* Previous methods based on conversational

agent BlenderBot: BlenderBot-Joint (Liu
et al.,2021) and BBMHR (Zhang et al., 2023);

* Closed-source LLMs: we perform few-shot

learning with GPT-3.5, GPT-4, GPT-40, and
the recent reasoning model DeepSeek-R12.
We also conduct experiments using different
CoT prompt templates (Fixed CoT or Flexible
CoT) with GPT-4o.
Open-source LLMs: we choose Qwen2.5-
VL-7B (Bai et al., 2025), a recent powerful
MLLM that supports visual and text input, as
the baseline and backbone of our framework.
The baseline model SMES (Chu et al., 2024),
proposed by the creators of the MESC dataset,
which first utilizes MLLM to extract emotion
cues from videos, and then fine-tunes a small
model to sequentially generate user emotion
category, strategy type, system emotion cat-
egory and response. We also reproduce the
SMES framework based on Qwen2.5-7B, de-
noted as SMES_Qwen2.5.

Implementation Details. Base on experimental
observations, the value of reference consistency re-
ward r1t is relatively small (around 0.3), so we set
its weight w® = 1 and the weight of support skill
reward wP% = 0.1. Since the model can generally
follow the required format after the SFT cold start,
we set w!” = 0.1 to better highlight the differences
in response quality among completions. Due to the
scarcity and high computational cost of MLLMs
that supports tri-modal fine-tuning, we only utilize

2https://api-docs.deepseek.com/
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Methods B-21 R-L1T M.1T F_BERT1 Dist-31 DIFF-E. |
Few-shot
GPT-3.5* 1.01 4.60 - 84.50 - -
GPT-4* 498  9.96 - 84.60 - -
Deepseek-R1 (3-shot) 458 13.69 15.28 84.96 99.87 0.8774
GPT-40 (3-shot) 487 14.83 18.06 85.17 99.79 0.9001
GPT-40 (3-shot) + Fixed CoT 5.52 15.14 14.26 85.51 99.86 0.8667
GPT-40 (3-shot) + Flexible CoT  6.07 16.28 15.42 85.65 99.90 0.8260
Qwen2.5-VL (0-shot) 423 12.16 12.56 85.08 99.89 1.0007
Fine-tune
BlenderBot-Joint* 485 15.25 - 85.50 - -
BBMHR* 1.31 15.38 - 86.60 - -
SMES* 5.13 1542 - 86.80 - -
Qwen2.5-VL 9.77 20.30 14.05 86.35 84.01 0.8744
SMES_Qwen2.5 9.24 19.88 13.16 85.62 92.61 0.7577
FIRES 10.18 22.76 19.54 86.26 98.93 0.7209

Table 1: Performance comparison of different methods on MESC. The superscript * denotes results copied from
Chu et al. (2024). “Fixed CoT” prompts GPT-40 to think about all four predefined aspects step by step, while
“Flexible CoT” prompts it to flexibly consider only the helpful aspects.

FIRES vs. Lose | Win
w/o FleT - | |

w/o RL} [ |
GPT-40 | |
SMES QF | |

25%  12% 0% 12% 25% 37%  50%

Figure 5: Human evaluation of responses. “SMES_Q”
refers to SMES_Qwen2.5, “FleT” refers to Flexible
Thinking, and “RL” refers to the RL algorithm GRPO.

the texts and videos of the conversations. The re-
cently released powerful open-source large vision-
language model, Qwen2.5-VL-7B-Instruct (Bai
et al., 2025), is employed as our backbone, and
is fine-tuned using LoRA (Hu et al., 2022) on 4
A6000 GPUs. To reduce the resource consumption
and training duration, we extract key video frames
using FFmpeg as visual input to the model. The
hyperparameters G and 8 for GRPO are set to 4
and 0.001, respectively. All codes are implemented
with PyTorch. More hyperparameter settings are
detailed in the Appendix E.

4.2 Main Results

The automatic evaluation results, presented in Ta-
ble 1, demonstrate that our proposed FIRES frame-
work significantly outperforms other baseline meth-
ods in both the fine-tuning and few-shot settings.
In the fine-tune comparison, FIRES shows clear

advantages over strong baselines like “Qwen2.5-
VL’ and “SMES_Qwen2.5”. While SMES pre-
dicts emotion and strategy categories before gen-
erating responses, the proposed flexible thinking
in the form of open natural language proves more
beneficial for generating high-quality supportive
responses. Under the few-shot learning setting,
LLMs show high F_BERT scores and excellent di-
versity, but their overall performance still falls short
of fine-tuned models and our framework FIRES.
DeepSeek-R1, despite being a reasoning model
that generates both thinking process and response,
performs slightly poorly. GPT-40 achieves better
results its performance is further improved by CoT
prompting. More importantly, the fact that a flex-
ible CoT prompt outperforms a fixed one further
corroborates our core hypothesis: adaptive, flex-
ible thinking is more effective than a rigid, fixed
process for the MESC task.

Complementing automatic metrics, the results of
human evaluation through A/B test are illustrated
in Figure 5. Compared with the baselines GPT-40
and SMES_Qwen2.5, FIRES achieves significantly
higher win rates, indicating that its generated re-
sponses are of higher quality and thereby more
preferred by humans. This further substantiates the
advantages of our framework.

4.3 Ablation Study

Impact of different components. As shown in
Table 2, by prompting the MLLM to engage in
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Methods B21T R-L{T M.T DIFF-E. ] Methods B2t RLT M.1 DIFFE. |

FIRES 10.18 2276 1954  0.7209 FIRES 10.18 2276 1954  0.7209
w/oFleT  9.17 21.62 18.79  0.7167 w/o Scene 1041 22.62 1823  0.7504
w/oSFT 973 2156 1579  0.8480 w/o Emotion  10.00 2226 19.34  0.7107
w/o RL 895 19.58 13.58  0.8972 w/o Situation  9.40 21.18 167  0.7349
w/oSSR 1032 2246 1838  0.7651 w/o Strategy ~ 9.42 2146 17.72  0.7394
w/o Video  9.99 21.08 1582  0.7702 wlo All 8.66 20.15 1557  0.8333

Table 2: Impact of different components of our model
FIRES. “SSR” refers to the support skill reward. “w/o
Video” represents the removal of visual input.

FIRES vs. FIRES w/o RL FIRES w/o FleT
Coherence 14% /2% | 84% 6% I 5% [ 89%
Usefulness 37% /8% /55% 23% /16% / 61%

Table 3: Human evaluation of thinking processes. The
percentages represent the Win/Lose/Tie rates.

comprehensive, fixed thinking for each aspect dur-
ing data synthesis, and then applying the same SFT
cold start and GRPO optimization, the resulting
model (w/o FleT) exhibits a decline in performance,
illustrating the necessity and effectiveness of flexi-
ble thinking. Removing the GRPO stage (w/o RL)
leads to the most significant performance degra-
dation, underscoring its critical role in eliciting
more effective thinking patterns through the su-
pervision of responses. Figure 5, where FIRES
demonstrates a clear win rate against “w/o FleT”
and “w/o RL”, also corroborate these findings. The
cold-start stage is equally important and if removed
(w/o SFT), the model lacks a reference from the
synthetic data and struggles to learn effective flexi-
ble thinking patterns, thus resulting in suboptimal
performance. Furthermore, ESC-related support
skill reward offer beneficial guidance during the
GRPO stage. Additionally, removing visual input
(w/o Video) markedly weakens the performance,
demonstrating its importance for the MESC task.
To further validate the critical role of the flexible
thinking and RL stage, we also conduct human
evaluation of the generated thinking processes (see
Appendix C for details). As shown in Table 3, the
thinking processes from FIRES are judged as more
coherent and useful than those from the ablated ver-
sions, providing direct evidence that our framework
generates more effective reasoning.

Impact of thinking aspects. To further validate
the effectiveness of each of the four proposed think-
ing aspects, we conduct a detailed ablation study,
with the results presented in Table 4. The results
indicate that our FIRES framework, which adap-

Table 4: Impact of thinking aspects. “w/o All” means
that the model freely explore its thinking process with-
out any predefined aspects.

Methods B21 RLT M.{ DIFFE. |
GPT-40 377 1022 1035  0.6441
Qwen2.5-VL 505 12.67 1081  0.8720
FIRESW/ORL 632 11.79 748  1.04517
FIRES 747 1629 1226  0.8817

Table 5: Cross-dataset generalization. All models di-
rectly make inferences on EMOTyDA-ESC.

tively leverages four thinking aspects, achieves the
best or near-best performance across several key
metrics. Specifically, removing any single thinking
aspect from our synthesized data leads to a perfor-
mance degradation on certain core metrics. The
most significant performance drop occurs when re-
moving the Situation or Response Strategy aspects.
This suggests that analyzing the user’s underlying
problem and planning the response strategy are
two of the most critical steps for generating high-
quality supportive responses. Removing the Visual
Scene aspect, while resulting in a slight increase
in the B-2 score, degrades performance on other
metrics, particularly on DIFF-EPITOME. This in-
dicates that incorporating visual information helps
the model better understand the user’s state and gen-
erate higher-quality responses. Finally, the “w/o
All” variant, which removes predefined aspects and
allows the model to think freely, performs the worst
across all metrics. This result confirms that un-
guided free thinking may lead to divergent and less
helpful responses, thereby validating the necessity
of our multi-aspect flexible thinking mechanism.

4.4 Further Analysis

Cross-Dataset Generalization. Compared to pow-
erful MLLMs such as GPT-40 and Qwen2.5-VL,
FIRES achieves better results on most metrics,
demonstrating the strong generalizability. The per-
formance degradation of the variant “FIRES w/o
RL” suggests that solely performing SFT on flexi-
ble thinking data limits its generalization on unseen
data. This also corroborates recent research find-
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Client: What do you mean?
Therapist: After paying me, do you feel better?
Client: What are you trying to say?

L I like to pay for what I get.
— Therapist:

GT Response: Well, I'm glad you're getting something here, Alex.

FIRES: <think>

receiving charity.

therapy process and his resistance to it to understand his
underlying motivations and beliefs.

Therapist: I guess that I'm... I'm surprised by how much effort
you put into showing your contempt for this process and for me.
Client: Relax, okay? It's just the way my mother raised me. I

’ don't know what it's like with you people. I don't like charity, so

Situation: The client feels disdain for the therapy process and the
therapist, possibly stemming from his upbringing and dislike of

Response Strategy: | should explore the client's feelings about the

</think><response> You said that you don‘t like charity. Do you

talking to my mom all week. I just tried
again in the car and I can't say anything to
her. I literally can't. I feel like there's this
lump in my throat all the time now.
Therapist:

GT Response: What do you think you'd like to say to her?

FIRES:

<think>

Visual Scene: The client appears physically distressed, with
visible signs of crying and discomfort.

Emotion: sadness, frustration.

Situation: The client feels overwhelmed by her inability to
communicate effectively with her mother.

Response Strategy: | should validate the client's feelings and
encourage her to continue sharing her thoughts.
</think><response>I‘m sorry that you’re feeling so frustrated.
Can you tell me what you were trying to say? </response>

Figure 6: Model outputs for two instances from the test set. “GT” means Ground Truth.

F0.85
22.54 0.80
—&— ROUGE-L ’

—=— DIFF-EPITOME

22.0 1 F0.75
— = —

2151 F0.70

0% 10% 50% 100%

Figure 7: Impact of SFT cold start data size.

ings of “SFT for memorization, RL for generaliza-
tion” (Chu et al., 2025a). Notably, due to the inher-
ent discrepancies between MESC (targeting psy-
chotherapy scenarios) and EMOTyDA-ESC (con-
taining diverse daily dialogues across various sce-
narios), our model FIRES, fine-tuned on the MESC
dataset, might be more inclined to explore the in-
terlocutor’s situation, leading to a higher EX score
and then a lower DIFF-EPITOME score compared
to the general large model GPT-4o0.

Impact of Cold Start Data Size. As shown in
Figure 7, during the SFT cold-start stage, FIRES
requires only 50% of the supervised data to achieve
performance comparable to that achieved with the
full data. Given the limited size of the MESC
dataset (the training set contains only 3.7k in-
stances) and our observation that increasing the
data size helps mitigate the model’s tendency to-
wards a fixed thinking pattern, the results we report
above all utilize synthetic data from the entire train-
ing set for cold start.

4.5 Case Study

The case 1 in Figure 6 illustrates the FIRES’s abil-
ity to flexibly think about the helpful aspects based
on the actual context. In the video, the client is

conversing calmly with the therapist and exhibits
no overt emotions; thus, Visual Scene and Emo-
tion are excluded from the thinking process. FIRES
analyzes the client’s current situation and the cor-
responding response strategy, subsequently gener-
ating a response to actively explore the reasons
for the client showing contempt for therapy pro-
cess, which is consistently preferred by human
evaluators even compared to the ground truth re-
sponse. For the case 2, the generated thinking
process, which comprehensively encompasses the
visual scene of the client crying grievously and
the analysis of other aspects, guides the generated
response to be more empathetic and supportive.
Comparison of outputs from other models is shown
in Figure 9 in the Appendix.

5 Conclusion

)

In this paper, we introduce “Flexible Thinking’
to address the limitations of rigid, fixed-step, and
text-only reasoning. For the multimodal ESC task,
we propose a framework named FIRES to culti-
vate helpful flexible thinking and generate effective
response via a two-stage process: an initial SFT
cold start on flexible thinking data synthesized by
a MLLM, followed by refinement using an RL al-
gorithm with a meticulously designed reward func-
tion. Extensive experiments on the MESC and
EMOTyDA datasets have demonstrated the effec-
tiveness and generalizability of our framework. We
believe that enabling models to think flexibly like
humans, i.e., adaptively adjusting their thinking
focus based on the evolving multimodal context, is
a promising path toward developing more human-
like conversational Al capable of providing genuine
and helpful emotional support.
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Limitations

Despite the promising results achieved by our pro-
posed framework, we acknowledge several lim-
itations that warrant future exploration. Firstly,
our design of reward function still has room for
improvement. It relies on ROUGE-L to measure
lexical overlap and DIFF-EPITOME to maintain
support skill alignment, future work could explore
more comprehensive rewards, such as those from
an LL.M-as-a-Judge, to better guide and evaluate
response quality. Secondly, the MESC dataset we
use for fine-tuning has constraints in terms of size
and scenario diversity, which could influence the
breadth of flexible thinking patterns learned and
limit the model’s generalizability to other diverse
scenarios. More varied data could enhance the ro-
bustness and real-world applicability of our frame-
work. Finally, to mitigate resource consumption
and potential noise from full video processing, we
simplifies visual input by extracting keyframes us-
ing FFmpeg Toolkit, which, while efficient, may
not always precisely capture the most critical in-
formation. Future work could incorporate a ded-
icated keyframe selection module to more effec-
tively identify and utilize the most salient visual
cues for enhanced emotional support.
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A Prompt Templates

The prompt template, illustrated in Figure A,
guides GPT-40 in synthesizing the flexible think-
ing process for each instance. It details the ex-
pected role, the task definition, and necessary re-
quirements, along with input-output pairs that serve
as few-shot demonstrations for in-context learning.

B Details of Datasets

The MESC dataset® (Chu et al., 2024) also pro-
vides annotations for emotion categories and strat-
egy types, which served as auxiliary information
for our data synthesis process. Based on the re-
leased timestamps, we utilize the FFmpeg tool to
segment the video clips from the raw episodes of
In Treatment. During the experiments, we concate-
nate consecutive utterances from the same speaker
to consolidate their conversational turns, and des-
ignate each therapist’s turn as the target response
for a instance, with preceding utterances serving as
the conversation history. The training, validation,
and test sets of the MESC dataset comprise 3,721,
445, and 454 instances, respectively.

The EMOTyDA dataset* (Saha et al., 2020) is de-
rived from the TV series Friends and is constructed
for emotion recognition and dialogue act classi-
fication. Based on the emotion and dialogue act
annotations provided in its test set, we automati-
cally curate a subset of 310 instances suitable for
the ESC task, where the target response’s emotion
must not be negative, and the dialogue act should
not be trivial “Backchannel” or “Greeting”.

C Details of Evaluation Metrics

To comprehensively evaluate the quality the gen-
erated responses, we adopt the following general
text generation metrics: BLEU-2 (B-2) (Papineni
et al., 2002), ROUGE-L (R-L) (Lin, 2004), and
METEOR (M.) (Banerjee and Lavie, 2005) for lex-
ical overlap; Distinct-3 (Dist-3) (Li et al., 2016)
for text diversity; BERTScore (Zhang et al., 2020)
for semantic similarity. The pre-trained model
roberta-large is used to obtain embeddings
and compute the F; of BERTScore (F_BERT).
Other metrics are calculated using the NLTK pack-
age, following the implementation® by Liu et al.

3https://github.com/chuyq/MESC

*https://github.com/sahatulikal5/EMOTyDA

Shttps://github.com/thu-coai/
Emotional-Support-Conversation/blob/main/codes_
zcj/metric/myMetrics.py
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(# Role
You are an expert in thinking process generation.
# Task

thinking aspects below:

summarize the issues he/she is facing.
# Requirements

1. List each aspect strictly following the format above.

3. Do not mention the therapist's final response.
4. Be concise and to the point.

# Example 1

r

# Example 2
# Example 3

# New Instance

\---

Given a multimodal client-therapist conversation, including conversation history, video frames, and the therapist’s
final response, please infer the therapist’s latent thinking process preceding his response. Flexibly include the

1. Visual Scene: Decribe the key elements observed in the video. This includes ...
2. Emotion: Recognize the client’s emotions based on the textual utterances and visual cues.
3. Situation: If the client‘s emotion is not neutral, describe the causes that triggered the emotion. If neutral,

4. Response Strategy: Outline the intended response strategy and the communicative goal.

2. Depending on the specific conversation context, describe only aspects that is helpful to the response; otherwise,
write “Not helpfu”. Write “Unknown” if there is insufficient information.

* Conversation history: ... \n<image> <image> <image> <image> Therapist: For not telling your mother about your
father's affair...You are not responsible for your parents' actions. The only actions that we can control are our own... \n<image>
Client: So you want me to forgive myself?\n<image> Therapist: Mm-hmm.\n<image>Client: how?

* Therapist’s Response: Slowly. It's gonna take a while. It's taken you a few years to fall into this and it's probably gonna

1

1

1

1

1

1

| take you a while to get out of it. But you have to start trying now. 'cause you know something? You deserve to be happy.

I * Thinking process: 1. Visual Scene: None\n2. Emotion: depressed, guilty\n3. Situation: she believes her inaction (not
1

| telling her mother about her father's affair) caused her parents' breakup. \n4. Response Goal: Therefore, the therapist should give
1
L

advice and encourage the client to begin the process of self-forgiveness.

Figure 8: The prompt template used for the synthesis of flexible thinking data.

(2021). Furthermore, the DIFF-EPITOME?® (DIFF-
E.) score (Lee et al., 2022) that is specialized for di-
alogue systems and utilized in our reward modeling
(Section 3.4.3), is also employed as an automatic
evaluation metric.

In addition to these automatic metrics, we con-
duct a human evaluation for a more nuanced as-
sessment of response quality. For this, two expert
human evaluators are employed to perform A/B
tests, comparing the responses generated by our
framework FIRES against those from the baselines.
In line with common practice in prior work (Liu
et al., 2021; Chu et al., 2024), we randomly sam-
ple 100 instances from the test set of the MESC
dataset. This sample size is sufficient to indicate
general performance trends, as it constitutes a sig-
nificant portion (approximately 22%) of the whole

6https ://github.com/passing2961/EmpGPT-3/blob/
main/modules/empathy_scorer.py

test set. During each A/B test, evaluators need
to rate FIRES’s response as “win”, “lose”, or “tie”
based on whether it is more supportive, effective,
and human-preferred. Subsequently, we calculate
the average win and loss rates from these ratings.
The results are illustrated in Figure 5.

We also conduct a human evaluation to directly
assess the quality of the generated thinking pro-
cesss. The human evaluators are employed to
perform A/B comparison on 100 sampled test in-
stances, comparing the thinking processs from our
full framework FIRES against those from ablation
variants. Each comparison was judged on two di-
mensions:

* Coherence: Is the thinking process logical and

relevant to the conversational context?

» Usefulness: Is the thinking process helpful for

the final response?
The results are reported in Table 3.

1354



D Details of Case Study

In addition to our model’s output, Figure 9 also
displays the outputs of two variants and GPT-4o.

E Hyperparameter Settings

Table 6 illustrates the basic hyperparameter settings
during our SFT and GRPO fine-tuning stages.

The parameter 5 in GRPO is a regularization co-
efficient that controls the KL-divergence between
the current policy and the reference SFT model.
We set 8 = 0.001 empirically during our initial
experimental exploration, based on observations
of training stability and final performance. For
instance:

* Setting S to a high value (e.g., 0.04) overly
constrains the policy optimization. The strong
KL-divergence penalty prevents the model
from learning effectively from the reward sig-
nal. This results in a noisy reward curve
that fails to converge, and the model’s per-
formance does not improve.

* Conversely, setting [ to a very low value or
even zero, i.e., removing the crucial regular-
ization against the reference model, leads to
the problem of Reward Hacking, which in
our case manifests as policy collapse. For
example, the model would frequently select
the thinking pattern like “Situation: Unknown”
and then tend to generate a generic and low-
effort response like “What do you mean?”,
ultimately degrading the overall performance.
Our chosen value of 5 = 0.001 provides a
trade-off, allowing for effective policy opti-
mization while maintaining stable training.

Due to the significant computational cost asso-
ciated with training, all experiments in this work
were conducted once with a fixed random seed of
42 to ensure reproducibility. The reported scores
reflect the performance from this single run.

F License Discussion

The scientific artifacts used and developed in this
work include pre-trained model and datasets de-
rived for experimental purposes. We detail their
licensing and usage terms below:
* Model: The MLLM utilized for fine-tuning,
Qwen2.5-VL-7B-Instruct’ (Bai et al.,
2025), is made available under the Apache

7https://huggingface.co/Qwen/QwenZ.
5-VL-7B-Instruct
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Hyperparameter SFT Cold Start GRPO

lora_rank 8 8
lora_alpha 16 32
batch size 32 32
learning rate le-5 le-5
epoch 3 3
warmup ratio 0.1 0.05
deepspeed - zero?2
G - 4

B - 0.001

Table 6: Hyper-Parameter Settings.

2.0 license. We have adhered to the terms of
this license in our use of the model.

* Dataset: The MESC dataset was publicly
released by Chu et al. (2024). The visual
data for our multimodal experiments consists
of video clips derived from the TV series
In Treatment. The specific video segments
were identified using timestamps originally
provided by Chu et al. (2024). The process of
downloading the videos of the TV series and
segmenting them into clips based on the afore-
mentioned timestamps was undertaken by us
strictly for internal, non-commercial academic
research purposes, specifically for the analy-
sis and generation of multimodal emotional
support conversations. Due to the copyrighted
nature of the source data, we will not be dis-
tribute, publish, or share any of the raw video
clips or derived visual content.



Conversation

Client: What do you mean?

Therapist: After paying me, do you feel better?
Client: What are you trying to say?

Therapist: I guess that I'm... I'm surprised by how
much effort you put into showing your contempt for

©)

Client: Everything is going to shit. I tried
talking to my mom all week. I just tried
again in the car and I can't say anything to
her. I literally can't. I feel like there's this
lump in my throat all the time now.

History this process and for me. . .
Client: Relax, okay? It's just the way my mother G
raised me. I don't know what it's like with you people.
I don't like charity, so I like to pay for what I get.
Therapist:
GT Response | Well, I'm glad you're getting something here, Alex. What do you think you'd like to say to her?
. <think>
<think> Visual Scene: The client appears physically distressed, with visible
Situation: The client feels disdain for the therapy process and the R o X PP phy ¥ !
therapist, possibly stemming from his upbringing and dislike of receivin slEgeicieninehdidecoiont
charitr\)/ 2 ¥ B B Elng & | Emotion: sadness, frustration.
) Situation: The client feel helmed by her inability t
FIRES Response Strategy: | should explore the client's feelings about the ftuati n ec |en. eels O_VEI'W ¢'med by her inability to
X K . E . communicate effectively with her mother.
therapy process and his resistance to it to understand his underlying . I .
S . Response Strategy: | should validate the client's feelings and
motivations and beliefs. . h
. . o 5 . encourage her to continue sharing her thoughts.
</think><response> You said that you don‘t like charity. Do you think . . B .
T L i W) < /e sponse> </think><response>|‘m sorry that you’re feeling so frustrated. Can
: you tell me what you were trying to say? </response>
. <think>
<think> Visual Scene: The client appears physically distressed, with visible
Visual Scene: The client appears relaxed, sitting back in his chair with a R . PP phy v !
signs of crying (red eyes, tear-streaked face).
casual posture. .
) . . . . Emotion: sadness.
Situation: The client feels uncomfortable with the therapeutic process B . | . L
FIRES R ) Situation: The client expresses distress over communication
and perceives it as a form of charity. e 1o X
A . difficulties with her mother.
w/o RL Response Strategy: | should explore the client's feelings about the .
N > . . . Response Strategy: | should ask an open-ended question to
therapeutic relationship and address his resistance to the process. L . .
. . . X explore the client's feelings about her mother and the difficulty of
</think><response>So you're not comfortable with the therapeutic .
relationship?</response> expressing herself.
: </think><response>And you said you tried talking to your mom.
What did you try to say? </response>
. <think>
<think> Visual Scene: The client appears distressed, with tears in her eyes
Visual Scene: The client is sitting comfortably, gesturing with his hands N . pp_ R o . v
. . L Lo . and a tense expression. She is lying down, indicating she might be
while speaking. The therapist is seated across from him, listening )
. . . feeling overwhelmed or exhausted.
attentively. Both appear relaxed but engaged in the conversation. -
Emotion: neutral Emotion: sad.
FIRES 3 . o . . -, Situation: She is unable to communicate effectively with her
Situation: The client is discussing his approach to therapy, emphasizing .
wj/o FleT ) h f o mother and feels frustrated and emotionally stuck.
his preference for paying for services rather than receiving them for free. . L
. . \ Response Strategy: | should use an 'open question' strategy to
Response Strategy: the therapist should use 'restatement’ to reflect L . X ) e
; K X X . facilitate further discussion and understanding of the client's
back what the client has said, encouraging further discussion. X
. . o . emotions and thoughts.
</think><response> You said that you don't like charity. Do you mean . . .
that you don't like being given something for free? </response> </think><response> You said you couldn't talk to your mother.
: What do you mean by that? </response>
. . . Lo L It sounds like you're feeling really overwhelmed and stuck right
It sounds like paying for this session is a way for you to maintain a sense now. That lumb in vour throat might be vour body's way of
GPT-40 of control and independence, perhaps even to protect yourself from | piny e Y Y v

feeling vulnerable. Do you think that might be connected to how your
mother raised you?

expressing how difficult it is to communicate with your mom.
What do you think is stopping you from saying what you want to
say to her?

Figure 9: Comparison of model outputs for two instances from the test set.
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