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Abstract

Large Language Models (LLMs) demonstrate
the ability to solve reasoning and mathematical
problems using the Chain-of-Thought (CoT)
technique. Expanding CoT length, as seen in
models such as DeepSeek-R1, significantly en-
hances this reasoning for complex problems,
but requires costly and high-quality long CoT
data and fine-tuning. This work, inspired by the
deep thinking paradigm of DeepSeek-R1, uti-
lizes a steering technique to enhance the reason-
ing ability of an LLM without external datasets.
Our method first employs Sparse Autoencoders
(SAEs) to extract interpretable features from
vanilla CoT. These features are then used to
steer the LLM’s internal states during gener-
ation. Recognizing that many LLMs do not
have corresponding pre-trained SAEs, we fur-
ther introduce a novel SAE-free steering algo-
rithm, which directly computes steering direc-
tions from the residual activations of an LLM,
obviating the need for an explicit SAE. Ex-
perimental results demonstrate that both our
SAE-based and subsequent SAE-free steering
algorithms significantly enhance the reasoning
capabilities of LLMs.

1 Introduction

Large Language Models (LLMs), such as GPT-
4 (Achiam et al., 2023) and Claude3, have achieved
remarkable success in natural language process-
ing due to their large parameter size. They tackle
logical reasoning and mathematical problems by
employing CoT prompting (Wei et al., 2023) to
enable step-by-step reasoning. Recent models such
as DeepSeek-R1 (Guo et al., 2025), OpenAl’s ol
series (Jaech et al., 2024), Qwen2.5 (Yang et al.,
2024), and Kimil.5 (Team et al., 2025) amplify
this by expanding CoT length, incorporating more
reasoning steps, self-correction, and backtracking
compared to vanilla CoT. This enhancement is typi-
cally achieved through distillation (e.g., DeepSeek-

* The first two authors contributed equally to this work.

R1-distill-LlaMa3-8B (Guo et al., 2025)) or post-
training (Zeng et al., 2025; Song et al., 2025). How-
ever, these methods for generating long CoT suffer
from significant limitations. They need expensive,
high-quality long CoT datasets which are difficult
to obtain, and the process often overlooks the nu-
anced internal states of LLMs. Moreover, the ver-
bosity of long CoT can introduce noisy features
that do not contribute to, and may even detract
from, the core reasoning process.

Concurrently, modulating LLLM hidden states
has proven effective for tasks such as knowledge
editing (Meng et al., 2022) and improving truthful-
ness (Marks and Tegmark, 2023; Li et al., 2023).
Prior to our work, studies by Tang et al. (2025), Sun
et al. (2025), and Hgjer et al. (2025) have demon-
strated that steering activations or editing weights
can enhance the reasoning ability in smaller LLMs.
For instance, Tang et al. (2025) relies on contrast-
ing representations (from long vs. short CoT) to
derive steering vectors. While promising, these ex-
isting steering approaches may still depend on the
generation of contrastive data or may not fully ex-
ploit the fine-grained feature distinctions within a
single, standard reasoning trace. Furthermore, they
typically do not offer a systematic way to disentan-
gle task-relevant reasoning signals from stylistic or
superficial features present in the CoT.

This paper introduces a novel framework that ad-
dresses these limitations by enabling precise steer-
ing of LLM residual activations using features ex-
tracted exclusively from readily available vanilla
CoT, thereby bypassing the need for expensive long
CoT datasets, contrastive examples, or model re-
training. Inspired by the “deep thinking” mode of
reasoning models, e.g., DeepSeek-R1, which sug-
gests that crucial reasoning components are latently
present even in standard CoT, our techniques aim
to identify and amplify these capabilities.

First, the core of our proposal is a Sparse Au-
toencoder (SAE)-based steering mechanism that
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Figure 1: Main framework of SAE-based steering and SAE-free algorithm.

uniquely targets reasoning-specific features. We
employ SAEs (Cunningham et al., 2023; Shu et al.,
2025) to decompose the residual activations from
vanilla CoT into interpretable features. To enhance
feature selectivity and mitigate the influence of
noise, we introduce a distinctive approach named
VS Decomposition: the CoT is decomposed into a
Verbal process (natural language articulation) and a
Symbolic process (formal, rule-based logic), draw-
ing inspiration from existing work such as Pan et al.
(2023). In addition, by computing the absolute
difference between SAE feature activations from
these paired processes, we isolate features strongly
indicative of either verbal or symbolic reasoning
facet while effectively suppressing common, non-
informative features (e.g., punctuation, sentence
connectors). These distilled features then guide
the steering of the LLM’s internal representations,
promoting more focused and robust reasoning.

Additionally, we observe that even though SAE-
based steering shows an incredible performance in
enhancing LLMs’ reasoning, there are still large
amounts of LLMs that do not have associated SAEs,
such as the Qwen series (Yang et al., 2025). To
address this issue, we design an SAE-free steering
algorithm to modulate the residual activation even
without an associated SAE. The result shows that it
achieves significant improvement in four datasets
for mathematical reasoning. The contribution of
this paper is the following:

* We proposed a framework named VS Decompo-
sition to use SAE to extract features from vanilla
CoT. It decomposes the reasoning process into
two sub-processes: verbal process and symbolic
process, enabling us to extract reasoning features
while suppressing noise features.

* We proposed to steer the model by modulating
the hidden activation employing the feature we
obtained in the above step.

* We proposed an algorithm to steer LLMs with-
out relying on SAE, which makes our steering
method more applicable. The result shows that it
achieves significant improvement in four mathe-
matical reasoning datasets.

2 SAE-based Steering

2.1 Preliminary on SAE

Sparse Autoencoder (SAE) provides a method to
interpret the hidden states of an LLM. It was trained
to reconstruct the hidden representation. Given
a hidden activation h € Rmel SAE encodes it
into a sparse high-dimensional representation o €
R%Ae and then decodes it to reconstruct h. The
activation values in « are considered as features.
These features can be explained by methods such
as vocabulary projection (nostalgebraist, 2020) and
visualization (McDougall, 2024), with the help of
libraries such as neuronpedia.!

2.2  Our Motivation

Previous methods often obtained the correct fea-
tures or directions by using the representation dif-
ferences between long and short CoT (Tang et al.,
2025; Sun et al., 2025). However, some flaws exist
that we can not ignore. First, since it is costly to
perform long CoT reasoning, long CoT datasets of
high quality, such as Openthoughts (Team, 2025),
are difficult to get. Second, compared with vanilla
CoT, long CoT contains more reasoning features
but also brings a large amount of noisy features

]https: //www.neuronpedia.org/
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Figure 2: Top 10 activations for DeepSeek-Llama3-8B and Gemma-2-9b-it.

such as “punctuation marks” or “breaks of sen-
tences”. Based on the above reasons, we want to
find a method that can extract as many useful fea-
tures as possible while avoiding noisy features.

Recent work (Pan et al., 2023; Quan et al., 2025)
thinks that CoT may imitate human reasoning pro-
cesses due to a lack of a mechanism to guarantee
the faithfulness of reasoning. In contrast, symbolic
reasoning ensures inherent interpretability and veri-
fiability by its reliance on well-defined logical prin-
ciples that adhere rigorously to formal deductive
systems. It illustrates the potential of unfaithful
reasoning if one just relies on the common COT.
Inspired by this claim, we proposed VS Decom-
position which decompose the CoT of reasoning
problems into two sub-processes: Verbal Process
and Symbolic Process. The former provides rea-
soning features, while the latter provides formal
features. By integrating features from both of them,
we can extract useful features while suppressing
noisy features.

2.3 VS Decomposition Framework

We proposed a novel framework for extracting fea-
tures without relying on external datasets. It aims
to maximize the extraction of reasoning-relevant
features while simultaneously minimizing the ef-
fect of noisy features.

Separating Verbal and Symbolic Process. For
reasoning tasks like GSM8K (Cobbe et al., 2021),
the first step involves generating two sub-processes:
Verbal Reasoning Process and Symbolic Reasoning
Process. For example, for the problem “Express
5% = 5% — 53 4+ 52 . 5! as an integer”. It
can be divided like this, Verbal Reasoning Pro-
cess: “First, simplify each term with the
same base, starting with the division

and multiplication. Next, perform the
subtraction and addition operations to
get the final integer result” and the Sym-
bolic Reasoning Process: “5°+5% = 5! =5 53 =
125 52.5! =521 =53 =125 5-125+125 =5
The integer is 5.”

SAE Feature Extraction. For each question ¢, we
leverage the GPT4.1 API” to generate a Verbal Rea-
soning Process « and a Symbolic Reasoning Pro-
cess y like this. Then we input both sub-processes
into the LLM to extract residual activations ;" and
r? at layer [, where ¢ and j represent the token po-
sition of = and y. Then we employ SAE to extract
features. In detail, if X and ) represent the set of
token positions of = and y, the features for the Ver-
bal Reasoning Process and the Symbol Reasoning
Process can be described as follows:

o = Z SAE(r
zGX

Z SAE(r

JjEY

(D
- IIyH

where a® € R4k and ¥ € RIAE are consid-
ered as the feature activation of Verbal Process and
Symbolic Process at layer .

Intergrating Features. To derive the integrated
features denoted as o from both reasoning pro-
cesses, we can leverage the vector addition: a; =
laf + of||, where oy means the value of « at
index t, || - || means the absolute value symbol.
It integrates information from both sub-processes.
However, this approach suffers from noise ampli-
fication, particularly from task-irrelevant features
(e.g., punctuation and sentence boundaries). To ad-
dress that, we observe that the activations of such

Zhttps://openai.com/index/gpt-4-1/
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Model Version

GSM8K MATH-L3&L4 MMLU-high MathOAI

. Original prompt 60.33 21.46 24.81 30.20
Llama3.1-8B-it .

SAE-based-steering (ours) 62.67 21.46 27.04 32.80

DeepSeck-Llama3-8B Original prompt . 82.67 78.11 72.96 78.60

SAE-based-steering (ours) 85.67 79.83 76.30 83.40

Gemma-2-9b-it Original prompt . 88.00 51.07 51.11 60.20

SAE-based-steering (ours) 90.67 50.64 52.22 62.60

Table 1: Overall accuracy (%) of steering.

task-irrelevant features are very close between both
processes shown in Figure 2. We therefore pro-
pose to compute the absolute difference between
activations, effectively suppressing noisy features
while preserving relevant features. Specifically, the
final CoT feature activation for question ¢ can be
described as oy = [|af — of||.

To better explain the motivation of our method.
We derived the top-10 feature activations of the
Verbal Reasoning Process and the Symbolic Rea-
soning Process by several representative examples.
The result is shown as Figure 2. For each sub-
figure, the feature indexs are categorized into three
groups, the left group represents features predom-
inantly associated with verbal featurs (o > af),
features in the middle group indicates balanced
features between both processes, the right group
represents features predominantly associated with
symbolic features (af < af{). We can find that
for DeepSeek-L1ama3-8B, features in the middle
group, such as 19555 and 14602 mean “punctu-
ation marks, specifically commas” which is un-
related to reasoning; features index 462 in the
left group present big difference between two pro-
cesses, it means ‘“‘relationship statements involv-
ing variables”; features in the right group like
15593 means “numeric expressions and mathemat-
ical components”. For Gemma-2-9b-it, the phe-
nomenon is almost the same as the former: feature
5012 and feature 14451 in the middle group are
unrelated to reasoning. These extracted results are
the same as the assumption we made at first, which
means subtraction can better erase noisy features
while integrating useful information.

In practice, we randomly sample N = 100
salmples:{q;,)}f)\f:1 from the MATHOALI dataset® to
generate the Verbal Reasoning Process {xp}évzl
and the Symbolic Reasoning Process {yp}évzl. The

3https ://huggingface.co/\datasets/heya5/math_
oai

reason for selecting this dataset is that we want to
ensure that the difficulty of the problem is not too
complicated to avoid generating long CoTs, and
not too simple to avoid generating indistinguishable
CoTs for both processes. The final feature activa-
tion v derived from {q; }1¥, can be described as
follows:

1 N
Qp = N Z ||04fp - 0‘?“ (2)
p=1

2.4 Steering

After obtaining {c; }9S4 from the last step, we sort
it in descending order to get the top-k important
SAE features. We leverage a certain feature among
them for steering, which modulates the residual
activation of LLMs to control their behaviors. For a
given feature indexed by ¢, inspired by Panickssery
et al. (2023); Templeton et al. (2024); Farrell et al.
(2024); Galichin et al. (2025), we proposed to use
the activation value of a to modify the residual
activation 7" as follows:

h

=1l Napzg,i € H 3)

The modification is made in the layer [ according
to the SAE version we choose, A is the hyperpa-
rameters of strength, 2y = Wecr = Waec[t, 1.

3 Experiments of SAE-based Steering
3.1 Experimental Settings

Datasets. We evaluate the effect of our steering
method on four mathematical benchmarks, includ-
ing GSM8K (Cobbe et al., 2021), MMLU-high
school mathematics (MMLU-high) (Hendrycks
et al., 2021), MATH-500 (Lightman et al., 2023)*
and MATHOAT. For the MATH-500 dataset, we
4https: //huggingface.co/datasets/
HuggingFaceH4/MATH-500

5https: //huggingface.co/datasets/heya5/math_
oai
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Model Version GSM8K MATH-L3&L4 MMLU-high MathOAI
Original prompt 82.67 78.11 72.96 78.60

DeepSeck-Llama3-SB BoostStep (Zhar?g etal., 2025) 79.33 77.25 71.11 78.80
Mathneuro (Christ et al., 2024)  84.67 78.54 68.89 76.00
SAE-free-steering (Ours) 85.67 82.83 78.15 83.00
Original prompt 70.00 65.24 65.56 74.20

DeepSeck-qwen-1.5B BoostStep (Zhar.lg etal.,, 2025) 67.33 66.09 63.70 73.40
Mathneuro (Christ et al., 2024)  72.66 66.09 63.33 73.00
SAE-free-steering (Ours) 74.00 69.10 66.67 77.00

Table 2: Performance comparison (accuracy %) between original LLMs and SAE-Free steering versions.
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Figure 3: The generation length variation of the questions with the top 25% shortest answers generated by the

original LLM.

select MATH-level3 and MATH-level4 for testing.
For the GSM8K dataset, to find the best parame-
ters and features more efficiently, we conduct our
experiment on a subset that contains 300 randomly
selected samples instead of on the entire dataset.
The baseline results are detailedly shown in ap-
pendix Table 3. It means the results of subsets are
roughly the same as the results on the entire dataset,
thus ensuring that the randomly selected samples
can be used to explore the effect of the steering
experiment.

LLM Models and SAEs Because we want to eval-
uate LL.Ms that have been proven to have excellent
thinking ability, but at the same time, our method
is based on pre-trained SAE, so we choose the Dee
pSeek-L1lama3-8B (Guo et al., 2025) and its base
version L1ama3.1-8B-it (Grattafiori et al., 2024).
Besides, we also choose Gemma-2-9b-it (Team

Implementation Details. For the generation set-
ting, we employed a repetition penalty of 1.2 while
setting distinct maximum sequence lengths for
each dataset: 3000 tokens for GSM8K, 2500 for
MATH-500, 3000 for MMLU-High, and 3500 for
MATHOAL For evaluation, we leverage LLM as a
judge (Phan et al., 2025) to evaluate the accuracy
of predictions. We utilize the GPT4.1 API as the
judge. More details can be found in Appendix C.

3.2 Experimental Results Analysis

Comparing with Baselines. Table 1 reports the
overall accuracy results of four mathematical rea-

soning datasets.

In addition to MATH-L3&I1.4,

there is a consistent improvement in the other three
Especially for DeepSeek-Llama3-8B,
steering improves the accuracy by 3.34% and

datasets.

et al., 2024) as evaluation LLM. For SAEs, we
leverage 11ama_scope_r1_distill(115r_8@0m_
openr1_math)® to extract features from DeepSee
k--Llama3-8B and L1ama3.1-8B-it, gemma-sco
pe-9b-it-res(layer_9/width_16k/canonical
)7 to extract features from Gemma-2-9b-1it.

4.80% in MMLU-high and MathOAI. There is
no significant improvement on MATHL3&L4 for
three LLMs, only DeepSeek-L1ama3-8B achieves
1.72% improvement, which means that SAE steer-
ing may play a better role in the reasoning model
compared to the instruction model. Through further
manual reviewing, we found that for non-reasoning
LLM Llama3.1-8B-it, too long generation length

https://huggingface.co/fnlp/
Llama-Scope-R1-Distill
"https://huggingface.co/google/

gemma-scope-9b-it-res
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Figure 4: Relationship between strength A and accuracy
in GSM8K and MATHOAL.

will lead the LLM to generate some irrelevant in-
formation, steering may improve this phenomenon
by generating some thinking process related to the
steering feature.

Steering Effects on Reasoning Length. We also
compared the length variation of the questions with
the top 25% shortest answers generated by the orig-
inal LLM before and after steering. The result is
shown in Figure 3. Our experimental results in-
dicate a steady enhancement in reasoning length
for all evaluated datasets, with Llama3.1-8B-it
exhibiting a significant increase. After observation,
we found that the answers after steering will in-
crease the number of reasoning paths and the depth
of reasoning.

Relationship between Strength and Accuracy.
Taking DeepSeek-Llama3-8B as an example, we
plotted the relationship between steering strength
and accuracy. From Figure 4 we can see that a
higher strength does not always improve the accu-
racy of the model’s response. There is an optimal
strength, and exceeding it will cause the model’s
performance to decline. Manually checking the
cases found that when the strength is too large, the
model will generate many meaningless answers.
This may be because excessively large strength will
destroy the internal representation of the model.

4 SAE-Free Steering

4.1 Motivation

Feature-based steering has been proven to be use-
ful in various fields of natural language processing,
such as machine unlearning (Muhamed et al., 2025;
Farrell et al., 2024), improving truthfulness (Marks
and Tegmark, 2023), and interpretability (He et al.,
2025; Kharlapenko et al.). Although there are some
trained SAEs released to help interpret hidden acti-

vations of LLMs, such as Gemma Scope (Lieberum
et al., 2024) and Llama Scope (He et al., 2024),
there are still large amounts of LLMs that do not
have matching SAEs to interpret them, such as the
Qwen series. However, training an SAE is time-
consuming and requires a lot of cost, so it is ob-
viously unlikely to train an SAE for each layer of
each LLM.

Based on the above reason, our method is hard
to generalize to the scenarios in which there is
no corresponding SAE. To solve this problem, we
proposed an algorithm to generalize such an SAE-
based steering method to LLMs without the corre-
sponding SAE. Intuitively, we will start by assum-
ing the availability of an SAE for a given LLM,
and then derive the calculation to see if the SAE
components can be approximated by others.

4.2 Framework

Feature activation for virtual SAE. SAE is
trained to minimize the reconstruction loss for the
hidden activation h of the layer [. Therefore, h
can be decomposed as the weighted sum of feature
Vectors{zt}fj{w and error term €, and o} denotes
the activation value of feature ¢ for h at layer .

dsAE

h=) afz+b+e )
t=1

Now we want to steer the model even though
there is no corresponding SAE model. In our
method, there are two types of CoT: Verbal Process
x contains m tokens and Symbolic Process y con-
tains n tokens. We employ the mean representation
in the layer [ to represent x and y: & = % oy
Y = % Z?Zl r?. Therefore, the [ layer’s residual
activation of x and y can be written as follows
according to equation (4) :

1 1 dsAE .
w:—er:—Z(Za:izt—i—b—i-e)
mi3 mi3 =
dsAE 1
_ g .
—Zatzt+b+m26 (5a)
t=1
1 1 By
y:EZT?:EZ(Zatht-i-b-i-e)
j=1 j=1 t=1
dsaE 1
= Y b+ = 5b
tz:;atzt-i- +nZe (5b)
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Figure 5: Attention mapping of DeepSeek-L1ama3-8B and DeepSeek-gqwen-1.5B.

Here of = LY7 at
t - m =1t

and o) =

Yy
% Z?Zl a: 7 represent the mean activation of all
tokens in  and y for feature o at layer L. Back
to our SAE-based steering, to obtain the activation
for each feature oy, we computed ||a — of||. Tt
can be derived as follows:

e
dSAE
—Zatzt b——Ze
Ze—*z

(6)
We can approximately assume that the error of each
token is equal, so the error term can be removed. If
there is an existing SAE, the next step is to sort the
activation values ||[a® — o || in descending order
to get top-k features, then select a certain feature
among them to steer the LLM. So we want to find
the feature vector z; such that the above value is as
large as possible. More generally, given N pairs of
{zp, yp}:f)vzl, according to equation 2, our goal is

dsAE

x—y:Zafzt—&—b—i—

to maximze Z;}VZI |(af? — a??)]||. To solve this,
we need to make following two assumptions.

 Sparsity Assumption. Since the features acti-
vated by SAE are sparse, we generally only
look for the top K significant features, like
K = 10,100,500, so we prefer the activation
values to be distributed on these K features,
which again enhances the sparsity of SAE. To

verify this assumption, we quantitatively ana-
lyzed the relationship between the percentage
of restored norm after reconstruction and the
number of features required for reconstruction
in Figure 6. We can find that the norm after
reconstruction using the top-10 features has re-
covered more than 90%. When K = d,0deis
the reconstruction has been restored to around
99%. It means that utilizing only the top-k fea-
tures to reconstruct the original vector does not
lose much information So we can assume that
ZtSAlE zi(oy” — af”) = Zt 1%t ( - O‘?p)’
d < dinoder < dsap.

* Orthogonality Assumption. As evidenced by Fig-
ure 7, the feature vectors z; associated with the
top-k features ay; exhibit approximate pairwise
orthogonality. So we can assume that we are
looking for d mutually orthogonal z;.

Solution for Steering vector. Based on above

: Lp Yk
assumptions, we have ||o;” — o*|| = ||(zp —
Yp, 2t)|| by Appendix E. So if we let A =
(1 —y1, 2 — Y2,..., LN — YN ), it turns out to
be the following problem:

Z log™ — o |

N

= max Z [{zp — yp, 20) ||

Izll=1 &

|th7

o<”mﬁxx AT z)? = Hmﬁmx z AATz, (7
zi|= =1

The solving process can be found in Appendix E.
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The goal is to get the unit eigenvectors {ut}f;"'fdel
of AAT as descending order of eigenvalues, then
select a certain eigenvector u; to steer the residual
activations 7" as follows:

=1l Ny i e H (8)

5 Experiments of SAE-free Steering

5.1 Implementation Details

Experiment Setting. We leverage DeepSeek-L1
ama3-8B and DeepSeek-gwen-1.5B as our evalua-
tion LL.Ms. There is no corresponding pretrained
SAE for DeepSeek-qwen-1.5B. We choose hidden
states in layer 15 to obtain ;" and 'r;’. The setting
of the dataset and generation remains identical to
that described in the preceding section.

Baselines. We use BoostStep (Zhang et al., 2025)
and MathNeuro (Christ et al., 2024) as comparing
baselines. BoosStep decomposes the process of
solving problems into many steps. When generat-
ing each step, the method will try to retrieve the
most similar sub-steps from a reasoning steps bank.
The goal of MathNeuro is to find the math-related
neurons in the LLM and then scale their activation.

5.2 Comparing with Baselines

The result is shown in Table 2. It indicates that
compared with the baseline, SAE-free steering has
a congsistent improvement on each dataset. For
MATH-L3&L4 and MMLU-high, SAE-free steer-
ing outperforms SAE-based steering. The results
demonstrate that the information extracted from
SAE-free steering exhibits superior applicability.
The enhanced performance may be attributed to the
fact that SAEs are trained on massive datasets, po-
tentially introducing noise into their feature repre-
sentations. In contrast, our proposed SAE-free ap-
proach derives its information directly from struc-
tured reasoning processes, yielding more targeted
and reliable features.

5.3 Attention Analysis

We also visualize the effect of SAE-free steer-
ing from the perspective of attention distribu-
tion. We calculate the change of attention distri-
bution before and after the intervention in the next
layer of the steering layer. As is shown in Fig-
ure 5, the left and right are the visualizations of
DeepSeek-gwen-1.5B and DeepSeek-L1ama3-8B,
the indexes in the x-axis with yellow boxes sur-
rounded indicate tokens representing mathematical
representations. We can observe that the model will

pay more attention to these tokens after steering,
which aligns well with our expectations. It means
that steering activations with these eigenvalues will
lead to more reasonable attention allocation.

6 Related Work

Sparse Autoenocder. SAE is trained to reconstruct
the middle activations (Ng et al., 2011; Karvonen
et al., 2024; Marks et al., 2024). Various SAE
variants have been proposed to address the limita-
tions of traditional SAEs, such as Gated SAE (Ra-
jamanoharan et al., 2024a), TopK-SAE (Gao et al.,
2024), and JumpReLU SAE (Rajamanoharan et al.,
2024b). SAE has been proven useful in many
fields of application in LLM, such as knowl-
edge editing (Zhao et al., 2024), machine unlearn-
ing (Muhamed et al., 2025; Farrell et al., 2024),
improving safety (Wu et al., 2025b), and robust-
ness (Wu et al., 2025a).

Representation Engineering. Representation en-
gineering has emerged as an effective approach to
enhance the interpretability and transparency(Wang
et al., 2025) of LLMs. Zou et al. (2023) has summa-
rized recent progress and applications of represen-
tation engineering in bias, fairness, model editing,
and other fields. Li et al. (2024) has utilized this
technique to quantify LLMs’ performance in dif-
ferent languages. Li et al. (2023) reveals that the
internal representations of attention heads within
LLMs serve as reliable indicators of reasoning
paths. Through probe-based interventions, they
correct the internal representation direction to im-
prove the LLM’s performance.

7 Conclusions

In this paper, we introduce a novel framework for
enhancing reasoning abilities in LLMs through tar-
geted feature extraction and steering of residual
activations. By decomposing vanilla CoT reason-
ing into verbal and symbolic processes, we identi-
fied and amplified task-relevant reasoning features
while suppressing noise, demonstrating consistent
improvements across multiple mathematical rea-
soning benchmarks. Additionally, our SAE-free
steering algorithm extends these benefits to models
without corresponding pre-trained SAEs by com-
puting steering directions directly from residual
activations, achieving comparable or even superior
results to SAE-based methods in some scenarios.
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Limitations

While our feature extraction and steering methods
demonstrate promising results in enhancing chain-
of-thought reasoning capabilities, there are several
limitations. First, our evaluation focuses mainly on
mathematical reasoning datasets (GSM8K, MATH-
L3&L4, MMLU-high, and MathOAI). In future,
we plan to extend our proposed steering techniques
to more diverse reasoning domains such as logical
reasoning, scientific problem-solving, or multi-step
planning tasks that don’t primarily involve mathe-
matics. Second, our current experiments are lim-
ited to three model families (LLaMA, DeepSeek,
and Gemma). We plan to apply our method to more
diverse LLM architectures to verify the generaliz-
ability of our approach.
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Appendix
A Baseline result of GSMSK

We compare the accuracy result of GSM8Kk for the
subset of 300 samples and the full set of 1319 sam-
ples in the four baselines we used. The result is
shown below, which ensures that the randomly se-
lected data samples can roughly represent the entire
dataset.

Subset Full Set
Llama3.1-8B-it 60.33 54.74
DeepSeek-Llama3-8B 82.67 82.26
DeepSeek-distill-Qwen-1.5B  70.00 70.20
Gemma-2-9b-it 88.00 87.79

Table 3: Accuracy of subset and full set of GSM8K in
four LLMs

B Feature Selection Details

In the experiment of feature selection, we found
that for 11ama_scope_r1_distill(115r_800m
_openr1_math), the features obtained by of =
L5V [lef* — af*|| contains many noise fea-
tures, and we are very difficult to obtain useful
features from this equation. This may be related to
the training corpus. This SAE was only trained on
one corpus. We did not find that this phenomenon
exists in other SAEs with richer training corpora
such as gemma-scope-9b-it-res(layer_9/wid
th_16k/canonical) and 1lama_scope_lxr_8x
(115r_8x). It confirms our assumption. So we
leverage af = L[| S0 (af* — al*) || to replace
the original equation to obtain the final features in
1lama_scope_r1_distill(115r_800m_openrl_
math).

C Steering Parameter Recommendations

For SAE steering, we found features with the fol-
lowing indexes: 24715,20737,20236,14276,15593,
and 17831 are suitable features for steering in 11
ama_scope_r1_distill(115r_800m_openri_ma
th). Features with index 13419,12085, and 9540
are suitable for gemma-scope-9b-it-res(layer
_9/width_16k/canonical). After experiments,
it was found that large strength would cause the
LLM’s generation to be disordered. Therefore, we
recommend strength A < 0.5.

D SAE-Free Experiment Implementation
Details

For SAE-free steering, we only conduct experi-
ments on the eigenvectors corresponding to the
top-10 eigenvalues, and the strength A is still rec-
ommended to be less than 0.5.

For the Booststep baseline, most of our exper-
imental settings are the same as the original set-
tings. To speed up the generation efficiency, we
set the maximum number of sub-steps to 10, the
similarity retrieval threshold to 0.7, the maximum
number of tokens in each sub-step to 200, and the
loop will be exited when the answer contains the
word "final answer" or the maximum number of
steps is generated. For the Mathneuro baseline,
we randomly sample 1000 samples of gsm8k. csv
and race.csv provided by the original paper to
calculate the active neurons for math problems and
non-math problems, and set the keep ratio to 15%
and the activation multiple to 1.1.3

E Derivation of Formula 7

Based on the Sparsity Assumption, we have d <
dmodel, Which means it’s feasible to find d mutu-
ally orthogonal unit vectors in dpedei-dimensional
space. Then according to Orthogonality Assump-
tion, we have (z;, z;) = 0 when i # j, so:

d
ey = yp z0)ll = 1Y 2i (a7 —af") 20|
i=1

=1 (af" —af") (ziz) | = || (of” — a}") |

©)

For problem 7, it is a Rayleigh quotient problem.

We use the Lagrange multiplier method to solve
the above problem.

Lu, N )=2"AATz—Az"2—-1) (10
Therefore
oL T 0L ¢ B
g—QAA z—2Xz =0, B =z z—1=
So we have

24ATz - 202 =0
— AA "z =)z =— maxz' AA' 2

l=l=1

= max \z' z = Anaz
llz]=1

8The code is available at https://github.com/
1izh9885/SAE-free
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The first right aroow in the above equations means
A and z are the eigenvalues and the eigenvectors
for AAT. So the z we want to derive from the
formula should be the eigenvectors corresponding
to the eigenvalues A sorted from largest to smallest.

F Reconstruction Error of SAE

We also experiment with the relationship between
reconstruction error and the number of selected
features in Gemma-2-9b-it. The result is shown
in Figure 6, when k = 10, the reconstruction per-
centage exceeds 90%. This proves that our sparsity
assumption is reasonable to some extent.

Relationship between the reconstructed norm percentage and the number of top-k index
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Figure 6: Relationship between reconstruction error and
the number of selected features(Gemma-2-9b-it)

G Approximate Orthogonality of SAE
feature vectors

In order to explore the geometric relationship be-
tween top-k feature vectors of SAE, we calculated
the cosine similarity matrix. A similarity of O indi-
cates that the two are orthogonal. We utilize 11ama
_scope_r1_distill(115r_800m_openr1_math)
as an example, the result is shown as Figure 7, we
can find that for top-150 feature vectors, they are
almost pairwise orthogonal.
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Figure 7: Cosine Similarity of Top-k feature vectors

H Generating Verbal CoT and Symbolic
CoT

We give a prompt example to instruct GPT-4.1 to
generate Verbal CoT and Symbolic CoT that were
used to extract features in Figure 8 and Figure 9.

System: You are a helpful assistant who can follow this command.
COMMAND: Give the general idea of the following problem.m Only
state the steps, including reasoning words such as ’therefore’, ’but’,
however’, wait’ as much as possible, but do not include any math-
related symbols, formulas and calculations.

User: The function f satisfies the functional equation
f@)+fy)=fle+ty —zy—1

for all real numbers = and y. If f(1) = 1, then find all integers n
such that f(n) = n. Enter all such integers, separated by commas.

System: Here’s a natural English explanation without mathematical
symbols:

*#%Step 1: Understanding the Problem** We’re dealing with a special
function that follows a specific rule: when you take any two numbers,
apply the function to each separately and add those results, it’s equiv-
alent to applying the function to their sum first, then subtracting their
product, and finally subtracting one. We’re also told that when we input
one into this function, we get one as output. Our goal is to find all
whole numbers where the function’s output equals the input itself.
**Step 2: Making an Educated Guess About the Function** Problems
like this typically involve polynomial functions. Since we see the
product of two variables appearing in the rule, this strongly suggests
our function is quadratic - meaning it likely involves terms where the
variable is squared, along with other components.

**Step 3: Setting Up the Relationship** We’ll propose a general form
for our quadratic function with three unknown coefficients. By plugging
this form into the original rule and carefully expanding both sides, we
can rearrange terms to see how different components relate to each
other.

**Step 4: Comparing Components** After expansion, we’ll systemat-
ically match up similar terms from both sides of the equation - those
involving squares of variables, products of variables, single variables,
and constant terms. This will give us equations to determine our un-
known coefficients.

**Step 5: Using the Given Information** We know specifically what
happens when we input the number one into our function. This provides
an additional concrete equation that will help pin down the exact values
of our coefficients.

**Step 6: Solving for the Unknowns** With these equations established,
we can now solve for all three coefficients. Once we’ve completely
determined our function’s exact form, we’ll be able to evaluate it for
any input.

*#Step 7: Finding Special Values** Finally, we’ll look for those partic-
ular whole numbers where the function’s output is identical to the input
itself. This involves setting up and solving another equation based on
the complete function we’ve determined.

**Conclusion: ** Through this step-by-step approach, we’ll fully charac-
terize the function and identify all integer values that satisfy our special
condition where the function returns exactly what was input.

User: {question}

Figure 8: The prompt for generating Verbal Process.
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Figure 9: The prompt for generating Symbolic Process.
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I Eigenvector Steering Visualization

To explore in more detail how SAE-free works
and how its role is similar to SAE-based steering,
we performed SAE-free steering on two LLMs
with associated SAEs:DeepSeek-Llama3-8B
andGemma-2-9b-it. The setting is the same as
before. We then observe the activation changes on
certain SAE features before and after SAE-free
steering. Figure 10 and Figure 11 show the
activation change of feature 20903 and 4118 for 1
lama_scope_r1_distill(115r_8@@m_openrl_m
ath). 4118 represents "mathematical parameters
related to dimensions and positioning". After
steering, some related words like "lengths" and
"height" are significantly activated. Figure 12 and
Figure 13 show the activation change of feature
8927 and 13526 for gemma-scope-9b-it-res(1
ayer_9/width_16k/canonical). Both figures
also exhibited the fact that some words related
to mathematics and reasoning were significantly
activated.

To determine the degree of the polynomial \( £ (x ) \ ), we start with the given equation : \ [ ( x - 1)f
(x)=3x"4+x73-25x"2+ 38x- 17\ ] Let 's denote the degree of \( f (x ) \ ) as \(
d\). Since \( (x - 1)\ ) is a first -degree polynomial , multiplying it by another polynomial will
increase its degree . Specifically , if one side has degree \(‘m \ ), the other must have either the same
or higher degree . The right -hand side of the equation is a fourth -degree polynomial because the highest
power of \( x \ ) present is \( x ~ 4 \ ). Therefore , since both sides are equal pol ynomials . their
degrees must be equal . This means that after multiplying \( ( x - 1) \) by \( f (x ) \ ), which
increases the degree from \(d \ ) to \( d + 1 \), the resulting polynomial on the left must match the
degree on the right -hand side . Given that the right -hand side is degree 4 , we can set up the
equation for the degrees : \ [ d + 1 = 4 \ ] Sol ving this gives us : \ [ d = 3\ ] Thus , the degree
Of \(f (x )\ ) is * 3 * _ ### Final Answer : The degree of \(f (x ) \ ) is \( ox ed { 3 }\)

Tl aeteriin e WEGHEE 61 68 iolynomial \( £ (¢ ) \ ). el start Witk 58 R lequation | | [
@)= 3x@HE+ K ~B- 25x°2+ 38 x- 17\ L6t 's denote the [EGHER of \( £ ¢ ) N}
A xE]1)\) is a fiest Fdegree polynomial , multiplying it by another pélyhomial will
increase its degree . Specifically , if lone side Hasl (degree \( [ \ )} ‘the jother must have [either thel [SaHg
|or ‘higher degree . The [FGHY Mand side of the equation is a fourth -degree polynomial because the highest
power [of \( X \ ) present is \( X ~ |4/ \ ). Therefore , since [Both| sides are equal pol ynomials | their
degrees [ill8f be equal . i means that after multiplying \(|( x - |1 ) \) by \( £ (x ) \ ) which
fincreases [the| degree [iom \( d \ ) to \( d + 1 [} the kesulting polynomial on the léfi must match fhe
degree on the right Hi@RA side | Given that the Fight “hand side is degree |4 , wel can set up the
equation for the degrees : | [ @ + [i B 4 \ IS0l ving this gives us : | [ d = |3 | [ Thus |, [fhel [dEGHeE
uf\(f(x)\)is**:i"‘.-Fina.lAnswer-Thednglenu[\([(x)\)15\( ox ed { 3 N\ )

Figure 10: Eigenvector steering visualization for
feature idx 20903(structures and elements related
to mathematical expressions and equations) for
DeepSeek-L1ama3-8B.

J Explanation of Eigenvector

In order to verify that the obtained eigenvectors
have good interpretability, we take the eigenvectors
corresponding to the top-50 eigenvalues, perform
inner product operations on them and the dsag fea-
ture vectors of SAE to obtain the similarity. A total
of 50 * dsap operations are performed to obtain
the top-10 similarities, and the results are shown in
Table 4 and Table 5.

K Further Analysis about Feature
Selection

To further illustrate that the subtraction method is
more advantageous than the addition method, in-

To determine by what percentage the area of the original square decreases after forming a new rectangle
, follow these steps : 1 . ** Let \( 5 \ ) be the length of each side of the original square ** - Original

Area = \( A { A%oext { square }} = s ~ 2 \) 2 .* Adjust the dimensions according to the given
changes #* - Two opposite sides ( let 's say their lengths remain \('s \ )) are * de cre ased * by 40 %.
So , the new length for these sides becomes : \ [L _ 1 ' =s- 0.45s= 0.6s\]- The other two

opposite sides ( which were originally longer than \('s \ ), but since it 's a square all sides are equal ,
we need to consider if this refers to increasing another dimension or adjusting differently ). However ,
based on the problem statement , only four sides exist with specific modifications . 3 . ** Re construct
the rectangle formed from these adjusted dimensions :** Assuming that one pair of sides is reduced to \(
0.6 s\) and the adjacent pair remains unchanged (\ ( s \)), the resulting figure would not necessarily
be a rectangle unless both pairs have been altered proportion ally . Therefore , let s reinterpret : - One
pair of sides is decreased by 40 %, so they become \( 0 . 6 s \ ). - The remaining pair increases by
50 %, becoming \( 1 .5 s\ ). 4 . * Calculate the area of the new rectangle = \ [ A { A%ext {
rectangle }} = (0. 6s)(1.5s)= 0.9s"~2\] 5.* D etermine the change in area =+ \ [
\ Delta A = A { A%ext { square }} - A { A%ext { rectangle }} =s ~2- 0.9s " 2= 0.1s
~ 2\ ] 6 .* Compute the percentage decrease in area :** \ [ A%oext { Percentage Decre ase } = \
left ( tac {\ Delta A }{ A { A%eext { square }}} A ight ) A% imes 100 = \left ( rac { 0 . 1 s ~
2 )}{s " 2} Aight) A% imes 100 = 10 \ % \ ] ** Final Answer #* The area of the square
decreases by approximately ox ed { 10 \ % }.

To determine by what percentage the [&fédl of the lriginal square decreases after forming a new [ectangle
, follow these steps : 1 * Let \(s ) be the [lengthl (of each side of the original square = [ Original
Area = \( A { A%ext { square }} = s ~ 2 \) 2 . = Adjust [fhe diensions [EGGONING to the given
changes #* § Two opposite sides ( let 's say their [ Femai \( s \ ) are * de cre ased * by |40 %
So , the new length for these sides becomes : \ [ L _1'=s-/0.45s=]0.6s\] - The other two
opposite sides ( which were originally longer than [i{ s \ ), but since it 's a square all sides are equal ,
we need to consider if this refers to increasing another imension or adjusting differently ). However ,
based on the problem statement , only four sides exist with specific modifications . 3 . ** Re construct
the rectangle formed from these adjusted /dimensions * Assuming that onme pair of sides is reduced to \( |
0.6 s\) and the adjacent pair remains unchanged (\ ( s § ), the resulting figure would not necessarily
be a rectangle unless both pairs {88 been altered proportion ally . Therefore , let 's reinterpret : - One
pair of sides is decreased by 40 %, so they become \( |0 . 6 s \ ). - The remaining pair increases by
50 %, becoming \( |1 . 5 s\ ). 4 . ** Calculate the area of the new rectangle ** \ [ A { A%oext {
rectangle }} = (B2 6 s)(1.55s)=0.95"~2\] 5.* D etermine the change in area = \ [
\ Delta A = A _{ A%oext { square }} - A _{ A%cext { rectangle }} =s A 2- 0.9s722=0.1s
~ 2\ ] 6 .* Compute the percentage decrease in area :** \ [ A%oext { Percentage Decre ase } = \
left (|Fag {\ Delta A }{ A _{ A%oext { square }}} [ fightl ) /A% fimes| |08 = \ left (|rac { 0. 1 s ~
23 s~2) W) M8 100 = 10\ % \ ] ** Final Answer ** The area of {the square
decreases by approximately ¥ ed { 10 \ % }.

Figure 11: Eigenvector steering visualization for feature
idx 4118(specific mathematical parameters related to
dimensions and positioning) for DeepSeek-L1ama3-8B.

To determine by what percentage the area of the original square decreases after forming a new rectangle
, follow these steps : 1 . * Let \('s \ ) be the length of each side of the original square :** - Original
Area = \( A { ext { square }} = s ~ 2\) 2 . * Adjust the dimensions according to the given
changes * - Two opposite sides ( let ' s say their lengths remain \( s \ )) are * decre ased * by 4 0
%. So , the new length for these sides becomes : ' L 1 '=s- 0.4s = 0.6 s\]- The other
two opposite sides ( which were originally longer than \( s \ ), but since it ' s a square all sides are
equal , we need to consider if this refers to increasing another dimension or adjusting differently )
However , based on the problem statement , only four sides exist with [JJBBll modifications . 3 . *
Recon struct the rectangle formed from these adjusted dimensions :** Assuming that one &l of sides is
reduced to \( 0 . 6 s \ ) and the adjacent pair remains unchanged (\ ( s \)), the resulting figure would
not [fi6GessaRly be a rectangle unless both pairs have been altered proportionally . Therefore , let ' s
reinterpret : - One pair of sides is decreased by 4 0 %, so they become \( 0 . 6 s \ ). - The remaining
pair increases by 5 0 %, becoming \( 1 .5 s\ ). 4 . * Calculate the area of the new rectangle :** \[
A { ext { rectangle }} = (0 .6s)(1.55) = 0.95 "~ 2\ 5.% Determine the change in
area #* \[ \ Delta A = A { ext { square }} - A { ext { rectangle }} =s ~2-0.95s"~2= 0
.15~ 2\ 6.* Compute the percentage decrease in area * \[ ext { Percentage Decrease } =
left ( rac {\ Delta A }{ A { ext { square }}} ight ) imes 10 0 = \left ( rac { 0.1s ~ 2 }{
S~ 2} ight) imes 100 = 10\% \]* Final Answer ** The area of the square decreases by
approximately ox ed { 1 0 \% }.

To ldetermine by what percentage the area of the original square decreases after forming a new rectangle
| follow these steps : 1 . ** Let \( s \ )| be the length of each side of the original square :** - Original
Area [H \{ A { ext { square }} = s ~ 2 \) 2 . * Adjust the dimensions according to the given
changes ** - Two opposite sides ( [8f ' s ay their lengths remain §{ s \ )) [are * decre ased * by |4 0
%. S0 , the new length for these sides becomes : \ L _ 1 '=s- 0.4s = 0.6 s\ - The other
two opposite sides |( which were originally longer than \( s \ ), but since it ' s a square all sides are
equal , [we need [0l [Gomsider if this refers to increasing another dimension lor adjusting differently )i
However , based on the problem statement , only ffour sides exist with modifications || 3 . **
Recon struct fthe rectangle formed from [hesé adjusted dimensions #* Assuming [that one [Bai of sides fi§
reduced to \{ 0 . 6 s \ ) land [thé adjacent pair remains unchanged [ [( s \ ))J the resulting figure would
not [HBEESSARIY be a rectangle unless both pairs have been ltered proportionally . Therefore |, let ! s
reinterpret One pair of sides {5 decreased by 4 0 %, so they become \( [0 . 6 s \ ). - [The remaining
pair increases by |5 0 %, becoming \( 1. 5 s\ ). 4 [|# Calculate thel area of the new rectangle % \[
A { ext { rectangle }} = (0 .6s ) 1.5s)= 0.9s " 2\]|5] * Determine the change in
area #** \[ \ Delta A = A { ext { square }} - A { ext { rectangle }} =s ~2-0.9s "~ 2= 0
. 1s ~ 2\]|6 L * Compute the percentage decrease in area ** \[ ext { Percentage Decrease } = \
left (/@8 {\ Delta A }{ A { ext { square }}} ight | limes 1 00 =\left ( rac {0 .1 s ~ 2 }{
s ~ 2 }ight ) imes 100 = 1 0\% \] ¥ Final Answer :** The area of the square decreases by
approximately ox &d { 1 0 \% [}

Figure 12: Eigenvector steering visualization for feature
idx idx 8927(phrases related to mathematical combina-
tions and choices) for Gemma-2-9b-it.
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Rank Cosine ID Explanation
Similarity
3 0.52 16424 mathematical expressions involving polynomials and their relationships
7 0.33 14276 numerical representations and expressions related to geometry and algebra
5 0.30 17993 mathematical terms and geometric relationships
12 0.28 7528 mathematical operations and calculations
10 0.27 28227 mathematical terminology related to rational numbers and quadratic functions
7 0.26 16424 mathematical expressions involving polynomials and their relationships
6 0.26 24713 instances of mathematical notation and calculations
9 0.25 23306 mathematical equations and expressions involving variables and constants
7 0.24 11330 mathematical expressions and calculations, related to geometry and algebra
5 0.24 30063 geometric concepts and relationships within the context of triangle properties

Table 4: The top-10 most similar pairs of eigenvector-feature vector by SAE for DeepSeek-L1ama3-8B.

Rank Cosine ID Explanation
Similarity
2 0.48 12085 references to scientific concepts, particularly regarding cellular and biology
1 0.36 5012 words related to the concept of "offer" and its variations
7 0.33 8927 phrases related to mathematical combinations and choices
9 0.29 10568 terms related to fractions and their properties, particularly common denominators
6 0.24 4342 mathematical expressions involving polynomials and their relationships
22 0.23 13526 mathematical expressions and equations
2 0.22 13724 instances of the word "fer" and variations or adjacent markers of some form of
linguistic or structural significance
5 0.22 11268 mathematical expressions and equations
20 0.21 7675 numerical values and mathematical expressions
2 0.21 10678 instances of tab-separated values or numerical data

Table 5: The top-10 most similar pairs of eigenvector-feature vector by SAE for Gemma-2-9b-it.

To simplify and write the expression \( \ sqrt {\ sqrt [ 3 1{\ sqrt { rac { 1 }{ 72 9 }}}} \ ) with a

denominator , follow these steps : ** Step 1 :* [Simplify the innermost radical . Start with the
fraction inside the square root : \[ rac { 1 }{ 729 } = \left ( rac { 1 }{ 9 } ight )~ 3 \] So ,
M \sart { rac {1 3{ 729 )} =\sat {\left ( rac {1}{ 9} ight ) 3} =\left ( rac {1
39} ight )™{ rac {3 }{ 2}} = rac {1 ~{ rac {3} 2 N} 9~ rac {3 }{2}}) =
rac { 1} (sqrt { 9 D~ 3} = rac { 1 }{ 2 7 } \] Now we have : \[ \ sart {\ sart [ 3 }{\ sart {
rac { 1 }{ 729 }}}} = \sart {\sart [ 3 1{ rac { 1 }{ 2 7 }}} \l = Step 2 = Simplify each
subsequent radical . Next , take the cubel [F60f of \( rac { 1 }{ 27 } \): \[ \'sqrt [ 3 1{ rac { 1 }{
273y = rac {1 }\sat [31{ 27 }} = rac {1 }{3}\l Finally , take the Square root of \(
rac {1 3{ 3 }\):\[\sart { rac {1 }{3}} = rac {\sart { 1 }}{\sart { 3 }} = rac { 1 }{\
sart { 3 }} \]1 ** Step 3 -~ [R@HONA) ize the denominator if necessary . The simplified form is already
without a [l denominator . However , to fully rational iz8 it : Multiply numerator and denominator [by
A(\sart {33 N):\ rac { 1 M\ sart { 3 }} imes rac {\ sqrt { 3 M\ sart { 3 3} = rac @\
sart { 3 }}{ 3 } \l Thus , the expression simplifies to \( rac {\ sqrt { 3 }}{ 3 } \ ). ** Final Answer
#\[ ox ed {\ dfrac {\ sqrt { 3 }}{ 3 }} \I

To simplify and write the expression \( \ sart {\ sqrt [ @ 10\ sart { rac { 1 }{ 7@ 9 }}}} \ ) with &

denominator , follow these steps : ** Step |1 - [Simplify the innermost radical . Start with the
fraction inside the square root : \[ | rac { 1 }{ 7 29 } = \left ( |rac { 1 }{ 8} ight )~ 31 So ,
M \sqrt { rac { 1 3{ 729 )} = \sart f\ left (| rac { 1 }{ 9} ight )~ 3} =\ left ( |rac { 1
39} ght )™{ |rac {3 }{ 23} = 'rac {1 ~{ rac {BH 2 NI rac {BI{ 21} =
rac {1 H (sat £ 9 DA B} = 'rac { 1 }{ 27 ¥\l Now we have : \[ \ sqrt {\ sqrt [ 3 10\ sart {
rac { 1 }{ 729 }}}} = \sqrt {\sqrt [ 3 }{ rac { 1 }{ 2 7 }}} \] ** Step 2 :** Simplify each
subsequent radical . Next , take the [6ub8 [f00F of \( ' rac { 1 }{ 27 } \ ): \[ \ sart [ B I{ rac { 1 M
273)= rac {1 }\sat (B 27 }} = rac { 1 }{ 3 } \I Finally , take the [Square Foot of \(
rac {1 }{ 8 }\): M \sart { rac { 1 }{ B3} = |rac {\ sart { 1 }}{\ sart { 3 }} = 'rac { 1 H\
sart { 3 }} \1 = Step 3 -~ |KEHONA) iz6 the denominator if necessary . The simplified form is already
without a [JllBHE denominator . However , to fully [rational [i28 i : Multiply numerator and denominator [Bj
AC\sart €8 B AD: M| rac { 1 }\Sart {3 }} imes |rac f\ sqrt { 3 130\ Sart €3 1} = | rac @
sqrt { 3 }}{ 3 } \l] Thus , the expression Simplifies to \( 'rac {\ sqrt { 3 }}{ 3 } \ ). ** Final Answer
#%\[ | ox ed {\ dfrac {\ sqrt { 3 }}{ 3 }} \l

Figure 13: Eigenvector steering visualization for feature  reqult should be approximately the same as o/
idx 13526(mathematical concepts related to factors and

multiples) for Gemma-2-9b-it.

spired by Wang et al. (2023); Yan et al. (2025),
we leverage the gradient of the Negative Log-
Likelihood (NLL) loss function to each token’s
hidden state at the current layer as the weight to
recalculate the SAE activation score as follows:

1 OLNLL
Y ad = T ——= I SAE(r}
agrad HX” ;{ a,r;p (Tz )
1 oL (1
NLL
O‘Zmd = Rl Z . SAE(T‘;-J)
JEY J
where || %ﬁ{)f LL|| and || %ﬁ{j LL || approximately rep-
z J

resent the importance of the current position for
the model prediction. To make SAE activations
af demonstrate sufficient robustness, the ranking
grad®
Therefore, we employ Spearman’s rank correlation
coefficient (Myers et al., 2013) to measure their
correlation. The result is shown in the figure 14,
where we use Gemma-2-9b-it as the base LLM
and gemma-scope-9b-it-res(layer_9/width_
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Rank Correlation vs. Top-K Selection

0.15
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Top-K Index

Figure 14: Spearman Correlation of Subtraction and
Addition

16k/canonical) as the corresponding SAE. The
result shows that compared with subtraction, addi-
tion will make the correlation lower, even less than
0, which means that the activation result obtained
by subtracting can better reflect the importance of
model prediction.

L The overhead introduced by generating
Verbal and Symbolic processes in
SAE-free

In the SAE-free steering algorithm, we lever-
age GPT-4.1 to generate Verbal and Symbolic
processes for only around 50-100 samples, the
cost of which is very limited. This behav-
ior has a theoretical basis, as our assumption,
A = (1 —y1,T2 — Y2, ..., LN — YN ), the posi-
tive eigenvalue \ of A AT represents the activation
value of features of the virtual SAE.By the property
of matrix rank:r(AAT) <r(A) < N. And AAT
is a positive semi-definite matrix,\ > 0.Therefore,
the number of positive eigenvalues less than N. It
means the number of samples controls the upper
bound of the sparsity of virtual SAE. If we only
consider top-50 features, we only need N > 50.
Too large N will damage the sparsity. A moderate
amount of high-quality samples will allow us to
find more suitable features.

M Steering Case

We provide some SAE-based steering samples.

Question:Answer the following question step by
step in short and put the final answer in -
Question:Carlos Montado was born on Saturday,
November 9, 2002. On what day of the week will
Carlos be 706 days old? (Spell out the entire
day of the week.) Answer:Friday

Orign:Step 1: First, we need to calculate how
many weeks are there in 706 days. To find this
out, we divide 706 by 7 since each week has
7 days. Step 2: Determine if any extra days
remain after subtracting complete weeks from
the total number of days. After calculating
the quotient and remainder when dividing 706
by 7, we’ll see that there’s a specific amount
left over which indicates additional days beyond
full weeks. Step 3: Add up all these remaining
days together along with whatever fraction of
a week they represent as an equivalent number
of whole days or fractions thereof within one
particular seven-day cycle starting at Sunday,
add them onto Sunday itself. The final answer

Steering: Step 1: To determine the day of
the week when Carlos will be 706 days old, we
need to calculate how many complete weeks have
passed since his birth. Step 2: We know that
there are 7 days in a week, so if we divide
706 by 7, we can find the number of complete
weeks. Step 3: The quotient obtained from this
division is not relevant for our calculation;
rather, it’s essential to focus on the remainder
after dividing 706 by 7. Step 4: Determine the
remaining days beyond full weeks We perform the
division as follows: 706 = 100-7+6. This means
that there were exactly 100 complete seven-day
cycles between the dates corresponding to these
two numbers, with an extra six days left over.

The final answer is: | Saturday| Step 5: Find

the day of the week based on the additional days
Since there are 6 days leftover after accounting
for complete weeks, we move forward 6 days from
Carlos’ birthday, which falls on a Saturday.
Step 6: Identify the resulting day of the week
Moving forward 6 days from a Saturday lands us
on Friday. However, considering the instruction
that requires spelling out the entire name of
the day, we should present the correct response

accordingly. The final answer is:

Table 6: Steering Case. LLM: Llama3.1-8B-it
Featue:14276(numerical representations and mathemat-
ical expressions related to geometry and algebra)

10909



Question:Determine the modulo 4 remainder of the following sum: 1 + 2 + 3 + 4 + 5 +
6+7+8+9+ 10+ 11 + 12. Answer:2

Orign: Step 1 We need to calculate 14+2+4...412. Step 2 This is an arithmetic series
with first term a =1, last term [ = 12, and number of terms n = 12. The formula
for the sum of this type of sequence is given byﬁggﬂ) , SO we can use it here.
Step 3 Substituting in our values gives us a total sum of (£%§§) Step 4 Evaluating
that expression yields (156) as the result. Step 5 Now we must find its remainder
when divided by four using modular arithmetic (or simply division). Step 6 To do
this, divide 156 by 4. Step 7 When you perform integer division between these two
numbers, you get quotient q = 39 and remainder r = @. Step 8 Since there’s no
remainder left after dividing, then your final answer will be just the value of

the remainder which is zero. I hope it is correct. Thank you!

Steering: Step 1: We need to find the modulo 4 remainder for each number in the
given sequence. To do this, we will divide each number by 4 and take note of its
remainder. Step 2: Determine the remainders when dividing numbers from 1 through
12 by 4. The remainders are as follows: - 1+4 = 0 with a remainder of 1 -
2+4=0 with a remainder of 2 - 3+4=0 with a remainder of 3 - 4+-4 =1 with a
remainder of 0 - 5+4 =1 with a remainder of 1 - 64 =1 with a remainder of 2 -
7+4=1 with a remainder of 3 - 8 -4 =2 with a remainder of 0 - 9+4 =2 with
a remainder of 1 - 10+4 =2 with a remainder of 2 - 11 +4 =2 with a remainder
of 3 - 12+4 =3 with a remainder of 0 Step 3: Group the numbers based on their
respective remainders (@, 1, 2, 3) since these groups can be simplified using
modular arithmetic properties. We notice that there is one group for each possible
remainder mod 4: - Remainder 0: {4,8,12} - Remainder 1: {1,5,9} - Remainder 2:
{2,6,10} - Remainder 3: {3,7,11} Step 4: Sum up all the elements within each group
because they have equivalent values under modulo 4 addition. Each set sums up to
- For remainder @: 4+ 8 + 12 = 24, which has a remainder of 0 after division by 4,
- For remainder 1: 14549 =15, which has a remainder of 3 after division by 4,
- For remainder 2: 246+ 10 = 18, which has a remainder of 2 after division by 4,
- For remainder 3: 34+ 7+ 11 =21, which has a remainder of 1 after division by 4,
Step 5: Calculate the total sum of the grouped sets’ remainders to determine the
overall modulo 4 remainder of the original series. Adding together the individual
results yields (0) 4+ (3) +(2) + (1) = 6. Then taking the result modulo 4 gives us:

6 mod 4 = 2.

The final answer 1is:

Table 7: Steering Case. LLM: Llama3.1-8B-it Featue:24715(logical conclusions or summarizing statements in
procedural or mathematical text)
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Question:Ralph is going to practice playing tennis with a tennis ball machine that shoots out tennis
balls for Ralph to hit. He loads up the machine with 175 tennis balls to start with. Out of the
first 100 balls, he manages to hit 2/5 of them. Of the next 75 tennis balls, he manages to hit 1/3
of them. Out of all the tennis balls, how many did Ralph not hit?” Answer:110

()rign:Step—by—step thinking: Let’s break this problem down into steps. Step 1: Calculate the number
of tennis balls Ralph hits from the first 100 balls. To find out how many balls Ralph hits in the
first set, we multiply the total number of balls (100) by the fraction he successfully hits (2/5).
Step 2: Perform the multiplication to get the actual count of balls hit in the first set. % x 100 = 40
Step 3: Determine the number of balls Ralph misses in the first 100 shots. We subtract the number of
successful hits from the total number of balls shot during the first round to find out how many were
missed. Step 4: Perform subtraction to calculate the exact number of missed balls in the first set.
100 — 40 = 60 balls were missed in the first set. Step 5: Calculate the number of tennis balls Ralph
hits from the next 75 balls. For the second part of his practice, Ralph faces another challenge
where he has to hit % of the next 75 tennis balls. Step 6: Multiply the total number of balls in
the second set by the success rate to determine the actual count of balls hit in the second set.
c% X 75 = 25 Step 7: Find out the total number of balls Ralph didn’t hit across both sets. Add the
number of balls missed in each set together to get the overall total of missed balls. Step 8: Add

the results from the two separate calculations to get the final tally of missed balls. Total missed
balls = 60 + 25 The final answer is:

Steering: Step-by-step thinking: Let’s break down the problem into smaller parts and solve it step
by step. First, let’s calculate the number of tennis balls Ralph managed to hit in each part: Out
of the first 100 balls, he hits Z of them, which means he hits (2)(100) =40 balls. Next, we need
to find the total number of balls shot from the machine when Ralph has already hit 4@ balls. Since
there were originally 175 balls loaded onto the machine, after hitting 40 balls, there will be
(175 - 40) = 135 left. This remaining amount includes both the last set of 75 balls as well as any
additional ones if some had been added before these 75. However, since no extra balls have been
mentioned or added during this time period within our given information so far,we can safely assume
only those original 135 remain here now. Of these remaining 135 balls, he then successfully hits 25

more (%75 =25). Therefore, at this point, Ralph has successfully hit a total of 40+25 =|65 palls.
3

The final answer is: However, I noticed some mistake. Let me re-evaluate the steps: Initially,
Ralph loads 175 tennis balls into the machine. In the first round, he fires off 100 balls but only
hits 2/5 of them, leaving him with 80 untouched balls. Then, he continues firing another 75 balls,
where he again misses 50% of them. To determine the overall percentage of missed shots, consider
that Ralph fired a combined total of 175 + @ = 175 times, missing 80 + 37.5 = 117.5 shots. Since
you cannot fire half a shot, round down to 118 because you would still have one ball on the rack
even though technically its being used as an example case. So the correct count should read 118
instead! Thus, Ralph didn’t manage to hit 118 out of his attempts. I hope this revised explanation

aligns better with what was asked. The final answer is: |109| Wait! There seems to be something
wrong with my previous response. After recalculating, I realized that I made another mistake earlier.
Here is the corrected version: Initial rounds yield 8@ unhit balls. Second round yields 37.5 unhit
balls. Totaling up gives us 117.5. As previously stated, rounding down results in 118. But actually,
considering the fact that we’re counting whole numbers of balls rather than fractional instances, we
must acknowledge there aren’t enough full sets available within those particular parameters described
above - meaning actual outcome ends up being slightly different due certain mathematical constraints
applied throughout process. Given initial conditions presented initially plus subsequent analysis
provided afterwards leads towards finding accurate figure representing true value sought after;
taking everything taken account properly yields proper result equal exactly matching anticipated
expectation expressed clearly below... The final answer is: After reviewing the problem once
more, I found the issue lies elsewhere. The main error occurred while calculating the number of
balls Ralph missed in the second round. To accurately compute this, we simply multiply the fraction
of missed balls (1/3) by the number of balls fired (75), giving us (1/3)(75) = 25 balls missed in
the second round. With this correction, we recalculate the total number of balls Ralph missed: -
In the first round, he missed 20 balls (since 2/5 of 100 is 40). - In the second round, he missed
25 balls (as calculated above). Adding these together, we get 45 balls Ralph missed in total. But
wait, isn’t the total supposed to include all 175 balls? Indeed! We just need to add the initial
120 balls that weren’t touched yet (the rest of the 175 minus the 55 balls hit in both rounds):
120 + 45 = 165... No, hold on! That calculation assumes every single other ball wasn’t hit either
- however according to description given later about having "all” left over besides aforementioned
successful ones ; therefore subtracting said amounts leaves behind merely 10 leftover. Correctly
adding back up correctly totals up to give desired outcome of 165 — 55. Which simplifies neatly
down too 110. Henceforth putting aside confusion caused prior responses lead toward establishing

definitive conclusion answering prompt posed originally. The final answer is:

Table 8: Steering Case. LLM: Llama3.1-8B-it Featue:17394(conclusive statements that indicate results or sum-
maries)
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Question:Answer the following question step by step in short and put the final answer in -

2
Question:Solve for the sum of all possible values of z when 3% t42%% = 9%+2  Apswer: -2

Orign:Step 1: Rewrite both sides with a common base. Since we know that 9 = 3%, we can rewrite this
equation as follows: 3% +ie+t — (32)(@*+2) — 32(@+2) step 2: Now, equate exponents since they have the
same bases. So, rclz® 44z +4 =2(z +2) = 2?4 dr —0=2z+4= 2?4+ 22 —4=0. Now solve
quadratic equations using factoring or other methods to get two solutions. Using factoring method,
2>+ 2z — 4= (x+4)(x— 1) =0 The factors are equal to zero at different times so these will give

us our roots: (x+4) =0 (x—1) =0 Solving each factor gives us our solution set (r = —4,z=1)
Therefore the value is . The final answer is:

Steering: Step 1: To solve this equation, we can start by simplifying it using exponent rules. We
know that 9 = 32, so we can rewrite the right-hand side as (32)1“. Step 2 Using the property of

exponents which states that (a™)" = a™", we simplify further to get 3242 This gives us an

equivalent expression with base 3: 37 +47+4 — 32(+2) Step 3 Since both sides have the same base (3),
their exponents must be equal according to the one-to-one property of exponential functions, leading
to the equation 2 4dr+4= 2(x+2) Step 4 Simplify the equation on the left side of the equals sign
into its simplest form, resulting in no change since z% 44z +4 = (ac+2)2. The simplified equation
is now (z +2)%> = 2(z +2) Step 5 Expand and simplify each term within the parentheses, giving you
22 +4x+4=2x+4. Next subtract 2z +4 from both sides to isolate any terms containing variable z
on one side of the equation. Step 6 Subtracting 2z 4+ 4 from both sides results in z2 + 22 = 0. Now
factor out common factors from either side if necessary or use other methods like grouping to find
solutions to your quadratic equation. Step 7 Factor out an x from every term inside the parenthesis
to obtain z(x +2) =0, then apply zero product rule by setting each factor equal to zero separately.
Step 8 Setting each factor equal to zero yields two separate equations. First, set = =0, secondly,
set 4+ 2 =0. Solving these will give you the values of z. Step 9 The first solution comes directly
from solving z = 0. In order to find the value of z where z + 2 =0, simply subtract 2 from both
sides to yield x = —2. Step 10 Now add together those two numbers to determine what the problem
calls "the sum of all possible values” of xz. Adding them up, you’ll end at —2. The final answer is:

Table 9: Steering Case. LLM: Llama3.1-8B-it Featue:14276(numerical representations and mathematical expres-
sions related to geometry and algebra)
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uestion:Answer the following question step by step and put the final answer in .Question:If a
[
and b are vectors such that |lal| =2, ||b|| =7, and

axb=

DN W

then find the smallest possible angle between a and b, in degrees. Answer: 30°

Orign:Step 1: We know that for any two vectors x and y, (x Xy) - (x xy) = 0.This is because cross
product of a vector with itself results into zero. Step 2: For our given problem, we have,

(axb)-(axb)=|al*|b [*~((a-b))*

Since (axb)-(axb) =233, |la] =2, and ||b]| =7, then (a-b)?> = (4)(49) — 33.Taking square root on
both sides gives us a-b =50or —a-b = —5.We will now use this result to calculate minimum value of
0 using dot product formula. Step 3: Recall that the dot product of two vectors can be written as:

a-b = |a||||b]| cos#.
Using the fact from above steps, we get:
5=(2)(7)cosf

5/14 = cos @

To solve for theta, take arccos of each side:
arccos (5/14) = 0

Convert theta from radians to degrees using radian conversion factor (180/w): 6 = 73° The final
answer is:

Steering: (The vector cross product of two vectors is defined as follows: Findu X v : - Take the
first component of u and multiply it by the second component of v; - Multiply the second component
of u by the third component of v; - Subtract the result from Step 1 from the result from Step 2; )
Step 1: Recall the formula for calculating the magnitude of a vector. To calculate the magnitude,
or length, of a vector x with components (z1,%2,...,z,) we use the formula |z|= /22 + 23+ - +22.
However, this problem does not require us to directly apply this formula. Step 2: Use the given
information about the magnitudes of vectors a and b along with their cross product to set up an
equation involving the cosine of the angle between them using the relationship derived from the
definition of the dot product and properties of orthogonal unit vectors (i,j’,fe). Given the cross
3
product ax b = | 2| and knowing its magnitude can be used to relate to the angles between a and
6

b, let’s proceed to derive this relationship. Step 3: Calculate the magnitude of the cross product
a X b which will allow us to determine the sine of the angle between vectors a and b. We have
la x b|| = \/(3)2+(2)2+4 (6)2 = 7. Step 4: Apply the relation between the norms of vectors a and
b, the norm of their cross product, and the sine of the angle between them based on trigonometric
identities related to right triangles formed when you take the cross product of two vectors. Since
sin(0) = HH:II%be”H’ then substituting our known values gives sin(f) = % = 0.5. We need to solve for
theta next. Step 5: Solve for the angle 6 by taking the arcsine of both sides after isolating
sin(f), remembering to convert radians to degrees if necessary since the solution asks specifically
for degrees. Solving for 6:

0 = arcsin(0.5).

Step 6: Convert the value obtained in step 5 into degrees because the problem specifies that the
answer should be provided in degrees. Using knowledge of common angles: arcsin(0.5) = 30°. Therefore,

the smallest possible angle between vectors a and b is 30°. The final answer is:

Table 10: Steering Case. LLM: Llama3.1-8B-it Featue:15593(numeric expressions and mathematical components)

10913



