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Message from the General Chair

I am excited to welcome you to this year’s edition of the Conference on Empirical Methods in Natural
Language Processing! Importantly, it marks the 30th edition of EMNLP. With over 8,000 submissions,
more than 3,000 accepted papers, and thousands of attendees, we have come a long way from that first
workshop, which had 14 accepted papers. As the field looks ahead, Suzhou is the fitting location for
celebrating this milestone: rooted in a long literary tradition, yet modern and forward-looking, and home
to a large share of the NLP community.

A conference may seem deceptively straightforward: accept a bunch of papers, make some of them pre-
sentations and the rest posters, and done! Far from it, though. As the numbers already suggest, the
logistics behind EMNLP have become highly complex. Apart from ACL’s professional conference or-
ganization team around the indefatigable Jenn Rachford, Lina Staggs, Megs Haddad, and Damira Mrsic
from Underline, it took an army of dedicated volunteers coordinating messages, room assignments, ac-
ceptance decisions, and dealing with last-minute requests, complaints, and the administrative, financial,
and bureaucratic minutiae of getting thousands of people from across the world to get together in Suzhou.

My heartfelt thanks go to the entire organization committee and their tireless efforts. Without them and
their relentless dedication, this conference would not have been possible. If you see one of them, please
do thank them.

• Program Chairs: Christos Christodoulopoulos, Tanmoy Chakraborty, Carolyn Rose, Violet Peng

• ARR Guest Program Chair: Sarvnaz Karimi, Margot Mieskes, Michael White

• Local Chairs: Wei Ji, Jiaheng Liu

• Industry Track Chairs: Saloni Potdar, Lina Rojas-Barahona, Sebastien Montella

• Workshop Chairs: Sunipa Dev, Maja Popović, Eleftherios Avramidis

• Tutorial Chairs: Valentina Pyatkin, Andreas Vlachos

• Virtual Infrastructure Chair: Lianhui Qin

• Sponsorship Chairs: Joel Tetreault, Mengwen Liu

• Ethics Chairs: Shashank Srivastava, Anil Ramakrishna

• Internal Communications Chairs: Juntao Li, Steve Wilson

• Demonstration Chairs: Ivan Habernal, Jörg Tiedemann, Peter Schulam

• Publication Chairs: Shivashankar Subramanian, Hyunsoo Cho, Mark Hopkins

• Best Publication Chairs: Mirella Lapata, Owen Rambow

• Handbook Chairs: Lucia Siciliani

• Publicity Chairs: Yash Kumar Lal, Aaron Mueller, Dallas Card

• Student Volunteer Chairs: Nedjma Ousidhoum, Anne Lauscher

• Diversity/Inclusion Chairs: Chenxi Whitehouse, Margot Mieskes, Roy Ka-Wei Lee

• Website Chairs: Marcelo Viridiano, Haiyue Song

• Virtual Infrastructure Chairs: Lianhui Qin
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And of course, to the ACs, SACs, and countless reviewers who made the scientific program possible.
Thank you also to MCI, our local conference team, and the SIGDAT board: Raquel Fernandez, Isabelle
Augenstein, Kai-Wei Chang, Alice Oh, and Juan Pino, for all their support and trust. Special thanks
to David Yarowsky, one of the founders of EMNLP, and Yuji Matsumoto for their perspective on the
conference’s history and their continued support.

I am grateful to the PCs who tackled the new challenges of growing submission numbers, AI-generated
text, and addressing missing reviewers with a range of successful initiatives. It’s a sign of a resilient and
adaptive field moving forward.

I hope this conference will leave you feeling inspired, motivated, and energized to return to your work
after a wonderful time in Suzhou. Happy birthday, EMNLP: here’s to many more editions!

Dirk Hovy
EMNLP 2025 General Chair
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Message from the Program Chairs

Welcome to the 2025 Conference on Empirical Methods in Natural Language Processing, which is the
30th EMNLP. The field has a lot to be proud of, looking back, and not just about recent advances. A lot
has changed across these 30 years. The field of NLP has arguably ushered in the era of Generative AI,
transforming itself in the process. Even before LLMs however, EMNLP has witnessed a massive growth,
going from a small gathering with 14 accepted papers to a major event with thousands of accepted papers.
EMNLP 2025 will be held in a hybrid format, offering attendees the option to join us in person in
beautiful Suzhou, China, or to participate remotely from anywhere in the world. We are grateful to be
able to host this year’s conference in such a historic site, noted as one of the most beautiful cities in
China, and famous for intricate, lovely embroidery. Like with every past conference, the work over the
past year organizing EMNLP 2025 has been a collaborative effort, made possible by the dedication and
hard work of thousands of people. We would like to thank the support and contributions of the following
people:

• The General Chair, Dirk Hovy

• The ARR Editors-in-Chief of the May 2025 cycle (Sarvnaz Karmi, Margot Mieskes, & Michael
White), Technical Staff (Sudipta Kar, Freda Shi, Jonathan Kummerfeld, Yoshimoto Matsubara,
Dhruv Naik, and Holy Lovenia), and the extended team

• The OpenReview team, especially Harold Rubio and Melisa Bok

• The 168 Senior Area Chairs

• The 1,989 Area Chairs and the 13,048 reviewers

• The awards committee chairs, Mirella Lapata and Owen Rambow, and the awards committee mem-
bers

• The ethics chairs, Shashank Srivastava and Anil Ramakrishna

• The industry track chairs, Saloni Potdar, Lina Rojas-Barahona, and Sebastian Montella

• The demonstration chairs, Ivan Habernal, Joerg Tiedemann, and Peter Schulam

• The internal communications chairs, Juntao Li and Steve Wilson

• The website chairs, Marcelo Viridiano and Haiyue Song

• The publication chairs, Shivashankar Subramanian, Hyunsoo Cho, and Mark Hopkins

• The handbook chair, Lucia Siciliani

• The local organization chairs, Wei Ji and Jiaheng Liu, and their team

• The publicity chairs, Yash Kumar Lal, Aaron Mueller, and Dalas Card

• The student volunteer chairs, Nedjma Ousidhoum and Anne Lauscher

• The diversity/inclusion chairs, Chenxi Whitehouse, Margot Mieskes, and Roy Ka-Wei Lee

• The virtual infrastructure chair, Lianhui Qin

• The workshop chairs, Sunipa Dev, Maja Popovic, and Eleftherios Avranidis

• The tutorial chairs, Valentina Pyatkin and Andreas Vlachos
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• The sponsorship chairs, Joel Tetreault and Mengwen Liu

• The ACL Anthology Director Matt Post and his team

• The TACL editors-in-chief (Asli Celikyilmaz, Roi Reichart, and Dilek Hakkani Tur) and CL Editor
in-Chief Wei Lu

• The NAACL 2024 Program Chairs (Kevin Duh, Helena Gomez, and Steven Bethard) and the ACL
2024 Program Chairs (Lun-Wei Ku, Andre F. T. Martins, Vivek Srikumar)

• Damira Mrsic and Underline Team

• Jennifer Rachford and conference support staff

• All the authors of papers submitted for review

Review Process

All submissions to EMNLP 2025 went through a two-stage review process. First, papers were submitted
to the ACL Rolling Review (ARR), where they were reviewed by reviewers and received meta-reviews
from area chairs. Authors then had the option to commit their reviewed papers to EMNLP via a sepa-
rate EMNLP 2025 commitment site. At this stage, senior area chairs provided recommendations, and
final acceptance decisions were made by the program chairs. This process is consistent with previous
conferences, including NAACL 2025 and ACL 2025, and others. We worked closely with the ARR
team, particularly the Editors-in-Chief for the May 2025 cycle, and served as guest Editors-in-Chief for
this round. We also recruited additional reviewers and area chairs for ARR, bringing the total to 13,048
reviewers and 1,989 area chairs in the May 2025 ARR cycle, which handled the majority of EMNLP
2025 submissions. EMNLP also recruited 168 senior area chairs to oversee the review and meta-review
process.

New Review Incentives Policy

This year, in collaboration with ARR, we implemented a new policy to help us meet the ever growing
reviewing demands of the *CL conferences. In order to meet reviewer demand, it is necessary to require
reviewing from a broader range of authors, which in turn creates challenges in maintaining a high quality
standard as well as ensuring that reviews are submitted in a timely fashion. You can read the full policy at
https://aclrollingreview.org/incentives2025 but the most important element was that reviewers who were
deemed “highly irresponsible” would not be allowed to commit their work to EMNLP or (re-)submit
their work to the July ARR cycle. This year, we were cautious in implementing the policy, only desk-
rejecting (and disallowing submission to the July ARR cycle) papers where at least one author met all
the following criteria:

• They were assigned papers to review at the beginning of the review cycle (i.e. not emergency
reviews).

• They were a reviewer with at least 3 assigned papers and failed to submit 100% of their reviews
despite multiple reminders.

• They did not submit an Emergency declaration or a Delay notification.

Out of the 13,048 reviewers recruited this year, only 69 were deemed “highly irresponsible” under our
standards, and enforcement was applied solely in those cases In future cycles, this effort will extend
more broadly to include Area Chairs, and reviewers with a reduced workload, or those who did some
portion, but not enough, of what they were assigned. We will also be implementing a warning system
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where co-authors would be informed about any of their co-authors that meet the “highly irresponsible”
reviewer criteria. This was piloted in the July ARR cycle. Overall, the ARR process ran somewhat
less smoothly than ideal, with more than 50% of submitted papers missing at least one review by the
deadline. We worked as a team to ensure that all submitted papers received at least three reviews and
a meta-review, which required rounds of reminder emails and invitation of emergency reviewers. For
the EMNLP commitment phase, senior area chairs made recommendations for 4512 committed papers
based on the reviews, meta-reviews, and the papers themselves, with final acceptance decisions made by
the program chairs.

Acceptance Rate

In total, there are 1811 papers accepted to the Main Conference and 1417 papers accepted to Findings.
The acceptance rate for Main Conference papers is 22.16% and one for Findings papers is further 17.34%.
The acceptance rate calculation largely follows precedent set by previous conferences that also go through
ACL Rolling Review (ARR), e. g. NAACL 2025, ACL 2025. The calculation takes into account the
multi-stage process of ARR, where a paper may get revised in ARR and then later committed to the
conference. The denominator includes all those committed to EMNLP from Dec 2024 ARR through
May 2025 ARR.

Papers from ARR May 2025 7916
Papers from ARR Feb 2025 220
Papers from ARR Dec 2024 25
Papers from ARR Oct 2024 11
Papers from ARR Aug 2024 1
Papers from ARR Jun 2024 1

Among these submissions, 778 were withdrawn before receiving three reviews, and 670 were desk-
rejected. These are still counted in the denominator. The acceptance rate for Main Conference papers is
therefore: 1811/8174 = 22.16%. The final Main Conference proceedings will include 1668 long papers
and 143 short papers. Findings papers are those which are not accepted at the Main Conference, but
nevertheless have been judged worthy of publication as “solid work with sufficient substance, quality
and novelty”. The next 1417/8174 = 17.34% of papers were accepted to EMNLP Findings. The final
Findings proceedings will include 1246 long papers and 149 short papers.

Special Theme: Advancing our Reach – Interdisciplinary Recontextualiza-
tion of NLP

The core interests of the ACL community are rooted in human-language technologies but also have a
broad reach into other fields. A couple of recent examples are the burgeoning areas of code models
and vision models. Earlier cases are exemplified through SIGs connected with the fields of education,
medicine, and humanities. Movements such as NLP for Social Good and Computational Social Science
show a desire for broad impact, which requires expertise beyond the borders of our own community to
achieve. This year’s theme of Advancing our Reach: Interdisciplinary Recontextualization of NLP aims
to highlight this need for broader connections with other fields to understand and intensify NLP’s impact.
The goal is to increase our awareness of how advances in NLP can impact other fields, and design better
strategies to measure that impact both within and across disciplines. Over the past two decades, the
field has advanced at an exponential rate. The term language models is now a household word, the
industry is booming, and the publication rate is dizzying, but what does that mean about fundamental
scientific impact and broader impact on real societal problems? How can we measure that in a rigorous
way? Scores on benchmarks are increasing; however, to what extent do our benchmarks reflect the true
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impact of our technology advances? If we make a distinction between impact within our own field versus
impact from our field into other fields, would we see the same magnitude of growth? The conventional
measures of success don’t facilitate making critical distinctions, like incremental improvement versus
transformative change, or within-field uptake versus broad impact across fields. So this year, we invited
engagement with the theme first through a theme-specific submission track for papers addressing the
fundamental technology advances and papers addressing the evaluation methodology issues. Note that
we did not consider position papers. However, we also invited Fireside Chat session proposals designed
to bring together NLP researchers with leaders from other fields for agenda setting and new collaboration
formation. Finally, we invited multi-disciplinary panel proposals that provide opportunities to engage the
broader community in reflection related to the theme. We received 100 submissions to the theme track
during the commitment phase. Among these, 41 papers were accepted to the main conference and a
further 32 to Findings of EMNLP.

Best Paper Selection

In keeping with the practices observed in EMNLP 2024, we included the following best paper awards
categories:

• Best Papers (featuring < 0.25% of accepted papers) and Outstanding Papers (featuring < 2.5%
of accepted papers) present fascinating, controversial, surprising, impressive, and/or potentially
field-changing ideas.

• Senior Area Chairs’ awards are similar to Outstanding papers, but specific to this research track.

• Best Theme Papers (= Senior Area Chair’s awards for the special theme track) make significant
new contributions to efficiency in model algorithms, training, and inference.

• Social Impact Papers have the potential for a significant positive societal impact.

• Resource Papers announce, describe, and share a fascinating, valuable, or potentially field-changing
new resource.

Based on nominations from SACs and ACs, 75 candidates were shortlisted for consideration for the
above awards. The final selection was made by the Best Paper Award Committee, and the winners will
be announced and will present their work during the closing ceremony..

Program Composition & Presentation Modes

Based on feedback recommendations from the General Chair and Jennifer Rachford’s team, we deci-
ded to hold the virtual poster sessions immediately before and after the in-person program on the main
conference days. This approach allows virtual attendees to participate concurrently with the physical
event, avoiding the need for organizers and attendees to engage with the conference twice. This year,
325 main conference papers were selected for oral presentations by the program chairs, with the goal of
creating a well-rounded program featuring a diverse set of topics instead of selecting papers based on
their review scores. Numerical scores were only part of the consideration of assignment to oral versus
poster presentations. We placed a high value on representation across tracks and topical coherence in the
sessions. In addition to the main conference papers, the EMNLP program also includes 2 papers accep-
ted by Computational Linguistics and 15 papers accepted by Transactions of the ACL (TACL). Among
these, 17 journal papers will be presented in-person as oral presentations, thematically distributed across
appropriate sessions, with formats chosen based on author preferences. Additionally, all Findings papers
have been assigned poster presentations in designated sessions. Rounding out the program are dedicated
sessions for the demonstrations track and the student research workshop.
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Keynotes and Panel

This year’s program features an impressive lineup of three keynote speakers:

• Heng Ji, University of Illinois at Urbana-Champaign, USA

• Jana Diesner, Technical University of Munich, Germany

• Hannaneh Hajishirzi, University of Washington, USA

Alongside these keynotes, we are looking forward to hosting a panel discussion related to the conference
theme entitled “Advancing our Reach: Do’s, Don’ts and Lessons learned in Interdisciplinary Research”,
which will include the keynote speakers and other invited guests.

We hope that you will enjoy this year’s program and hybrid conference!

Christos Christodoulopoulos, Information Commissioner’s Office (ex-Amazon)
Tanmoy Chakraborty, Indian Institute of Technology Delhi (IIT Delhi)
Carolyn Rose, Carnegie Mellon University (CMU)
Violet Peng, University of California, Los Angeles (UCLA)
EMNLP 2025 Program Co-Chairs
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Message from the Local Chairs

Dear EMNLP 2025 Participants,

It is our great honor to welcome you to EMNLP 2025 in Suzhou, China — a city where classical elegance
meets modern innovation. Often called the Venice of the East", Suzhou has for centuries inspired poets,
scholars, and artists with its winding canals, stone bridges, and UNESCO World Heritage classical gar-
dens. Today, it also stands as a vibrant hub of research, technology, and international exchange, making
it a fitting setting for one of the premier conferences in natural language processing.

Suzhou is a city of languages in every sense. The mellifluous tones of the Wu dialect, once praised as the
language of songs", mingle with Mandarin and the many tongues of visitors and residents from around
the world. This rich linguistic and cultural landscape reflects the very spirit of EMNLP: embracing
diversity, fostering dialogue, and advancing our shared understanding of human and machine language.

Beyond its cultural heritage, Suzhou has rapidly emerged as a center of science and innovation. Ancho-
red by world-class universities, thriving industries, and close connections to Shanghai, it embodies the
dynamic transformation that continues to shape both China and the global community. In this blend of
tradition and modernity, we see a metaphor for our field: deeply rooted in language’s long history, yet
continually branching into new technologies and applications.

During your stay, we invite you to explore the beauty and vitality of Suzhou. Stroll through the Humble
Administrator’s Garden or the Lingering Garden, where architecture and nature merge in timeless harmo-
ny. Wander the ancient water towns of Zhouzhuang and Tongli, where history flows quietly along canals.
Discover the contemporary skyline of Jinji Lake, or visit the Suzhou Museum, masterfully designed by I.
M. Pei. And of course, delight in Suzhou’s culinary traditions, from the artistry of Suzhou-style noodles
to the elegance of seasonal delicacies.

We extend our deepest gratitude to the organizing team, and the many volunteers whose dedication has
made this conference possible.

We hope that EMNLP 2025 will be both intellectually stimulating and personally memorable, offering
you not only a rich technical program but also the chance to experience the unique charm of Suzhou —
a city where water, garden, and language flow together in harmony.

Welcome to Suzhou!

Wei Ji, Nanjing University
Jiaheng Liu, Nanjing University
EMNLP 2025 Local Chairs
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dharth Kashyap, Zdeněk Kasner, Ali M. Kassem, Nora Kassner, Akihiko Kato, Yoshihide Kato,
Shachar Katz, Manohar Kaul, Ayush Kaushal, Muhammad Dehan Al Kautsar, Parsa Kavehzadeh,
Pride Kavumba, Daisuke Kawahara, Masayuki Kawarada, Hideto Kazawa, Nazmul Kazi, Przemy-
slaw Kazienko, Cai Ke, Chris Kedzie, Sedrick Scott Keh, Mamadou K. Keita, Katherine A. Keith,
Amr Keleg, Mikaela Keller, Roman Kern, Kristian Kersting, Natthawut Kertkeidkachorn, Vaisha-
kh Keshava, Baber Khalid, Muhammad Khalid, Muhammad Khalifa, Zena Al Khalili, Mohammed
Khalilia, Fahad Shahbaz Khan, Latifur Khan, Mohammad Aflah Khan, Aditi Khandelwal, Shima
Khanehzar, Simran Khanuja, Subhojyoti Khastagir, Faiza Khan Khattak, Yassine El Kheir, Vivek
Khetan, Hichem Ammar Khodja, Urja Khurana, Dayeon Ki, Douwe Kiela, Johannes Kiesel, Zlata
Kikteva, Bugeun Kim, Byeonggeun Kim, Byoungjip Kim, Chae Won Kim, Chaeeun Kim, Chang-
hun Kim, Dahyun Kim, Donghyun Kim, Doyoung Kim, Eunji Kim, Gangwoo Kim, Geewook Kim,
Gene Louis Kim, Gunhee Kim, Gyuwan Kim, Hannah Kim, Harksoo Kim, Hazel H. Kim, Hee-
seung Kim, Hongjin Kim, Hwichan Kim, Hyuhng Joon Kim, Jaehyung Kim, Jaein Kim, Jaeyoung
Kim, Jeonghwan Kim, Ji-Hoon Kim, Jieyong Kim, Jihie Kim, Jiho Kim, Jihyuk Kim, Jinsung
Kim, Jiseon Kim, Jongyoon Kim, Juho Kim, Jung-jae Kim, Junho Kim, Junmo Kim, Junyeob
Kim, Junyeong Kim, Kang-Min Kim, Kangil Kim, Michelle Kim, Minbeom Kim, Minseok Kim,

xxxi



Minsoo Kim, Minsu Kim, Misuk Kim, Namyoung Kim, Seungone Kim, Sun Kim, Sungchul Kim,
Sungwoong Kim, Taehee Kim, Taehwan Kim, Taesup Kim, Yekyung Kim, Yongil Kim, Youna
Kim, YoungBin Kim, Youngkyoung Kim, Youngwoo Kim, Yujin Kim, Yumin Kim, Yunsoo Kim,
Zae Myung Kim, Vadim Kimmelman, Brendan King, Tracy Holloway King, Yuval Kirstain, Fre-
deric Kirstein, Varsha Kishore, Diego Klabjan, Jens Kleesiek, Ayal Klein, Đorđe Klisura, Alois
Knoll, Jongwoo Ko, Sang-Ki Ko, Hideo Kobayashi, Ichiro Kobayashi, Elena Kochkina, Jan Kocon,
Prashant Kodali, Joachim Koehler, Hyukhun Koh, Ryosuke Kohita, Guneet Singh Kohli, Takeshi
Kojima, Stanley Kok, Olga Kolesnikova, Prateek Kolhar, Alexander Koller, Boshko Koloski, Rik
Koncel-Kedziorski, Grzegorz Kondrak, Cunliang Kong, Fang Kong, Fanshuang Kong, Jun Kong,
Keyi Kong, Lingxing Kong, Vasily Konovalov, Myoung-Wan Koo, Seonmin Koo, Bevan Koop-
man, Yeganeh Kordi, Mandy Barrett Korpusik, Katerina Korre, Roman Koshkin, Satoshi Kosugi,
Katsunori Kotani, Neema Kotonya, Ziyi Kou, Vasiliki Kougia, George Kour, Punit Singh Koura,
Ross Koval, Adriana Kovashka, Ivan Koychev, Oluwasanmi O Koyejo, Elisa Kreiss, Matt Kret-
chmar, Ranjay Krishna, Satyapriya Krishna, Lun-Wei Ku, Max Ku, Jiayi Kuang, Kun Kuang,
Marek Kubis, Keito Kudo, Sachit Kuhar, Marco Kuhlmann, Ilia Kulikov, Adithya Kulkarni, Athar-
va Kulkarni, Mayank Kulkarni, Sayali Kulkarni, Artur Kulmizev, Saurabh Kulshreshtha, Anoop
Kumar, Bhargava Kumar, Karun Kumar, Prince Kumar, Ravi Kumar, Rishabh Kumar, Sandeep
Kumar, Shachi Hullumane Kumar, Shivani Kumar, Sonal Kumar, Srijan Kumar, Sujay S Kumar,
Varun Kumar, Vineet Kumar, Vivek Kumar, Yaman Kumar, Ponnurangam Kumaraguru, Gitanjali
Kumari, Tuhin Kundu, Po-Nien Kung, Olli Kuparinen, Kemal Kurniawan, Sadao Kurohashi, Ven-
kata Madhu Sravanth Kurumaddali, Wojciech Kusa, Saar Kuzi, Gleb Kuzmin, Andrey Kuznetsov,
Ilia Kuznetsov, Kristian Kuznetsov, Dong-Hyun Kwak, Haewoon Kwak, Nojun Kwak, Wonbin
Kweon, James Kwok, Kenneth Kwok, Deuksin Kwon, Jingun Kwon, Sunjae Kwon, Tanja Käser,
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pold, Christoph Leiter, Gaël Lejeune, Leon Leng, Chak Tou Leong, Colin Leong, Bruno Lepri,
Pietro Lesci, Gina-Anne Levow, Sharon Levy, Martha Lewis, Patrick Lewis, Ang Li, Bangzheng
Li, Baochun Li, Baohang Li, Bin Li, Bing Li, Binyang Li, Bo Li, Bobo Li, Bocheng Li, Boxuan Li,
ChangHao Li, Changmao Li, Changqun Li, Changye Li, Chaozhuo Li, Chengkai Li, Chengming
Li, Chengpeng Li, Chengxi Li, Chengzhengxu Li, Chengzu Li, Chenliang Li, Chong Li, Chunyang
Li, Chuyuan Li, Cuiping Li, Daifeng Li, Dawei Li, Dexun Li, Deyu Li, Dingcheng Li, Diya Li,
Dong Li, Dongsheng Li, Dongyang Li, Dongyuan Li, Feng-Lin Li, Gang Li, Ge Yi Li, Haizhou
Li, Hanbo Li, Hanqi Li, Hao Li, Haochen Li, Haohang Li, Haoran Li, Haoxin Li, Haoyuan Li, He
Li, Huayang Li, Hui Li, Huihan Li, Huiying Li, Jia Li, Jiaang Li, Jiachen Li, Jian Li, Jiang Li,

xxxii



Jianjun Li, Jianling Li, Jianxin Li, Jiaoda Li, Jiaqi Li, Jiaxi Li, Jiazhao Li, Jiazheng Li, Jierui Li,
Jijie Li, Jinyang Li, Jinyuan Li, Jixing Li, Juan Li, Juanhui Li, Juanzi Li, Judith Yue Li, Juncheng
Li, Jundong Li, Juntao Li, Junzhuo Li, Kaiyuan Li, Kan Li, Ke Li, Kun Li, Lei Li, Li Li, Liang Li,
Liangyue Li, Liangze Li, Lihong Li, Lijun Li, Lin Li, Linjing Li, Linjun Li, Linlin Li, Lishuang Li,
Liyao Li, Lujun Li, Mengze Li, Miao Li, Miaomiao Li, Min Li, Ming Li, Mingchen Li, Mingming
Li, Mingzhe Li, Mukai Li, Muzhi Li, Nian Li, Panfeng Li, Peiguang Li, Peng Li, Ping Li, Qi Li,
Qian Li, Qing Li, Qintong Li, Qiuchi Li, Ran Li, Raymond Li, Renhao Li, Rongjun Li, Rongsheng
Li, Rui Li, Ruifan Li, Ruiqi Li, Ruixuan Li, Rumei Li, Ruochen Li, Ruosen Li, Ruoyu Li, Ryan Li,
Senyu Li, Sha Li, Shang-Wen Li, Shaobo Li, Shasha Li, Sheng Li, Shengjie Li, Shichen Li, Shimin
Li, Shiyang Li, Shuangyin Li, Shuo Li, Shuyue Stella Li, Sihang Li, Siheng Li, Siyan Li, Sujian
Li, Tianhao Li, Tianjian Li, Tianlin Li, Tianrui Li, Tianshi Li, Victor O.K. Li, Wei Li, Weikang Li,
Weiping Li, Wen-Ding Li, Wenda Li, Wenhao Li, Wenyan Li, Xia Li, Xian Li, Xiang Li, Xiang
Lisa Li, Xiangci Li, Xianming Li, Xiaochuan Li, Xiaonan Li, Xiaopeng Li, Xin Li, Xingxuan Li,
Xinjin Li, Xinlin Li, Xintong Li, Xinze Li, Xuchen Li, Xurui Li, Yang Li, Yangning Li, Yanyang
Li, Yi Li, Yifei Li, Ying Li, Yinghao Li, Yingya Li, Yitong Li, Yiwei Li, Yixia Li, Yiyang Li, Yizhi
Li, Yong Li, Yongqi Li, Yu Li, Yuan Li, Yucheng Li, Yudong Li, Yuepei Li, Yun Li, Yunpeng Li,
Yunshui Li, Yuntao Li, Yunxin Li, Yunxuan Li, Yuqing Li, Zang Li, Zechen Li, Zehan Li, Zekun
Li, Zexin Li, Zexuan Li, Zhaocong Li, Zhaonan Li, Zhaowei Li, Zhaoyi Li, Zhen Li, Zheng Li,
Zhenwen Li, Zhixu Li, Zhoujun Li, Zhuochun Li, Zhuohang Li, Zhuohao Li, Zhuoqun Li, Zhuoran
Li, Zhuowan Li, Zhuoyan Li, Zichao Li, Zihan Li, Zihao Li, Zizhong Li, Zongxi Li, Zongxia Li,
Zongyao Li, Zuchao Li, Defu Lian, Jianxun Lian, Chen Liang, Davis Liang, Jianxin Liang, Jiaqing
Liang, Jinggui Liang, Jiye Liang, Juhao Liang, Ke Liang, Lei Liang, Shining Liang, Shuo Liang,
Sichu Liang, Tian Liang, Tingting Liang, Xiaobo Liang, Xiaozhuan Liang, Xiwen Liang, Yingyu
Liang, Yitao Liang, Yunlong Liang, Yuxuan Liang, Zhenwen Liang, Baohao Liao, Hao Liao, Jian
Liao, Lei Liao, Minpeng Liao, Ruotong Liao, Xixian Liao, Yong Liao, Yusheng Liao, Zihan Liao,
Luca Di Liello, Erin MacMurray van Liemt, Wencke Liermann, Veronica Liesaputra, Jasy Suet
Yan Liew, Gilbert Lim, Jungwoo Lim, KyungTae Lim, Ser-Nam Lim, Woohyung Lim, Woosang
Lim, Zheng Wei Lim, Peerat Limkonchotiwat, Antonie Lin, Binghuai Lin, Bingqian Lin, Chen
Lin, Chenghua Lin, Dahua Lin, Fangquan Lin, Gang Lin, Haokun Lin, Haonan Lin, Hongzhan
Lin, Huawei Lin, I-Fan Lin, Inna Wanyin Lin, Jiayu Lin, Jieru Lin, Jiuheng Lin, Jun Lin, Kevin
Lin, Liang Lin, Lu Lin, Mingbao Lin, Minhua Lin, Pin-Jie Lin, Qian Lin, Qika Lin, Qinghong
Lin, Qingwei Lin, Run Lin, Sheng-Chieh Lin, Shom Lin, Shuhang Lin, Tony Lin, Tzu-Quan Lin,
Weiran Lin, Weizhe Lin, Xin Alex Lin, Xuemin Lin, Xueyuan Lin, Yen-Ting Lin, Yi-Cheng Lin,
Yijie Lin, Ying Lin, Youyuan Lin, Yueqian Lin, Zeqi Lin, Zhe Lin, Zhen Lin, Zheng Lin, Zhenxi
Lin, Zhouhan Lin, Zi Lin, Zihao Lin, Zijia Lin, Chen Ling, Zhen-Hua Ling, Zijian Ling, Pietro
Lio, Gili Lior, Zachary Lipton, Huang Lisheng, Aiwei Liu, Anqi Liu, Ben Liu, Bin Liu, Bo Liu,
Bobobo Liu, Chang Liu, Chen Cecilia Liu, Chengyuan Liu, Chuanyi Liu, Chunhua Liu, Cong Liu,
Daizong Liu, Danni Liu, Dayiheng Liu, Deyuan Liu, Dongfang Liu, Dongrui Liu, Fangchao Liu,
Fei Liu, Fuxiao Liu, Gongshen Liu, Guangyi Liu, Guojun Liu, Han Liu, Hang Liu, Hanmeng Liu,
Hao Liu, Heyang Liu, Hongfu Liu, Hui Liu, Huijun Liu, Jason Klein Liu, Ji Liu, Jia Liu, Jiacheng
Liu, Jiachi Liu, Jiale Liu, Jiamou Liu, Jianfeng Liu, Jiaqing Liu, Jiarui Liu, Jiateng Liu, Jiawei
Liu, Jiaxiang Liu, Jie Liu, Jie-jyun Liu, Jin Liu, Jing Liu, Jinghui Liu, Jingping Liu, Jinxin Liu,
Jiongnan Liu, Juhua Liu, Jun Liu, Junnan Liu, Kang Liu, Kuanghong Liu, Kunpeng Liu, Lihui
Liu, Lin Liu, Meng Liu, Ming Liu, Naiming Liu, Nayu Liu, Ning Liu, Ninghao Liu, Peiyu Liu,
Pengyuan Liu, Qiang Liu, Qiao Liu, Qijiong Liu, Qin Liu, Qingbin Liu, Qinqing Liu, Quan Liu,
Rui Liu, Ruibo Liu, Ruiheng Liu, Ruikang Liu, Ruitong Liu, Ruiyang Liu, Shangqing Liu, Sheng
Liu, Shenghua Liu, Shengjie Liu, Shengping Liu, Shicheng Liu, Shilei Liu, Shiwei Liu, Shuheng
Liu, Shujie Liu, Shuliang Liu, Shuqi Liu, Sijia Liu, Siyang Liu, Siyi Liu, Tianci Liu, Tianqiao Liu,
Tianyang Liu, Ting Liu, Tong Liu, Wanlong Liu, Wei Liu, Weifeng Liu, Weisi Liu, Wenhe Liu,
Wenrui Liu, Xiang Liu, Xianggen Liu, Xianglong Liu, Xiaoming Liu, Xiaoqian Liu, Xiaoran Liu,
Xiaozhong Liu, Xin Liu, Xinyu Liu, Xinyue Liu, Xixian Liu, Xubo Liu, Xue Liu, Xuebing Liu,

xxxiii



Xukai Liu, Xuye Liu, Yahui Liu, Yan Liu, Yanchen Liu, Yanchi Liu, Yang Liu, Yang Aron Liu,
Yanming Liu, Yantao Liu, Yao Liu, Ye Liu, Yi Liu, Yicun Liu, Yihong Liu, Yilun Liu, Yiming
Liu, Yinhong Liu, Yong Liu, YongKang Liu, Yongbin Liu, Yonghao Liu, Yongmei Liu, Yu Liu,
Yuan Liu, Yuanxing Liu, Yue Liu, Yufang Liu, Yuhan Liu, Yunxin Liu, Yurong Liu, Zeming Liu,
Zhengyuan Liu, Zhengzhong Liu, Zhenhua Liu, Zhexiong Liu, Zheyuan Liu, Zhi Liu, Zhili Liu,
Zhining Liu, Zhiwei Liu, Zhiyue Liu, Zihan Liu, Zihang Liu, Zijie Liu, Zijing Liu, Zijun Liu,
Zikang Liu, Ziqi Liu, Zirui Liu, Zitao Liu, Ziyi Liu, Soda Marem Lo, Tien-Hong Lo, Tyler Loak-
man, Colin Lockard, Mengsay Loem, Le Huu Loi, Rahul Lokesh, Maria Lomeli, Do Xuan Long,
Jikai Long, Qingqing Long, Quanyu Long, Teng Long, Wanqiu Long, Xinwei Long, Yunfei Long,
Michela Lorandi, Ehsan Lotfi, Cedric Lothritz, Chao Lou, Qian Lou, Natalia Loukachevitch, Bo-
Ru Lu, Chaochao Lu, Heng-yang Lu, Jianqiao Lu, Jiasen Lu, Jinghui Lu, Jinliang Lu, Junru Lu,
Keming Lu, Qingyu Lu, Rongxing Lu, TaiMing Lu, Tianyu Lu, Wenpeng Lu, Xiaoxin Lu, Xin
Lu, Xingyu Lu, Xinjiang Lu, Xinyuan Lu, Xuesong Lu, Yao Lu, Yunan Lu, Yuxuan Lu, Yuyin
Lu, Zexin Lu, Jian Luan, Evan Lucas, Jason S Lucas, Bernd Ludwig, Agnes Luhtaru, Stephanie
M. Lukin, Chen Luo, Chu Fei Luo, Fuwen Luo, Haoran Luo, Hongyin Luo, Jiebo Luo, Jinqi Luo,
Junyu Luo, Kangyang Luo, Lannan Luo, Ling Luo, Linhao Luo, Man Luo, Minnan Luo, Ruilin
Luo, Sichun Luo, Siwen Luo, Tianze Luo, Weidi Luo, Xiang Luo, Xianzhen Luo, Yang Luo, Yao
Luo, Yingfeng Luo, Yiran Luo, Yuanchang Luo, Yuyu Luo, Zheheng Luo, Zhuang Luo, Zhunchen
Luo, Ziming Luo, Thang Luong, Marlene Lutz, Lin Luyang, Bo Lv, Changze Lv, Fengmao Lv,
Kai Lv, Xingtai Lv, Zheqi Lv, Kevin Lybarger, Chris Lydia, Bohan Lyu, Chengqi Lyu, Chenyang
Lyu, Chunchuan Lyu, Lingjuan Lyu, Shengfei Lyu, Xinglin Lyu, Xinxi Lyu, Yougang Lyu, Zon-
gwei Lyu, Alexander Lyzhov, Zhiyu li

Bo Ma, Bolei Ma, Chen Ma, Congbo Ma, Fukun Ma, Guangyuan Ma, Jiawei Ma, Jie Ma, Jun-Yu
Ma, Lei Ma, Longxuan Ma, Pingchuan Ma, Qianli Ma, Rao Ma, Shiqing Ma, Shuo Ma, Simin Ma,
Tengfei Ma, Weicheng Ma, Weitao Ma, Weizhi Ma, Xinbei Ma, Xinge Ma, Xinyin Ma, Xueguang
Ma, Xutai Ma, Yanan Ma, Yichuan Ma, Yunpu Ma, Yuqing Ma, Zexiong Ma, Zhengrui Ma, Zihan
Ma, Ziyang Ma, Iffat Maab, Kate MacFarlane, Sashank Macha, Lieve Macken, Avinash Madasu,
Mounica Maddela, Rahul Madhavan, Sathwik Tejaswi Madhusudhan, Manas Madine, Tharindu
Madusanka, Seiji Maekawa, Joao Magalhaes, Samar Mohamed Magdy, Walid Magdy, Bernardo
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Keynote Talk
No more Processing. Time to Discover.

Heng Ji
Siebel School of Computing and Data Science, University of Illinois

Wednesday, November 5th – Time: from 09:30 to 10:30 – Room: B301

Abstract: Scientific discovery, especially for new drugs and materials, urgently needs our help. The
traditional manual approach is highly artisanal, and thus slow and expensive. Most importantly, many
commercial drugs or materials have well-documented limitations that have remained unaddressed. In
fact, AI for Science has become a rapidly growing field, with NLP researchers playing a central role by
organizing shared tasks and competing on various leaderboards, especially through approaches powered
by large language models (LLMs). In this talk, however, I will offer a provocative perspective on why
our community may be heading in the wrong direction. Take drug discovery as an example: much of
the existing work merely classifies properties of known drugs and thus discovers nothing, or generates
molecules that are chemically impossible to make.
Unlike machines, human scientists are inherently “multilingual,” seamlessly navigating diverse modali-
ties, from natural language in literature to complex scientific data such as molecular structures in know-
ledge bases. Human scientists also “think before they talk”: they ground their reasoning in deliberate
reflection and subject new ideas to critical evaluation and verification. Against this backdrop, I argue
that there is a correctable fundamental mismatch between the way LLMs work and the way scientists
traditionally discover and verify new research hypotheses. I propose to design new LLM paradigms by
drawing inspiration from the scientific discovery process itself: (1) “Observe”- acquire, represent and
integrate knowledge from multiple data modalities; (2) “Think” - think critically to generate hypotheses;
and (3) “Propose and Verify” - verify hypotheses through the Physical World.
As a prototype example, I will present mCLM, a modular Chemical-Language Model that speaks two
complementary languages: one that represents molecular building blocks indicative of specific functions
and compatible with automated modular assembly, and another that describes these functions in natu-
ral language. Experiments on 430 FDA-approved drugs showed that mCLM is capable of significantly
improving chemical functions critical to determining drug potentials. mCLM, with only 3B parame-
ters, also achieves improvements in function scores and synthetic accessibility relative to 7 other leading
generative AI methods including GPT-5. mCLM can also reason on multiple functions and iteratively
self-improve to rescue drug candidates that failed late in clinical trials (“fallen angels”). Preliminary
animal testing results further underscore the promise of this approach. In the long term, I envision a
comprehensive, multi-agent, human-in-the-loop autonomous laboratory, structured around iterative cy-
cles of reasoning, proposal, synthesis, physical testing, feedback, and reasoning to enable never-ending
self-improvement and co-evolvement with human scientists.
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Bio: Heng Ji is a Professor of Computer Science at Siebel School of Computing and Data Science,
and a faculty member affiliated with Electrical and Computer Engineering Department, Coordinated
Science Laboratory, and Carl R. Woese Institute for Genomic Biology of University of Illinois Urbana-
Champaign. She is an Amazon Scholar. She is the Founding Director of Amazon-Illinois Center on
AI for Interactive Conversational Experiences (AICE), and the Founding Director of CapitalOne-Illinois
Center on AI Safety and Knowledge Systems (ASKS). She received Ph.D. in Computer Science from
New York University. Her research interests focus on Natural Language Processing, especially on Mul-
timedia Multilingual Information Extraction, Knowledge-enhanced Large Language Models and Vision-
Language Models, AI for Science, and Science-inspired AI. The awards she received include Outstan-
ding Paper Award at ACL2024, two Outstanding Paper Awards at NAACL2024, “Young Scientist” by
the World Laureates Association in 2023 and 2024, “Young Scientist” and a member of the Global Fu-
ture Council on the Future of Computing by the World Economic Forum in 2016 and 2017, “Women
Leaders of Conversational AI” (Class of 2023) by Project Voice, “AI’s 10 to Watch” Award by IEEE
Intelligent Systems in 2013, NSF CAREER award in 2009, PACLIC2012 Best paper runner-up, “Best
of ICDM2013” paper award, “Best of SDM2013” paper award, ACL2018 Best Demo paper nomination,
ACL2020 Best Demo Paper Award, NAACL2021 Best Demo Paper Award, Google Research Award in
2009 and 2014, IBM Watson Faculty Award in 2012 and 2014 and Bosch Research Award in 2014-2018.
She has coordinated the NIST TAC Knowledge Base Population task 2010-2020. She served as the as-
sociate editor for IEEE/ACM Transaction on Audio, Speech, and Language Processing, and the Program
Committee Co-Chair of many conferences including NAACL-HLT2018 and AACL-IJCNLP2022. She
was elected as the North American Chapter of the Association for Computational Linguistics (NAACL)
secretary 2020-2023.
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Keynote Talk
Looking at NLP through the lens of the (computational)

social sciences
Jana Diesner

Technical University of Munich

Thursday, November 6th – Time: from 09:00 to 10:00 – Room: B301

Abstract: Using empirical methods from NLP has led to tremendous progress in the social sciences and
humanities. I address how leveraging innovative NLP techniques has helped to discover and validate hy-
potheses about the functioning and patterns of complex societal systems, jointly considering the content
and structure of social and socio-technical interactions, and scaling up the analysis of human-centered,
qualitative, and multi-modal data. Knowledge from the social sciences has in turn informed and advanced
data annotation, model building, and result explanation in NLP. At the same time, the choices we make
when studying and predicting the structure and behavior of groups matter. I discuss how differences
in research design, epistemology, and culturally contextualized algorithms impact knowledge discovery,
theory development, practical applications, and policies. I conclude with implications of work at the
nexus of NLP and the social sciences on innovation, validation, and bridging differences in scales.

Bio: Jana Diesner is a Full Professor at the Technical University of Munich, School of Social Science
and Technology, with a joint appointment at the School of Computation, Information and Technology.
She leads the Human-Centered Computing group. Her group works on methods from network science,
natural language processing, machine learning, and AI, and integrates them with theories from the so-
cial sciences and humanities to advance our understanding of theories and patterns of complex societal
systems. Their work also considers cultural contexts and ethical concerns to advance responsibility in
computational sciences. Before joining TUM in 2024, Jana was a tenured professor at the University of
Illinois Urbana Champaign. School of Information Sciences. She earned her Ph.D. at Carnegie Mellon,
School of Computer Science.

xlviii



Keynote Talk
Open-Science AI: Building Language, Vision, and Reasoning

Models that Drive Innovation
Hannaneh Hajishirzi

University of Washington

Friday, November 7th – Time: from 09:00 to 10:00 – Room: B301

Abstract: Innovation and competitiveness in AI are driven not only by building powerful systems but al-
so by creating enduring, extensible solutions that empower the research community to explore, evaluate,
and build upon them further. In this talk, I discuss how to develop open language, vision, and reasoning
models that can compete with proprietary counterparts—models that are fully open and scientifically
grounded. I will highlight how these open-science AI efforts have led to innovative strategies for da-
ta curation, new paradigms in model training, improved reasoning algorithms, and advances in model
traceability, among others. These ideas will be illustrated through examples from my team’s work on
OLMo, Tulu, Molmo, FlexOLMo, and OLMoTrace, as well as related contributions from the broader
research community.
More specifically, I will share lessons learned from building our fully open language models, OLMo,
demonstrating that with the right scientific and engineering approaches, it is possible to refine model
capabilities and achieve state-of-the-art performance. I will explain how this foundation has enabled us
to develop FlexOLMo, a new paradigm for modular language model training that supports both data pri-
vacy and data collaboration, and OLMoTrace, a tool for tracing model outputs back to their training data.
I will also discuss RLVR, our new approach to reinforcement learning with verifiable rewards in Tulu 3,
and how it has led to the creation of stronger reasoning models, catalyzing an active new area of research
in verifiable reasoning. Finally, I will highlight Dolma and PixMo, illustrating how novel data curation
and mixing strategies further enhance model capabilities and enable effective, high-quality training of
language and vision models.

Bio: Hanna Hajishirzi is a Professor of Computer Science at the University of Washington and a Senior
Director of AI at AI2. Her research spans generative AI and natural language processing, with a focus
on building pioneering, open-science AI solutions. She co-leads the OLMo and Tulu projects, advancing
fully open language and reasoning models to accelerate the science of AI, empower the research commu-
nity, and champion openness as a driver of innovation. These models have been downloaded more than
10 million times as of 2025 and were recognized with GeekWire’s Innovation of the Year award. She is a
co-PI of a $152M NSF- and NVIDIA-supported grant to develop the next generation of open multimodal
models.
She is a recipient of the Sloan Fellowship (2021), the Uncommon Thinker Award (2025), the NSF CA-
REER Award (2021), Torode family Career development professorship (2022), the Allen Distinguished
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Investigator Award (2014), the UIUC Alumni Award (2024), and was a finalist for the VentureBeat Wo-
men in AI Award (2024, 2025). Her research has earned recognition at leading venues, with papers
receiving or being finalists for awards at ACL 2025, CVPR 2025, ACL 2024 (Best Paper and Best Re-
source Paper), CVPR 2022, AKBC 2020, and SIGDIAL 2012.
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Fabian Retkowski, Maike Züfle, Andreas Sudmann, Dinah Pfau, Shinji Watanabe, Jan Niehues

and Alexander Waibel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27275

CogDual: Enhancing Dual Cognition of LLMs via Reinforcement Learning with Implicit Rule-Based
Rewards

Cheng Liu, Yifei Lu, Fanghua Ye, Jian Li, Xingyu Chen, Feiliang Ren, Zhaopeng Tu and Xiaolong
Li . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27307

Assay2Mol: Large Language Model-based Drug Design Using BioAssay Context
Yifan Deng, Spencer S Ericksen and Anthony Gitter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .27337

Frame First, Then Extract: A Frame-Semantic Reasoning Pipeline for Zero-Shot Relation Triplet Ex-
traction

Zehan Li, Fu Zhang, Wenqing Zhang, Jiawei Li, Zhou Li, Jingwei Cheng and Tianyue Peng27363

MrGuard: A Multilingual Reasoning Guardrail for Universal LLM Safety
Yahan Yang, Soham Dan, Shuo Li, Dan Roth and Insup Lee . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27377

TALON: A Multi-Agent Framework for Long-Table Exploration and Question Answering
Ruochun Jin, Xiyue Wang, Dong Wang, Haoqi Zheng, Yunpeng Qi, Silin Yang and Meng Zhang

27397

You Are What You Train: Effects of Data Composition on Training Context-aware Machine Translation
Models

Pawel Maka, Yusuf Can Semerci, Jan Scholtes and Gerasimos Spanakis . . . . . . . . . . . . . . . . . 27414

Improving Neutral Point-of-View Generation with Data- and Parameter-Efficient RL
Jessica Hoffmann, Christiane Ahlheim, Zac Yu, Aria Walfrand, Jarvis Jin, Marie Tano, Ahmad

Beirami, Erin MacMurray van Liemt, Nithum Thain, Hakim Sidahmed and Lucas Dixon . . . . . . . 27438

cxxxix



Randomized Smoothing Meets Vision-Language Models
Emmanouil Seferis, Changshun Wu, Stefanos Kollias, Saddek Bensalem and Chih-Hong Cheng

27468

PIIvot: A Lightweight NLP Anonymization Framework for Question-Anchored Tutoring Dialogues
Matthew Zent, Digory Smith and Simon Woodhead . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27479

Trustworthy Medical Question Answering: An Evaluation-Centric Survey
Yinuo Wang, Baiyang Wang, Robert Mercer, Frank Rudzicz, Sudipta Singha Roy, Pengjie Ren,

Zhumin Chen and Xindi Wang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27489

Unpacking Let Alone: Human-Scale Models Generalize to a Rare Construction in Form but not Mea-
ning

Wesley Scivetti, Tatsuya Aoyama, Ethan Wilcox and Nathan Schneider . . . . . . . . . . . . . . . . . . 27503

BOUQuET : dataset, Benchmark and Open initiative for Universal Quality Evaluation in Translation
Pierre Andrews, Mikel Artetxe, Mariano Coria Meglioli, Marta R. Costa-jussà, Joe Chuang, David

Dale, Mark Duppenthaler, Nathanial Paul Ekberg, Cynthia Gao, Daniel Edward Licht, Jean Maillard,
Alexandre Mourachko, Christophe Ropers, Safiyyah Saleem, Eduardo Sánchez, Ioannis Tsiamas, Arina
Turkatenko, Albert Ventayol-Boada and Shireen Yates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27515

HealthCards: Exploring Text-to-Image Generation as Visual Aids for Healthcare Knowledge Democra-
tizing and Education

Qian Wu, Zheyao Gao, Longfei Gou, Yifan Hou, Ann Sin Nga Lau and Qi Dou . . . . . . . . . . 27536

When Life Gives You Samples: The Benefits of Scaling up Inference Compute for Multilingual LLMs
Ammar Khairi, Daniel D’souza, Ye Shen, Julia Kreutzer and Sara Hooker . . . . . . . . . . . . . . . 27559

Creativity in LLM-based Multi-Agent Systems: A Survey
Yi-Cheng Lin, Kang-Chieh Chen, Zhe-Yan Li, Tzu-Heng Wu, Tzu-Hsuan Wu, Kuan-Yu Chen,

Hung-yi Lee and Yun-Nung Chen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27584

Context and POS in Action: A Comparative Study of Chinese Homonym Disambiguation in Human and
Language Models

Xie Chenwei, Matthew King-Hang Ma, Wenbo Wang and William Shiyuan Wang . . . . . . . . 27608

Attacking Misinformation Detection Using Adversarial Examples Generated by Language Models
Piotr Przybyła, Euan McGill and Horacio Saggion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27626

Leveraging Loanword Constraints for Improving Machine Translation in a Low-Resource Multilingual
Context

Felermino D. M. A. Ali, Henrique Lopes Cardoso and Rui Sousa-Silva . . . . . . . . . . . . . . . . . . 27643

Linguistic Neuron Overlap Patterns to Facilitate Cross-lingual Transfer on Low-resource Languages
Yuemei Xu, Kexin Xu, Jian Zhou, Ling Hu and Lin Gui . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27658

Scaling Low-Resource MT via Synthetic Data Generation with LLMs
Ona de Gibert, Joseph Attieh, Teemu Vahtola, Mikko Aulamo, Zihao Li, Raúl Vázquez, Tiancheng

Hu and Jörg Tiedemann . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27674

Tailoring Table Retrieval from a Field-aware Hybrid Matching Perspective
Da Li, Keping Bi, Jiafeng Guo and Xueqi Cheng . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27693

Randomly Removing 50% of Dimensions in Text Embeddings has Minimal Impact on Retrieval and
Classification Tasks

Sotaro Takeshita, Yurina Takeshita, Daniel Ruffinelli and Simone Paolo Ponzetto . . . . . . . . 27705

cxl



Morables: A Benchmark for Assessing Abstract Moral Reasoning in LLMs with Fables
Matteo Marcuzzo, Alessandro Zangari, Andrea Albarelli, Jose Camacho-Collados and Moham-

mad Taher Pilehvar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27727

MessIRve: A Large-Scale Spanish Information Retrieval Dataset
Francisco Valentini, Viviana Cotik, Damián Furman, Ivan Bercovich, Edgar Altszyler and Juan

Manuel Pérez . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27752

AFRIDOC-MT: Document-level MT Corpus for African Languages
Jesujoba Oluwadara Alabi, Israel Abebe Azime, Miaoran Zhang, Cristina España-Bonet, Rachel

Bawden, Dawei Zhu, David Ifeoluwa Adelani, Clement Oyeleke Odoje, Idris Akinade, Iffat Maab,
Davis David, Shamsuddeen Hassan Muhammad, Neo Putini, David O. Ademuyiwa, Andrew Caines
and Dietrich Klakow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27770

Charting the Landscape of African NLP: Mapping Progress and Shaping the Road Ahead
Jesujoba Oluwadara Alabi, Michael A. Hedderich, David Ifeoluwa Adelani and Dietrich Klakow

27807

GLIMPSE: Do Large Vision-Language Models Truly Think With Videos or Just Glimpse at Them?
Yiyang Zhou, Linjie Li, Shi Qiu, Zhengyuan Yang, Yuyang Zhao, Siwei Han, Yangfan He, Kangqi

Li, Haonian Ji, Zihao Zhao, Haibo Tong, Lijuan Wang and Huaxiu Yao . . . . . . . . . . . . . . . . . . . . . . . 27842

Social Bias in Multilingual Language Models: A Survey
Lance Calvin Lim Gamboa, Yue Feng and Mark G. Lee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27857

BYOKG-RAG: Multi-Strategy Graph Retrieval for Knowledge Graph Question Answering
Costas Mavromatis, Soji Adeshina, Vassilis N. Ioannidis, Zhen Han, Qi Zhu, Ian Robinson, Bryan

Thompson, Huzefa Rangwala and George Karypis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27881

Synth-SBDH: A Synthetic Dataset of Social and Behavioral Determinants of Health for Clinical Text
Avijit Mitra, Zhichao Yang, Emily Druhl, Raelene Goodwin and Hong yu . . . . . . . . . . . . . . . 27899

Pun Unintended: LLMs and the Illusion of Humor Understanding
Alessandro Zangari, Matteo Marcuzzo, Andrea Albarelli, Mohammad Taher Pilehvar and Jose

Camacho-Collados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27936

RACCooN: Versatile Instructional Video Editing with Auto-Generated Narratives
Jaehong Yoon, Shoubin Yu and Mohit Bansal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27972

Pre-trained Models Perform the Best When Token Distributions Follow Zipf’s Law
Yanjin He, Qingkai Zeng and Meng Jiang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28009

Do RAG Systems Really Suffer From Positional Bias?
Florin Cuconasu, Simone Filice, Guy Horowitz, Yoelle Maarek and Fabrizio Silvestri . . . . .28022

Aspect-Oriented Summarization for Psychiatric Short-Term Readmission Prediction
WonJin Yoon, Boyu Ren, Spencer Thomas, Chanhwi Kim, Guergana K Savova, Mei-Hua Hall

and Timothy A. Miller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .28037

Adapting Bias Evaluation to Domain Contexts using Generative Models
Tamara Quiroga, Felipe Bravo-Marquez and Valentin Barriere . . . . . . . . . . . . . . . . . . . . . . . . . . 28055

Emergent morpho-phonological representations in self-supervised speech models
Jon Gauthier, Canaan Breiss, Matthew K Leonard and Edward F. Chang . . . . . . . . . . . . . . . . 28067

Multilingual Language Model Pretraining using Machine-translated Data
Jiayi Wang, Yao Lu, Maurice Weber, Max Ryabinin, David Ifeoluwa Adelani, Yihong Chen,

Raphael Tang and Pontus Stenetorp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28087

cxli



IntentionFrame: A Semi-Structured, Multi-Aspect Framework for Fine-Grained Conversational Inten-
tion Understanding

Jinggui Liang, Dung Vo and Lizi Liao . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28108

Video-RTS: Rethinking Reinforcement Learning and Test-Time Scaling for Efficient and Enhanced Vi-
deo Reasoning

Ziyang Wang, Jaehong Yoon, Shoubin Yu, Md Mohaiminul Islam, Gedas Bertasius and Mohit
Bansal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28126

Efficient Compositional Multi-tasking for On-device Large Language Models
Ondrej Bohdal, Mete Ozay, Jijoong Moon, Kyenghun Lee, Hyeonmok Ko and Umberto Michieli

28141

Improving Large Language Model Safety with Contrastive Representation Learning
Samuel Simko, Mrinmaya Sachan, Bernhard Schölkopf and Zhijing Jin. . . . . . . . . . . . . . . . . .28166

Leveraging What’s Overfixed: Post-Correction via LLM Grammatical Error Overcorrection
Taehee Park, Heejin Do and Gary Lee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28195

Scaling Up Temporal Domain Generalization via Temporal Experts Averaging
Aoming Liu, Kevin Miller, Venkatesh Saligrama, Kate Saenko, Boqing Gong, Ser-Nam Lim and

Bryan A. Plummer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28208

LinguaLens: Towards Interpreting Linguistic Mechanisms of Large Language Models via Sparse Auto-
Encoder

Yi Jing, Zijun Yao, Hongzhu Guo, Lingxu Ran, Xiaozhi Wang, Lei Hou and Juanzi Li . . . . 28232

The Strawberry Problem: Emergence of Character-level Understanding in Tokenized Language Models
Adrian Cosma, Stefan Ruseti, Emilian Radoi and Mihai Dascalu . . . . . . . . . . . . . . . . . . . . . . . . 28252

Improving the Quality of Web-mined Parallel Corpora of Low-Resource Languages using Debiasing
Heuristics

Surangika Ranathunga, Aloka Fernando, Menan Velayuthan, Charitha Rathnayaka and Nisansa
de Silva . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28264

Weaver: Interweaving SQL and LLM for Table Reasoning
Rohit Khoja, Devanshu Gupta, Yanjie Fu, Dan Roth and Vivek Gupta . . . . . . . . . . . . . . . . . . . 28282

ECO Decoding: Entropy-Based Control for Controllability and Fluency in Controllable Dialogue Ge-
neration

Seungmin Shin, Dooyoung Kim and Youngjoong Ko . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28309

Investigating the interaction of linguistic and mathematical reasoning in language models using multi-
lingual number puzzles

Antara Raaghavi Bhattacharya, Isabel Papadimitriou, Kathryn Davidson and David Alvarez-Melis
28322

Unsupervised Concept Vector Extraction for Bias Control in LLMs
Hannah Cyberey, Yangfeng Ji and David Evans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28333

Seeing the Same Story Differently: Framing-Divergent Event Coreference for Computational Framing
Analysis

Jin Zhao, Xinrui Hu and Nianwen Xue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28356

LLMs are Better Than You Think: Label-Guided In-Context Learning for Named Entity Recognition
Fan Bai, Hamid Hassanzadeh, Ardavan Saeedi and Mark Dredze . . . . . . . . . . . . . . . . . . . . . . . 28372

cxlii



COUNTDOWN: Contextually Sparse Activation Filtering Out Unnecessary Weights in Down Projection
Jaewon Cheon and Pilsung Kang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28393

SimpleDoc: Multi-Modal Document Understanding with Dual-Cue Page Retrieval and Iterative Refi-
nement

Chelsi Jain, Yiran Wu, Yifan Zeng, Jiale Liu, Shengyu Dai, Zhenwen Shao, Qingyun Wu and
Huazheng Wang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28410

VLP: Vision-Language Preference Learning for Embodied Manipulation
Runze Liu, Chenjia Bai, Jiafei Lyu, Shengjie Sun, Yali Du and Xiu Li . . . . . . . . . . . . . . . . . . . 28428

QG-CoC: Question-Guided Chain-of-Captions for Large Multimodal Models
Kuei-Chun Kao, Hsu Tzu-Yin, Yunqi Hong, Ruochen Wang and Cho-Jui Hsieh . . . . . . . . . . 28445

EGOILLUSION: Benchmarking Hallucinations in Egocentric Video Understanding
Ashish Seth, Utkarsh Tyagi, Ramaneswaran Selvakumar, Nishit Anand, Sonal Kumar, Sreyan

Ghosh, Ramani Duraiswami, Chirag Agarwal and Dinesh Manocha . . . . . . . . . . . . . . . . . . . . . . . . . . 28461

MULTIVOX: A Benchmark for Evaluating Voice Assistants for Multimodal Interactions
Ramaneswaran Selvakumar, Ashish Seth, Nishit Anand, Utkarsh Tyagi, Sonal Kumar, Sreyan

Ghosh and Dinesh Manocha . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28481

Do All Autoregressive Transformers Remember Facts the Same Way? A Cross-Architecture Analysis of
Recall Mechanisms

Minyeong Choe, Haehyun Cho, Changho Seo and Hyunil Kim . . . . . . . . . . . . . . . . . . . . . . . . . 28494

Probing Narrative Morals: A New Character-Focused MFT Framework for Use with Large Language
Models

Luca Mitran, Sophie Wu and Andrew Piper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .28514

Probing and Boosting Large Language Models Capabilities via Attention Heads
Dezhi Zhao, Xin Liu, Xiaocheng Feng, Hui Wang and Bing Qin . . . . . . . . . . . . . . . . . . . . . . . . 28530

A Survey of Link Prediction in N-ary Knowledge Graphs
Jiyao Wei, Saiping Guan, Da Li, Zhongni Hou, Miao Su, Yucan Guo, Xiaolong Jin, Jiafeng Guo

and Xueqi Cheng . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28545

Multi-Frequency Contrastive Decoding: Alleviating Hallucinations for Large Vision-Language Models
Bingqian Liu, Fu Zhang, Guoqing Chen and Jingwei Cheng . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28568

ORPP: Self-Optimizing Role-playing Prompts to Enhance Language Model Capabilities
Yifan Duan, Yihong Tang, Kehai Chen, Liqiang Nie and Min Zhang . . . . . . . . . . . . . . . . . . . . 28585

BrailleLLM: Braille Instruction Tuning with Large Language Models for Braille Domain Tasks
Tianyuan Huang, Zepeng Zhu, Hangdi Xing, Zirui Shao, Zhi Yu, Chaoxiong Yang, Jiaxian He,

Xiaozhong Liu and Jiajun Bu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28601

MAviS: A Multimodal Conversational Assistant For Avian Species
Yevheniia Kryklyvets, Mohammed Irfan Kurpath, Sahal Shaji Mullappilly, Jinxing Zhou, Fahad

Shahbaz Khan, Rao Muhammad Anwer, Salman Khan and Hisham Cholakkal . . . . . . . . . . . . . . . . 28613

Refining Text Generation for Realistic Conversational Recommendation via Direct Preference Optimi-
zation

Manato Tajiri and Michimasa Inaba . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28640

Large Language Models Threaten Language’s Epistemic and Communicative Foundations
Shashank Srivastava . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28662

cxliii



Detecting Knowledge Boundary of Vision Large Language Models by Sampling-Based Inference
Zhuo Chen, Xinyu Wang, Yong Jiang, Zhen Zhang, Xinyu Geng, Pengjun Xie, Fei Huang and

Kewei Tu. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .28677

Multi-view-guided Passage Reranking with Large Language Models
Jeongwoo Na, Jun Kwon, Eunseong Choi and Jongwuk Lee . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28693

Disentangling Subjectivity and Uncertainty for Hate Speech Annotation and Modeling using Gaze
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Saad Obaid Ul Islam, Anne Lauscher and Goran Glavaš . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29077

LiTransProQA: An LLM-based Literary Translation Evaluation Metric with Professional Question An-
swering

Ran Zhang, Wei Zhao, Lieve Macken and Steffen Eger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29099

Improving Handshape Representations for Sign Language Processing: A Graph Neural Network Ap-
proach

Alessa Carbo and Eric Nalisnick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29122

Instructing Large Language Models for Low-Resource Languages: A Systematic Study for Basque
Oscar Sainz, Naiara Perez, Julen Etxaniz, Joseba Fernandez de Landa, Itziar Aldabe, Iker García-

Ferrero, Aimar Zabala, Ekhi Azurmendi, German Rigau, Eneko Agirre, Mikel Artetxe and Aitor Soroa
29136

SOCIAL SCAFFOLDS: A Generalization Framework for Social Understanding Tasks
Ritam Dutt, Carolyn Rose and Maarten Sap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29161

Beyond A Single AI Cluster: A Survey of Decentralized LLM Training
Haotian Dong, Jingyan Jiang, Rongwei Lu, Jiajun Luo, Jiajun Song, Bowen Li, Ying Shen and

Zhi Wang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29198

Can LLM Agents Maintain a Persona in Discourse?
Pranav Bhandari, Nicolas Fay, Michael J Wise, Amitava Datta, Stephanie Meek, Usman Naseem

and Mehwish Nasim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29213

Iterative Multilingual Spectral Attribute Erasure
Shun Shao, Yftah Ziser, Zheng Zhao, Yifu Qiu, Shay B Cohen and Anna Korhonen . . . . . . 29230

TinySQL: A Progressive Text-to-SQL Dataset for Mechanistic Interpretability Research
Abir Harrasse, Philip Quirke, Clement Neo, Dhruv Nathawani, Luke Marks and Amir Abdullah

29256

cxlv



SCRIBE: Structured Chain Reasoning for Interactive Behaviour Explanations using Tool Calling
Fares Fawzi, Vinitra Swamy, Dominik Glandorf, Tanya Nazaretsky and Tanja Käser . . . . . . 29285
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MPCG: Multi-Round Persona-Conditioned Generation for Modeling the Evolution of Misinformation
with LLMs

Chong Jun Rong Brian, Yixuan Tang and Anthony Kum Hoe Tung . . . . . . . . . . . . . . . . . . . . . 34030

LiTEx: A Linguistic Taxonomy of Explanations for Understanding Within-Label Variation in Natural
Language Inference

Pingjun Hong, Beiduo Chen, Siyao Peng, Marie-Catherine de Marneffe and Barbara Plank34065

LiteraryQA: Towards Effective Evaluation of Long-document Narrative QA
Tommaso Bonomo, Luca Gioffré and Roberto Navigli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34086

FillerSpeech: Towards Human-Like Text-to-Speech Synthesis with Filler Insertion and Filler Style Con-
trol

Seung-Bin Kim, Jun-Hyeok Cha, Hyung-Seok Oh, Heejin Choi and Seong-Whan Lee . . . . 34108

clx



Multi-LMentry: Can Multilingual LLMs Solve Elementary Tasks Across Languages?
Luca Moroni, Javier Aula-Blasco, Simone Conia, Irene Baucells, Naiara Perez, Silvia Paniagua

Suárez, Anna Sallés, Malte Ostendorff, Júlia Falcão, Guijin Son, Aitor Gonzalez-Agirre, Roberto Na-
vigli and Marta Villegas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34126

Lookahead Q-Cache: Achieving More Consistent KV Cache Eviction via Pseudo Query
Yixuan Wang, Shiyu Ji, Yijun Liu, Yuzhuang Xu, Yang Xu, Qingfu Zhu and Wanxiang Che34158

PerspectiveMod: A Perspectivist Resource for Deliberative Moderation
Eva Maria Vecchi, Neele Falk, Carlotta Quensel, Iman Jundi and Gabriella Lapesa . . . . . . . 34175

LoCt-Instruct: An Automatic Pipeline for Constructing Datasets of Logical Continuous Instructions
Hongyu Sun, Yusuke Sakai, Haruki Sakajo, Shintaro Ozaki, Kazuki Hayashi, Hidetaka Kamigaito

and Taro Watanabe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34199

CodeSSM: Towards State Space Models for Code Understanding
Shweta Verma, Abhinav Anand and Mira Mezini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .34219

EduAdapt: A Question Answer Benchmark Dataset for Evaluating Grade-Level Adaptability in LLMs
Numaan Naeem, Abdellah El Mekki and Muhammad Abdul-Mageed . . . . . . . . . . . . . . . . . . . 34236

xCoRe: Cross-context Coreference Resolution
Giuliano Martinelli, Bruno Gatti and Roberto Navigli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34264

Retrieval-Augmented Generation with Estimation of Source Reliability
Jeongyeon Hwang, Junyoung Park, Hyejin Park, Dongwoo Kim, Sangdon Park and Jungseul Ok

34279

NitiBench: Benchmarking LLM Frameworks on Thai Legal Question Answering Capabilities
Pawitsapak Akarajaradwong, Pirat Pothavorn, Chompakorn Chaksangchaichot, Panuthep Tasawong,

Thitiwat Nopparatbundit, Keerakiat Pratai and Sarana Nutanong . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34304

From Input Perception to Predictive Insight: Modeling Model Blind Spots Before They Become Errors
Maggie Mi, Aline Villavicencio and Nafise Sadat Moosavi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34328

WojoodRelations: Arabic Relation Extraction Corpus and Modeling
Alaa Aljabari, Mohammed Khalilia and Mustafa Jarrar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34342

Conflicting Needles in a Haystack: How LLMs behave when faced with contradictory information
Murathan Kurfali . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34361

Towards Event Extraction with Massive Types: LLM-based Collaborative Annotation and Partitioning
Extraction

Wenxuan Liu, Zixuan Li, Long Bai, Yuxin Zuo, Daozhu Xu, Xiaolong Jin, Jiafeng Guo and Xueqi
Cheng . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34377

Liaozhai through the Looking-Glass: On Paratextual Explicitation of Culture-Bound Terms in Machine
Translation

Sherrie Shen, Weixuan Wang and Alexandra Birch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34400

Concept-pedia: a Wide-coverage Semantically-annotated Multimodal Dataset
Karim Ghonim, Andrei Stefan Bejgu, Alberte Fernández-Castro and Roberto Navigli . . . . . 34417

RAED: Retrieval-Augmented Entity Description Generation for Emerging Entity Linking and Disambi-
guation

Karim Ghonim, Pere-Lluís Huguet Cabot, Riccardo Orlando and Roberto Navigli . . . . . . . . 34439

clxi



Personalized Language Models via Privacy-Preserving Evolutionary Model Merging
Kyuyoung Kim, Jinwoo Shin and Jaehyung Kim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34453

Aligning Text/Speech Representations from Multimodal Models with MEG Brain Activity During Liste-
ning

Padakanti Srijith, Khushbu Pahwa, Radhika Mamidi, Bapi Raju Surampudi, Manish Gupta and
Subba Reddy Oota . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34469

STARQA: A Question Answering Dataset for Complex Analytical Reasoning over Structured Databases
Mounica Maddela, Lingjue Xie, Daniel Preotiuc-Pietro and Mausam. . . . . . . . . . . . . . . . . . . . 34487

Slim-SC: Thought Pruning for Efficient Scaling with Self-Consistency
Colin Hong, Xu Guo, Anand Chaanan Singh, Esha Choukse and Dmitrii Ustiugov . . . . . . . 34500

Long Chain-of-Thought Fine-tuning via Understanding-to-Reasoning Transition
Chenxin An, Zhihui Xie, Xiaonan Li, Ming Zhong, Shansan Gong, Lei Li, Jun Zhang, Jingjing

Xu and Lingpeng Kong . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34518

Exploring Large Language Models for Detecting Mental Disorders
Gleb Kuzmin, Petr Strepetov, Maksim Stankevich, Natalia Chudova, Artem Shelmanov and Ivan

Smirnov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34535

Efficient Real-time Refinement of Language Model Text Generation
Joonho Ko, Jinheon Baek and Sung Ju Hwang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34560

Reward-Weighted Sampling: Enhancing Non-Autoregressive Characteristics in Masked Diffusion LLMs
Daehoon Gwak, Minseo Jung, Junwoo Park, Minho Park, ChaeHun Park, Junha Hyung and Jaegul

Choo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34574

AI Argues Differently: Distinct Argumentative and Linguistic Patterns of LLMs in Persuasive Contexts
Esra Dönmez, Maximilian Maurer, Gabriella Lapesa and Agnieszka Falenska . . . . . . . . . . . .34595

TounsiBench: Benchmarking Large Language Models for Tunisian Arabic
Souha Ben Hassine, Asma Arrak, Marouene Addhoum and Steven R Wilson . . . . . . . . . . . . 34627

Moral Framing in Politics (MFiP): A new resource and models for moral framing
Ines Rehbein, Ines Reinig and Simone Paolo Ponzetto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34643

ReDepress: A Cognitive Framework for Detecting Depression Relapse from Social Media
Aakash Kumar Agarwal, Saprativa Bhattacharjee, Mauli Rastogi, Jemima S. Jacob, Biplab Bane-

rjee, Rashmi Gupta and Pushpak Bhattacharyya . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34664

iKnow-audio: Integrating Knowledge Graphs with Audio-Language Models
Michel Olvera, Changhong Wang, Paraskevas Stamatiadis, Gaël Richard and Slim Essid . . 34683
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