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Abstract

This paper investigates the language dominance
hypothesis in multilingual large language mod-
els (LLMs), which posits that cross-lingual un-
derstanding is facilitated by an implicit trans-
lation into a dominant language seen more
frequently during pretraining. We propose a
novel approach to quantify how languages in-
fluence one another in a language model. By
analyzing the hidden states across intermedi-
ate layers of language models, we model inter-
actions between language-specific embedding
spaces using Gaussian Mixture Models. Our
results reveal only weak signs of language domi-
nance in middle layers, affecting only a fraction
of tokens. Our findings suggest that multilin-
gual processing in LLMs is better explained by
language-specific and shared representational
spaces rather than internal translation into a sin-
gle dominant language.

1 Introduction

Large Language Models (LLMs) built on the Trans-
former architecture (Vaswani et al., 2017) have
demonstrated remarkable capabilities in acquiring
linguistic knowledge from raw text (Devlin et al.,
2019; Brown et al., 2020). When exposed to mul-
tilingual corpora during training, these models de-
velop the ability to process and generate text across
multiple languages (Conneau and Lample, 2019;
Conneau et al., 2020; Xue et al., 2021; Shi et al.,
2023). Intriguingly, they appear to internalize struc-
tural and syntactic differences between languages
even without direct supervision or explicit instruc-
tion in grammar (Lin et al., 2022).

Recent interpretability studies suggest that this
multilingual proficiency is highly influenced by the
composition of languages in the pretraining data
(Papadimitriou et al., 2023; Üstün et al., 2024; Yue
et al., 2025). Languages that are heavily repre-
sented in pretraining data, often referred to as dom-
inant languages, appear to play a mediating role in

an implicit translation mechanism that may under-
lie multilingual capabilities (Wendler et al., 2024;
Zhang et al., 2023). According to this dominance
hypothesis, LLMs internally translate inputs from
less-represented languages into a more dominant
or familiar language, perform intermediate compu-
tations in this shared representation space, and then
translate the result back into the original language.

We introduce a novel probabilistic approach to
assess how the embedding space of a dominant lan-
guage may become activated when other languages
are processed within an LLM. Our approach em-
ploys Gaussian Mixture Models to capture language
interactions based on token embeddings from inter-
mediate layers. By analyzing posterior probabilities
and cross-language activation patterns within this
probabilistic framework, we compute both global
dominance scores at the language level and token-
level likelihood ratios that a token from a source
language might be processed within the embedding
space of another language.

Our investigation of two publicly available mul-
tilingual language models (mGPT (Shliazhko et al.,
2022) and BLOOM (Scao et al., 2023)) with differ-
ent language coverage shows that language domi-
nance, when present, primarily emerges in the mid-
dle layers of the models and only for a relatively
small fraction of tokens. At stricter dominance
thresholds, these tokens primarily comprise func-
tion words and cross-lingually aligned lexical items
such as cognates and shared vocabulary. As the
threshold relaxes, more content-bearing words be-
gin to emerge in the set of dominated tokens. Over-
all, our empirical results across a diverse set of
languages do not provide clear evidence that any
particular language exerts substantial influence over
the internal processing of others. Instead, we ob-
serve that the models tend to process languages
in isolation at their lower and upper layers, while
forming shared, language-agnostic representations
in their middle layers.
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2 Related Work

Recent work has sought to uncover the internal
mechanisms underlying the multilingual capabil-
ities of LLMs. These studies explore a range of fac-
tors, including the influence of training data com-
position and model accent (Guo et al., 2025; Pa-
padimitriou et al., 2023), the role of training time
(Blevins et al., 2022) and language diversity (Üstün
et al., 2024) in cross-lingual generalization, and
the semantic modeling in multimodal settings (Yue
et al., 2025). In this section, we focus on those
studies that particularly examine whether multilin-
gual models employ an internal translation strategy
across languages.

Zhang et al. (2023) explore the internal dynam-
ics of multilingual understanding in a decoder-only
GPT-3 architecture. Their behavioral analysis ex-
amines how the model performs on tasks requiring
reasoning, knowledge retrieval, and pragmatic lan-
guage use across different languages. Their findings
indicate that English often serves as a mediating
language, with other languages processed through
representations grounded in English to varying de-
grees. However, these conclusions are drawn solely
from model outputs, leaving the underlying inter-
nal mechanisms that give rise to such behavior un-
explored. Furthermore, the proprietary nature of
the model's training data and parameters (OpenAI,
2024) limits insights into the true extent of its mul-
tilingual or English-dominated bias.

To address such limitations, Wendler et al. (2024)
apply the logit lens method (nostalgebraist, 2020)
to investigate whether LLaMA-2 exhibits English
dominance in its internal processing. Instead of
relying on outputs taken from the final layer, this
approach analyzes intermediate activations by trans-
forming internal logits into token probability distri-
butions. Their results suggest that English is pre-
dominantly used as an internal "working language"
in intermediate layers, with information being trans-
lated back into the source language at deeper layers
during output generation.

Similarly, by applying the logit lens to bilingual
English-Japanese LLMs, Zhong et al. (2025) show
that internal representations are influenced by both
languages, and that the extent of reliance on one lan-
guage depends on the model’s training balance and
the input language. The more balanced bilingual
model tends to represent Japanese text more faith-
fully in Japanese, whereas the English-dominated
model relies more heavily on English. This study

provides evidence that LLMs may flexibly use mul-
tiple languages in their internal processing rather
than rigidly translating all content into a single dom-
inant language.

While the logit lens offers a useful tool for inter-
preting intermediate representations by projecting
them into the model’s output vocabulary space, it
comes with notable limitations. Crucially, the fi-
nal vocabulary projection layer is optimized during
training to map only the final hidden states to to-
ken probabilities. Applying the same projection to
earlier layers assumes that intermediate represen-
tations are already aligned with the output space,
which is not necessarily the case and can lead to mis-
leading interpretations. Furthermore, using token
probabilities as a proxy for a "working language"
can oversimplify the distributed and non-symbolic
nature of internal processing.

The logit lens limitations are specifically stud-
ied by Belrose et al. (2025), who show that the
technique fails to produce meaningful results for
modern language models, including BLOOM (Scao
et al., 2023). They show that the top prediction of
the logit lens is often identical to the input token
and that it tends to allocate higher probability mass
to tokens that differ from those emphasized by the
true output distribution.

To address the limitations of behavioral evalua-
tions and logit lens, we shift focus from projecting
intermediate representations into the output vocab-
ulary space toward analyzing the structural relation-
ships among the internal activations themselves.
Specifically, we examine the similarity and diver-
gence of layer activations across languages to assess
the extent to which the representation of a language
is influenced by other languages in the model. This
approach allows us to investigate whether multi-
lingual models rely on dominant-language repre-
sentations or develop shared and language-specific
processing at different layers.

3 Method

To investigate the language dominance hypothesis,
we propose a framework for modeling language in-
teractions in LLMs based on the geometry of their
embedding spaces at each layer. Specifically, we
examine whether the embedding space of a dom-
inant language contributes to processing another
language. If so, we interpret it as a translation-like
mechanism in which representations are internally
mapped into the dominant language’s space.
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3.1 Language Space

Let L denote a language in a language pool L and
M a multilingual language model. For a sample
text SL = {x1, . . . , xn} in L, we input SL into
M and extract its intermediate layer representa-
tions. For each layer i ∈ {1, . . . ,m}, we collect
the token-level embeddings HL

i = {hL
i,1, . . . , hL

i,n}
from Transformer layers, where hL

i,j is the embed-
ding of token xj ∈ SL at layer i.

Given the high dimensionality of the token em-
beddings, we apply Principal Component Analysis
(PCA) independently at each layer to make the anal-
ysis tractable. Specifically, for a given layer i, we
aggregate the token embeddings HL

i across all lan-
guages L ∈ L into a single matrix, and compute
a PCA transformation over this multilingual em-
bedding set. The resulting projections H̃L

i map all
languages at layer i into a shared lower-dimensional
space, enabling direct cross-lingual comparison.

Finally, we fit a Gaussian Mixture Model (GMM)
to the PCA-reduced embeddings at each layer to
model the embedding spaces across languages in
a unified manner. In the GMM associated with
layer i, each component corresponds to a language
L ∈ L and is parameterized by a uniform prior
weight πL

i = 1
|L| over all languages, a mean vector

µL
i , and a covariance matrix ΣL

i , estimated via
maximum likelihood from the embeddings in H̃L

i

(i.e., the PCA-reduced token embeddings).
In this way, each language is represented as a

Gaussian distribution in the latent space of a layer
i, from which its hidden states are drawn:

H̃L
i ∼ N (µL

i ,Σ
L
i ).

We refer to this Gaussian distribution as the lan-
guage space of L at layer i. The GMM probabilisti-
cally models interactions between language spaces
at each layer, enabling analysis of how one language
influences the representation of another.

3.2 Language Dominance

We define the dominance degree of a target lan-
guage T over a source language S as the expected
probability that the language space of T is activated
when the model processes input from S. Intuitively,
if the language model internally represents or inter-
prets S through structures in T , then the likelihood
of activation within T ’s embedding space should
be comparatively high when handling inputs from
S. This measure serves as a proxy for identifying

whether T functions as an internal mediating lan-
guage in the model’s multilingual representation.

In a continuous formulation, where token embed-
dings are drawn from the language spaces formed
at layer i, this expectation is expressed as:

Pi(T | S) = Eh̃∼N (µS
i ,Σ

S
i )

[
P (T | h̃)

]

=

∫
P (T | h̃) · P (h̃ | S) dh̃

(1)

Here, P (T | h̃) denotes the GMM posterior proba-
bility that a PCA-reduced vector h̃ belongs to the
component associated with T , and P (h̃ | S) is the
distribution of the language space for S.

Since the integral in Equation 1 is intractable in
practice, we approximate it using a Monte Carlo
estimate. Given a set of PCA-reduced token embed-
dings {h̃i,1, . . . , h̃i,n} extracted from layer i while
processing a sample {x1, . . . , xn} from language
S, the dominance score is computed as:

P̂i(T | S) ≈ 1

n

n∑

j=1

P (T | h̃i,j) (2)

A higher score indicates that the internal representa-
tions of S are well-aligned with the representational
geometry of T , suggesting that T may function as
a mediating language within the model's internal
processing of S.

Accordingly, we approximate the dominance
score for a language T at a given layer i as the
average dominance of T over all other languages:

D̂i(T ) =
1

|L| − 1

∑

L∈L\{T}
P̂i(T | L) (3)

This score reflects how strongly language T domi-
nates the internal representations of other languages
within the model. A higher value indicates that
representations from other languages tend to align
closely with the embedding space of T , suggesting
its role as an internal mediating language.

4 Experiment Setup

This section outlines the experimental setup used to
evaluate the language dominance hypothesis. We
begin by detailing the selection of the models, fol-
lowed by a description of the data collection pro-
cess, and our method for extracting and processing
hidden representations from each model layer.
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4.1 Model Selection

Since the language dominance hypothesis has pri-
marily been proposed in the context of autoregres-
sive decoder-only architectures, we evaluate it us-
ing two publicly available multilingual language
models: mGPT (Shliazhko et al., 2022), containing
1.3 billion parameters, and BLOOM (Scao et al.,
2023), with 1.7 billion parameters. Both models
are built on decoder-only Transformer architectures
and consist of 24 layers. They are specifically de-
signed to process multilingual text and are trained
on linguistically diverse corpora.

The composition of the training data differs sub-
stantially between the two models. mGPT is trained
on a large multilingual Common Crawl corpus
mainly covering languages from the CIS region,
along with several curated text corpora, where En-
glish and Russian are particularly prominent. In
contrast, BLOOM is trained on the ROOTS corpus,
a more diverse multilingual dataset in which En-
glish accounts for approximately 30% of the total to-
kens. Other high-resource languages in BLOOM’s
training data include French, Spanish, and Arabic.
This wider linguistic coverage makes BLOOM's
training data substantially more diverse than that of
mGPT, although mGPT includes a larger number
of languages in its pre-training data (61 vs. 46).

4.2 Data Collection

Our analysis is based on a subset of languages
present in the Parallel Universal Dependencies
(PUD) treebanks (Zeman et al., 2017). The PUD
treebanks offer aligned sentences in various lan-
guages from news sources and Wikipedia, anno-
tated for both morphological and syntactic struc-
tures. The cross-lingual alignment of sentences
ensures that our findings are not skewed by domain-
specific variations or differences in syntactic and
semantic structures in certain languages. Addition-
ally, the availability of syntactic annotations allows
us to effectively assess the syntactic aspects of pos-
sible overlaps between the language spaces.

Among the 21 languages available in the PUD
treebanks, we select 7 languages that are included in
the pretraining data of both mGPT and BLOOM. In
addition, we include two languages — Czech and
Icelandic, which are not present in the training
data of either model. These out-of-distribution lan-
guages allow us to investigate the generalization
capabilities of the models beyond their supervised
multilingual scope. For each selected language,

Language Family Genus ISO Train

Arabic Afro‑Asiatic Semitic ar X
Czech Indo‑European Slavic cs –
English Indo‑European Germanic en X
French Indo‑European Romance fr X
Hindi Indo‑European Indo‑Aryan hi X
Icelandic Indo‑European Germanic is –
Indonesian Austronesian Malayo‑Polynesian id X
Portuguese Indo‑European Romance pt X
Spanish Indo‑European Romance es X

Table 1: Languages used to evaluate mGPT and
BLOOM. X indicates presence in the training data.

our analysis is conducted on the first 100 sentences
from its corresponding PUD treebank, providing
a controlled and parallel dataset for cross-lingual
comparison. A summary of the selected treebanks
is provided in Table 1.

4.3 Extraction of Hidden Representations

We begin by extracting raw sentences from each
of the selected PUD treebanks and input them into
the language models under investigation. Each sen-
tence is first tokenized using the model-specific
tokenizer. The resulting tokenized sequences are
then fed independently into the language models.
During processing, we collect the hidden represen-
tations produced at each intermediate layer.

For each token in the original sentence, we com-
pute its representation by averaging the embeddings
of its corresponding sub-tokens at a given layer.
This yields a real-valued tensor of shape n×m×d,
where n is the number of tokens in the sentence, m
is the number of layers in the language model, and
d is the dimensionality of the token embeddings.
For each token, the embeddings averaged over its
sub-tokens produce a single token representation,
which is subsequently aligned to the token's syntac-
tic properties, such as part-of-speech (POS) tags,
using a single token representation per layer.

We collect the token embeddings for all selected
sentences across all languages. For each Trans-
former layer, we aggregate the token embeddings
from all languages into a single matrix. We then
apply PCA to this aggregated set of embeddings to
obtain a shared low-dimensional projection space.
The number of principal components is selected
such that the PCA-projected embeddings retain 98%
of the total explained variance.

Finally, we fit a GMM to the PCA-projected em-
beddings for each layer, using one mixture com-
ponent per language, resulting in 9 clusters. Each
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cluster represents a language space parameterized
by a mean vector, computed as the average of all
PCA-projected token embeddings from that lan-
guage, and a full covariance matrix estimated from
the same set of embeddings.

5 Results

We first examine the overall structure and dis-
tribution of language spaces modeled by the
GMM. Then, we turn to the dominance scores at the
token level to assess how internal representations
of a language may be influenced by another.

5.1 Language Dominance Analysis

At the distributional level, if the language domi-
nance hypothesis holds, we would expect substan-
tial overlap between the embedding space of a given
language and that of the most frequent or domi-
nant language in the model’s pretraining corpus,
leading to less distinct language-specific clusters.
To evaluate this, we compute the Normalized Mu-
tual Information (NMI) between the GMM com-
ponents (i.e., language spaces) and the true lan-
guage labels across all layers of the test models.
Low NMI values would indicate that the clusters do
not align well with language identities, suggesting
a shared representational space or some levels of
language space overlap. Conversely, higher NMI
scores would reflect more distinct language-specific
structure, weakening strong dominance effects.

Figure 1 presents the NMI values across all layers
of the models for three clustering tasks: languages
included in the models' pretraining data (left), lan-
guages absent from pretraining (middle), and the
full set of languages (right). The results show a
consistent pattern across both models where NMI
values start relatively high in the initial layers, drop
sharply in the middle layers, and rise again in the up-
per layers. This pattern holds regardless of whether
a language was seen during pretraining and suggests
that the middle layers (3-14 in mGPT and 5-18 in
BLOOM) are more prone to cross-lingual overlap
or shared representation, while both early and late
layers encode more language-specific structure.

These results are consistent with research on neu-
ron activation patterns in LLMs (e.g., Kojima et al.,
2024; Tang et al., 2024), which report that language-
specific neurons are mainly found at the top and bot-
tom internal layers of LLMs, and language-agnostic
neurons are found in the middle layers.

A comparison between the two models shows

that the intermediate representations of BLOOM
are generally more informative about the language
labels. This could be attributed to the composition
of BLOOM's pretraining data, which includes a
more diverse and balanced set of languages com-
pared to mGPT, whose training data is biased to-
ward CIS languages (see Section 4.1).

We further analyze the clustering performance
of GMMs with low NMI to investigate whether
a dominant language might be responsible for re-
duced alignment with language identities. Figure 2
presents confusion matrices for the GMM cluster-
ing of token embeddings across all languages, for
mGPT and BLOOM. The matrices are aggregated
over layers 3-14 for mGPT and 5-18 for BLOOM,
corresponding to the ranges where the GMMs yield
the lowest NMI with the true language labels.

Under the language dominance hypothesis, we
would expect a dominant language space to span
those of other languages, leading to systematic mis-
clustering toward that language in the confusion
matrix. Such a pattern would manifest as dispro-
portionately high off-diagonal values concentrated
in the dominant language’s column. However, our
results show no such consistent misclustering. In-
stead, for both models, strong diagonal dominance
indicates that most tokens are correctly assigned to
their respective language clusters.

The results further indicate that misclustered to-
kens are distributed across all languages, providing
little evidence for a single dominant language medi-
ating others. A slightly higher rate of misclustering
into Hindi across language pairs might be due to dis-
tinct statistical regularities in the Devanagari script,
particularly in punctuation usage, or to biases in
the composition of the pretraining data. Further
work, involving a detailed examination of training
data distribution and cross-lingual representational
similarities, is needed to better understand the fac-
tors driving this pattern. However, such analysis is
beyond the scope of the present work.

Next, we analyze the dominance scores for each
language, as described in Section 3.2. Figure 3
presents the average dominance scores across layers
for both models. We ran a two-sided Mann-Whitney
U test, finding significant layer-wise differences
in dominance scores for most cases (p < .05 in
97% of the cases for mGPT, 100% for BLOOM).1
Consistent with the previous cluster analysis, Fig-

1We used this non-parametric test as it does not assume
normality in the distribution of the average dominance scores.
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Figure 1: Normalized Mutual Information (NMI) for three language sets: (left) languages present in the models’
pretraining data, (middle) languages absent from pretraining, and (right) all languages.
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Figure 2: Confusion matrices of the GMM clustering.
Top: mGPT; Bottom: BLOOM.

ure 3 shows that language dominance is minimal in
the initial and final layers, suggesting that at these
stages, the representations are largely language-
specific. In parallel, the middle layers, specifically
layers 3 to 14 in mGPT and 5 to 18 in BLOOM,
form a region where the models internally align or
translate representations across languages.

The results do not point to a single dominant
language exerting significant influence over all oth-

ers. 2 Instead, the dominance scores are relatively
balanced across the languages, suggesting the for-
mation of a shared representational space in the
middle layers rather than reliance on a specific dom-
inant language to mediate cross-lingual processing.
Furthermore, the overall dominance scores in the
middle layers remain modest, around 0.1, implying
that each language dominates only about 10% of
tokens from other languages. This score is even
lower for the languages outside the training data of
the LLMs (between 0.05 and 0.09 for Icelandic and
Czech), indicating that these unseen languages are
less likely to impose their structure on others.

5.2 Language Dominance per Token
To further investigate this trend at a more granular
level, we conduct a token-level analysis based on
the likelihood ratio that a token extracted from a
sentence in a source language S is internally pro-
cessed within its own language space versus that of
another language T . Specifically, for a contextual-
ized embedding h̃ originated from an intermediate
layer when processing a token in S, we evaluate:

ΛS,T (h̃) =
P (S | h̃)
P (T | h̃)

(4)

A value of ΛS,T (h̃) < 1 indicates that the h̃'s to-
ken, belonging to S, is more likely to be processed
within the language space of T rather than S, ac-
cording to the GMM posterior probabilities. The

2The fact that Hindi dominates slightly more tokens than
other languages does not stem from any apparent linguistic or
computational reason. Further investigation is needed to deter-
mine the underlying cause of this discrepancy. One possible
explanation is the influence of Hindi’s use of the Devanagari
script, which may introduce distinct statistical regularities. For
instance, the script includes the Danda symbol (।) as a punc-
tuation mark, which might be more predictable within Hindi
and, by extension, influence the representation of similar punc-
tuation tokens in other languages. Further, Petrov et al. (2023)
have shown that suboptimal tokenization of Hindi can result in
longer token sequences than those of Latin-script languages,
which in turn may contribute to higher dominance rates.
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Figure 3: The language dominance scores across layers. Top: mGPT; Bottom: BLOOM.

smaller the value of ΛS,T (h̃), the stronger the evi-
dence that T is acting as an intermediary language
for processing the token.

Figure 4 represents the proportion of tokens with
Λ < 1 (i.e., more likely to be processed in a foreign
language space) and Λ > 1 (i.e., more likely to be
processed in their own language space) for each
layer of the models. Consistent with our previous
observations, in both models, although the major-
ity of tokens are ultimately processed within their
own language space (Λ > 1), the early to middle
layers (3-14 in mGPT and 5-18 in BLOOM) show
a substantial proportion of tokens with Λ < 1.

Figure 5 presents the aggregated likelihood ratio
distributions for tokens with Λ < 1 across all layers.
The strong concentration of mass near zero in both
models suggests that a significant number of tokens
processed in a language are strongly anchored to
a different target language. Notably, mGPT shows
more tokens with very low likelihood ratios, sug-
gesting a stronger reliance on shared or dominant
language spaces. This could be due to the lower
language diversity in the mGPT's training data.

The upward trend in token frequencies shows
that, although some tokens are more likely to be
processed in the target language space, token repre-
sentations are still strongly influenced by the source
language space. This influence grows as we move
toward the source side of the likelihood ratio range,
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Figure 4: Distribution of tokens with Λ < 1 and
Λ > 1 per layer (horizontal axis). Top: mGPT; Bot-
tom: BLOOM.

where most tokens are concentrated.3

3It is also worth mentioning that we conducted an attempt
to investigate whether token frequency may correlate with dom-
inance scores. A linear regression model was fitted to analyze
the relationship between token frequency and its dominance
score (in the form of a likelihood ratio). However, no clear
pattern was found.
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Figure 5: Histograms of likelihood ratios restricted to
tokens with ΛS,T (̃h) < 1. The results are aggregated
over all layers. Top: mGPT; Bottom: BLOOM.

5.3 Dominated Syntax
To better understand which syntactic categories
are most susceptible to cross-lingual dominance,
we analyze the part-of-speech (POS) distribution
of dominated tokens, i.e., those whose likelihood
ratios ΛS,T (h̃) fall below selected thresholds in
{0.1, 0.2, 0.3, 0.4, 0.5, 1.0}.

Figure 6 presents this distribution for both mGPT
and BLOOM, aggregated across all layers and target
languages. The results show that at lower thresholds
(e.g., 0.1 and 0.2), the majority of dominated tokens
belong to the categories PUNCT (punctuation) and
PROPN (proper nouns). However, as the threshold
increases, additional content-bearing categories ap-
pear. In particular, grammatical categories such
as NOUN, VERB, ADJ, and ADP show a clear upward
trend, indicating that more semantically rich to-
kens are increasingly represented among the domi-
nated words at higher thresholds. Conversely, other
semantically-light categories such as DET, PRON,
AUX, CCONJ, SCONJ, and PART, which comprise all
of the function words except for ADP, follow either a
downward or a stable trend (see Appendix A for ex-
amples of dominated words). This indicates that the
dominated words become increasingly semantically
rich as the dominance threshold Λ increases.

To investigate the nature of tokens dominated by
another language at the strict threshold of Λ < 0.1,
we conduct a qualitative analysis of English and
French as a case study language pair, in which
one of the authors is proficient. We focus on POS
tags with non-negligible values in Figure 6, namely
ADP, DET, NOUN, and PRON. We exclude PUNCT and
PROPN, which also appear with notable frequency,
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Figure 6: Distribution of dominated words by POS tags.
Top: mGPT; Bottom: BLOOM.

but are less linguistically informative for our pur-
poses. Table 2 presents examples of tokens from
each selected category that are more likely to be
processed within the language space of a differ-
ent language in mGPT. Similar tendencies to those
found in mGPT are observed in BLOOM as well.

en → fr fr → en

ADP DET PRON NOUN ADP DET PRON NOUN

to a what Environment En La Il dollars
by unit A Les On M.
in comparison Si Un Elle scanner

decade De Des Ca Club
data Pour Le Qui assemblée
concert Malgré De Je expert
department Pendant Cette Ce lobbyistes
contraception par Une Ils Wifi
causes afin Ce s' HFC
interests en un lui instituteurs

Table 2: Top 10 tokens per POS for en→fr (left) and
fr→en (right) at Λ < 0.1 taken from mGPT (Source →
Target).

Our analysis reveals that, at strict dominance lev-
els (Λ < 0.1), English and French nouns that are
strongly anchored to the other language are pre-
dominantly cognates (e.g., decade and décennie)
and borrowed words (e.g., club borrowed to French
from English). This indicates that in the case of
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French and English, tokens from languageS that are
highly anchored to language T tend to be processed
similarly due to shared linguistic form, rather than
because language T acts as a dominant intermedi-
ary for processing S. Further analysis is needed to
confirm whether this observation holds for other lan-
guage pairs. Nevertheless, this trend is consistent
with the observed dominance for the most frequent
tags PUNCT and PROPN in Figure 6, which likewise
reflect surface alignment.

A similar pattern is observed for adpositions,
which show a higher proportion of cross-lingual
anchors with shared orthographic form. For exam-
ple, the French contraction d' of the preposition de
is orthographically identical to the English reduc-
tion d' in colloquial forms such as d'you (do you).
However, we do not find any straightforward pat-
tern for determiners and pronouns as for the other
POS tags. Nevertheless, given the extensive borrow-
ing of words and expressions between English and
French, it is not surprising that the models exhibit
dominance in these categories. Borrowed expres-
sions such as à la carte or c’est la vie enter English
corpora with their original French orthography and
grammatical structure, meaning that adpositions
and determiners like à and la appear in both lan-
guages in nearly identical form and context. This
overlap likely leads the model to process such to-
kens in a similar space across languages, resulting
in the observed cross-lingual dominance.

6 Conclusion

In this work, we investigated the language domi-
nance hypothesis, which suggests that multilingual
capabilities of large language models stem from an
implicit internal translation process, where input
in a source language is transformed into the em-
bedding space of a more dominant language that
is heavily represented in the model's pretraining
data. To examine this, we proposed a quantita-
tive framework for measuring language dominance
based on the interactions of language embedding
spaces across intermediate layers of multilingual
language models.

Our empirical analysis, conducted on two pub-
licly available multilingual models (mGPT and
BLOOM) provides insufficient evidence to support
the dominance hypothesis. The results show that,
while some degree of cross-lingual influence ex-
ists, no single language consistently dominates the
internal representations of others. Instead, we ob-

serve relatively balanced dominance scores, typi-
cally around 10-15%, with no language exerting
overwhelming influence. Our findings show that
multilingual representation in these models is more
likely the result of shared, distributed representa-
tions formed in their middle layers rather than a cen-
tralized mediation through a dominant language.

Furthermore, our analysis of dominated tokens
reveals a clear pattern that tokens strictly processed
in a different language space are predominantly
function words or items with similar orthographic
forms across the two languages, whereas content-
bearing words tend to remain within the represen-
tational space of their own language.

In future work, we plan to expand our linguistic
analysis of dominated tokens to a wider range of
languages and language models, enabling a more
comprehensive cross-linguistic comparison. We
also aim to investigate how additional linguistic
factors, such as semantic similarity, morphological
complexity, and broader typological relationships,
may influence the extent to which one language
dominates another within a model’s internal repre-
sentations.

Limitations

Since our data is based on parallel sentences from
the PUD treebank, we were unable to collect data
for many languages that are shared in the training
data for both mGPT and BLOOM. Additionally, due
to constraints of computational power, we limited
our data to 100 sentences per language.

Future research, therefore, should aim to investi-
gate dominance using high-quality parallel datasets
that include more languages and greater linguistic
diversity. Additionally, having access to greater
computational resources would enable researchers
to consider more data and larger LLMs. This would
support better validation and generalization across
model variants.

Our linguistic analysis of strict dominance is re-
stricted to the English–French pair due to our lim-
ited proficiency in other languages. Further investi-
gation is needed to better characterize the nature of
dominated words in other language pairs.
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A Dominated Tokens

Tables 3 and 4 present the most frequently dom-
inated tokens at various dominance thresholds
(Λ < {0.1, 0.2, 0.3, 0.4, 0.5, 1.0}) across all layers
of mGPT and BLOOM, respectively. Each cell lists
tokens that appear newly at the given threshold, ex-
cluding those already observed at lower thresholds.
Alongside each token, its part-of-speech (POS) tag
and the language pair indicating the direction of
dominance (source language → target language)
are provided. The table highlights how function
words and punctuation dominate at lower thresh-
olds, while more content-bearing words, such as
nouns and verbs, emerge as the threshold increases.
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Λ < 0.1 Λ < 0.2 Λ < 0.3 Λ < 0.4 Λ < 0.5 Λ < 1.0

1 . (PUNCT, en → fr) on (ADP, en → hi) že (SCONJ, cs → hi) تلاق (VERB, ar → en) C' (PRON, fr → en) م (ADP, ar → fr)
2 , (PUNCT, en → pt) Také (ADV, cs → en) debaty (NOUN, cs → ar) því (PRON, is → hi) D' (ADP, fr → en) Vladivostoku (PROPN, cs → ar)
3 „ (PUNCT, cs → is) Sebuah (DET, id → en) untuk (SCONJ, id → hi) með (ADP, is → hi) Naturellement (ADV, fr → en) Několik (DET, cs → ar)
4 " (PUNCT, en → id) Seorang (DET, id → en) dengan (SCONJ, id → hi) árið (NOUN, is → hi) Mnoho (DET, cs → en) lázně (NOUN, cs → ar)
5 इस (DET, hi → ar) segir (VERB, is → ar) která (DET, cs → es) jedna (NUM, cs → hi) Début (NOUN, fr → en) terletak (VERB, id → ar)
6 a (DET, en → fr) उत्तरी (ADJ, hi → ar) jeho (DET, cs → hi) zástupci (NOUN, cs → hi) Contudo (CCONJ, pt → en) plánů (NOUN, cs → ar)
7 “ (PUNCT, en → hi) Polisi (NOUN, id → en) bylo (AUX, cs → hi) frá (ADP, is → ar) Primeiro (ADV, pt → en) Þeir (PRON, is → es)
8 A (CCONJ, cs → pt) लकेिन (CCONJ, hi → is) investice (NOUN, cs → ar) pravděpodobně (ADV, cs → hi) výše (NOUN, cs → hi) případu (NOUN, cs → ar)
9 En (ADP, fr → is) उस (DET, hi → ar) al (_, es → hi) jejich (DET, cs → hi) vypukla (VERB, cs → hi) Vísindamenn (NOUN, is → ar)
10 Ia (PRON, id → ar) अध्यक्ष (NOUN, hi → ar) si (SCONJ, es → hi) þegar (SCONJ, is → hi) Snemma (ADV, is → en) hal (NOUN, id → ar)
11 La (DET, fr → es) जिसे (PRON, hi → ar) u (ADP, cs → hi) þau (PRON, is → hi) leyst (VERB, is → hi) terampil (ADJ, id → ar)
12 و (PART, ar → en) Trumpová (PROPN, cs → ar) sur (ADP, fr → hi) draga (VERB, is → hi) áratug (NOUN, is → hi) digunakan (VERB, id → ar)
13 Í (ADP, is → ar) تاذ (NOUN, ar → hi) su (PRON, es → hi) udělat (VERB, cs → hi) rozhodnutí (NOUN, cs → hi) panjang (ADJ, id → ar)
14 यह (PRON, hi → ar) Nové (ADJ, cs → en) ऑफ (ADP, hi → ar) část (NOUN, cs → hi) cílů (NOUN, cs → hi) behind (ADP, en → ar)
15 Michael (PROPN, cs → is) Daripada (SCONJ, id → en) það (PRON, is → hi) fyrir (ADP, is → hi) Pařížská (ADJ, cs → ar) mengikuti (VERB, id → ar)
16 वे (PRON, hi → ar) Sepanjang (NOUN, id → en) ze (ADP, cs → hi) borð (NOUN, is → hi) zjevně (ADV, cs → hi) Paříže (PROPN, cs → ar)
17 और (CCONJ, hi → ar) نولمحي (VERB, ar → hi) dolarů (NOUN, cs → fr) součástku (NOUN, cs → hi) lýðveldisins (NOUN, is → hi) berbagai (DET, id → ar)
18 एक (DET, hi → ar) موي (ADV, ar → hi) charakter (NOUN, cs → es) hjá (ADP, is → hi) kvikmyndasamtökunum (NOUN, is → hi) ditutup (VERB, id → ar)
19 वह (PRON, hi → ar) Bagi (ADP, id → en) Georgetownské (ADJ, cs → ar) تأدب (VERB, ar → en) Samkvæmt (ADP, is → es) menentang (VERB, id → ar)
20 सीगल (PROPN, hi → ar) Mungkin (ADV, id → en) वर्षों (NOUN, hi → ar) بتك (VERB, ar → en) spíra (VERB, is → hi) námořnictva (NOUN, cs → ar)
21 sem (ADP, pt → is) Banyak (DET, id → en) número (NOUN, es → hi) hřišti (NOUN, cs → hi) kynni (VERB, is → hi) přímou (ADJ, cs → ar)
22 Trump (PROPN, en → is) za (ADP, cs → fr) prezidentem (NOUN, cs → es) učí (VERB, cs → hi) upplýsingar (NOUN, is → hi) ةديعب (ADJ, ar → fr)
23 आज (NOUN, hi → ar) procent (NOUN, cs → ar) filmem (NOUN, cs → ar) řeku (NOUN, cs → hi) fasteignasölum (NOUN, is → hi) průměru (NOUN, cs → ar)
24 Di (ADP, id → ar) Kdo (PRON, cs → en) typicky (ADV, cs → ar) někoho (PRON, cs → hi) auknar (ADJ, is → hi) sel (NOUN, id → ar)
25 لاق (VERB, ar → en) Frekar (ADV, is → en) milljarður (NOUN, is → ar) měl (VERB, cs → hi) Pedimos (VERB, pt → en) podezřelého (ADJ, cs → ar)
26 Um (ADP, is → pt) Apa (PRON, id → en) sebuah (DET, id → hi) shledáno (ADJ, cs → hi) Státech (NOUN, cs → ar) qualquer (DET, pt → ar)
27 Para (ADP, pt → id) Studi (NOUN, id → en) bahwa (SCONJ, id → hi) celosvětové (ADJ, cs → hi) průmysl (NOUN, cs → hi) उसकी (PRON, hi → ar)
28 कई (DET, hi → ar) Hari (NOUN, id → en) sus (PRON, es → hi) omezování (NOUN, cs → hi) vlastní (ADJ, cs → hi) لمعلا (NOUN, ar → es)
29 उसने (PRON, hi → ar) Satu (NUM, id → en) abychom (_, cs → es) Breska (ADJ, is → es) Občas (ADV, cs → en) Jakožto (SCONJ, cs → en)
30 RECO (PROPN, en → id) Janji (NOUN, id → en) उसे (PRON, hi → pt) ردصت (VERB, ar → en) ředitel (NOUN, cs → hi) deviam (AUX, pt → ar)
31 Mais (ADV, pt → fr) Beberapa (DET, id → en) ًاددجم (ADV, ar → hi) لباقي (VERB, ar → en) svůj (DET, cs → hi) própria (ADJ, pt → ar)
32 O (PRON, pt → en) Kadang (ADV, id → en) biasa (ADJ, id → hi) opustit (VERB, cs → hi) mínútur (NOUN, is → hi) septiembre (NOUN, es → ar)
33 Na (_, pt → cs) Hanya (ADV, id → en) harus (AUX, id → hi) skotským (ADJ, cs → hi) grunaða (ADJ, is → hi) वास्तव (NOUN, hi → ar)
34 Seagal (PROPN, en → cs) Saya (PRON, id → en) hingga (ADP, id → hi) nezávislosti (NOUN, cs → hi) bakslagi (NOUN, is → hi) conduziram (VERB, pt → ar)
35 Je (PRON, fr → cs) Sementara (ADV, id → en) lainnya (_, id → hi) záměr (NOUN, cs → hi) námskeiðinu (NOUN, is → hi) habitual (ADJ, es → fr)
36 Klein (PROPN, fr → en) Bukan (PART, id → en) až (PART, cs → hi) neblíží (VERB, cs → hi) þyrlum (NOUN, is → hi) Nokkrir (PRON, is → ar)
37 Os (DET, pt → en) आया (VERB, hi → ar) sociálních (ADJ, cs → ar) června (NOUN, cs → hi) trufluninni (NOUN, is → hi) substituiu (VERB, pt → ar)
38 V (ADP, cs → ar) Realitní (ADJ, cs → ar) einu (PRON, is → fr) jehož (DET, cs → hi) koltvísýring (NOUN, is → hi) pública (ADJ, pt → ar)
39 Fallon (PROPN, cs → is) technologie (NOUN, cs → ar) dans (ADP, fr → hi) měchýř (NOUN, cs → hi) hvergi (ADV, is → hi) प्रमुख (ADJ, hi → fr)
40 Ontario (X, fr → en) Paling (ADV, id → en) byla (AUX, cs → hi) vidět (VERB, cs → hi) tortímdu (NOUN, is → hi) 45वें (ADJ, hi → ar)

Table 3: Top dominated tokens at increasing dominance thresholds, excluding duplicates from earlier thresholds.
The cells represent Token | POS | Source → Target) taken from mGPT.

Λ < 0.1 Λ < 0.2 Λ < 0.3 Λ < 0.4 Λ < 0.5 Λ < 1.0

1 . (PUNCT, en → pt) و (PART, ar → en) Perusahaan (NOUN, id → en) Það (PRON, is → ar) nya (PRON, id → hi) sobre (ADP, pt → hi)
2 , (PUNCT, cs → is) نك�ل (ADP, ar → en) Sebuah (DET, id → en) कि (SCONJ, hi → en) Kami (PRON, id → hi) ujar (VERB, id → ar)
3 „ (PUNCT, cs → is) Los (DET, es → en) ट्यूमर (NOUN, hi → is) में (ADP, hi → fr) mungkin (ADV, id → hi) that (SCONJ, en → es)
4 “ (PUNCT, en → id) El (DET, es → en) Bagi (ADP, id → en) Agreement (NOUN, en → hi) termasuk (VERB, id → hi) oleh (ADP, id → cs)
5 En (ADP, fr → is) لاق (VERB, ar → en) Apa (PRON, id → en) Estate (NOUN, en → hi) Británica (ADJ, es → hi) tumor (NOUN, id → ar)
6 A (DET, en → cs) Hann (PRON, is → ar) Mungkin (ADV, id → en) right (ADJ, en → is) adolescente (NOUN, fr → hi) नहीं (PART, hi → en)
7 लकेिन (CCONJ, hi → ar) نم (ADP, ar → en) Mereka (PRON, id → en) Council (NOUN, en → hi) grade (NOUN, en → hi) že (SCONJ, cs → is)
8 इस (DET, hi → ar) También (ADV, es → en) Hari (NOUN, id → en) Metropolitan (ADJ, en → hi) émissions (NOUN, fr → hi) ديدعلا (NOUN, ar → es)
9 Seagal (PROPN, en → cs) س (PART, ar → en) Satu (NUM, id → en) cut (VERB, en → hi) llamados (VERB, es → hi) dijo (VERB, es → fr)
10 Í (ADP, is → ar) Þetta (PRON, is → ar) Sangat (ADV, id → en) counsellors (NOUN, en → hi) رهن (PROPN, ar → is) with (ADP, en → es)
11 Michael (PROPN, cs → is) تلاق (VERB, ar → en) Ini (PRON, id → en) Korean (ADJ, en → hi) transit (NOUN, en → hi) new (ADJ, en → ar)
12 Trump (PROPN, fr → es) لوقي (VERB, ar → en) Hanya (ADV, id → en) Russia (PROPN, en → hi) plans (NOUN, en → hi) al (_, es → fr)
13 Na (_, pt → cs) Es (AUX, es → en) Hasil (NOUN, id → en) Mailis (PROPN, en → hi) Democratic (ADJ, en → hi) et (CCONJ, fr → es)
14 वह (PRON, hi → ar) श्रीमान (PART, hi → ar) Sebagian (NOUN, id → en) دوجو (NOUN, ar → fr) visage (NOUN, fr → hi) will (AUX, en → ar)
15 वे (PRON, hi → ar) ىلع (ADP, ar → en) Saya (PRON, id → en) pressing (VERB, en → hi) batterie (NOUN, fr → hi) esta (PRON, pt → hi)
16 एक (DET, hi → ar) Ce (PRON, fr → en) Menurut (ADP, id → en) able (ADJ, en → hi) area (NOUN, id → fr) transisi (NOUN, id → es)
17 यह (PRON, hi → ar) Nous (PRON, fr → en) Saat (NOUN, id → en) Luckily (ADV, en → hi) ايبمولوك (PROPN, ar → hi) media (NOUN, en → ar)
18 Trudeau (PROPN, cs → is) Esto (DET, es → en) GCHQ (PROPN, en → hi) girl (NOUN, en → hi) tournage (NOUN, fr → hi) ةطرش (NOUN, ar → es)
19 ) (PUNCT, pt → fr) Según (ADP, es → en) grossit (VERB, fr → is) do (AUX, en → is) Sayangnya (ADV, id → hi) nama (NOUN, id → ar)
20 a (CCONJ, cs → ar) जुलाई (NOUN, hi → ar) untuk (SCONJ, id → fr) airline (NOUN, en → hi) porc (NOUN, fr → hi) कहा (VERB, hi → es)
21 Je (PRON, fr → cs) Polisi (NOUN, id → en) germinate (VERB, en → hi) punishments (NOUN, en → hi) matériel (NOUN, fr → hi) ماعلا (ADJ, ar → es)
22 V (ADP, cs → ar) lung (NOUN, en → cs) मार्शल (NOUN, hi → cs) namun (CCONJ, id → fr) says (VERB, en → hi) بمارت (PROPN, ar → es)
23 " (PUNCT, en → id) دق (PART, ar → is) bahwa (SCONJ, id → fr) lobbyists (NOUN, en → hi) Crimée (PROPN, fr → hi) ربكأ (ADJ, ar → es)
24 sem (SCONJ, is → ar) । (PUNCT, hi → en) tumour (NOUN, en → hi) niveaux (NOUN, fr → hi) data (NOUN, id → fr) sa (DET, fr → es)
25 Um (DET, pt → is) सुश्री (PART, hi → ar) titres (NOUN, fr → cs) écoliers (NOUN, fr → hi) ويب (PROPN, ar → hi) agenda (NOUN, en → ar)
26 Po (ADP, cs → ar) Ontario (PROPN, is → ar) पोटोमैक (PROPN, hi → cs) collège (NOUN, fr → hi) hanya (ADV, id → hi) مسا (NOUN, ar → es)
27 आज (NOUN, hi → ar) Snemma (ADV, is → ar) wi-fi (NOUN, en → hi) immigration (NOUN, en → hi) cutting (VERB, en → hi) 221 (NUM, ar → es)
28 पहले (ADV, hi → ar) अधिकतम (ADJ, hi → en) ruin (VERB, en → hi) rocket (NOUN, en → hi) compagnie (NOUN, fr → hi) other (ADJ, en → ar)
29 और (CCONJ, hi → ar) 17 (NUM, is → ar) 2C (NOUN, en → hi) out (ADP, en → hi) hauts (ADJ, fr → hi) saja (ADV, id → cs)
30 कई (DET, hi → ar) Byla (AUX, cs → ar) contraceptives (NOUN, en → hi) Station (NOUN, en → hi) lives (NOUN, en → hi) nasional (ADJ, id → ar)
31 हालांकि (SCONJ, hi → ar) माइकल (PROPN, hi → en) steel (NOUN, en → hi) hearing (NOUN, en → hi) Brasil (PROPN, id → fr) ele (PRON, pt → hi)
32 उसने (PRON, hi → ar) अधिकतर (DET, hi → ar) vaguely (ADV, en → hi) internet (NOUN, id → fr) crecer (VERB, es → hi) نيذلا (PRON, ar → es)
33 Sem (SCONJ, is → ar) apuñalamiento (NOUN, es → is) gondola (NOUN, en → hi) crying (VERB, en → hi) distrito (NOUN, es → hi) before (ADP, en → ar)
34 ( (PUNCT, is → hi) konser (NOUN, id → cs) Scottish (ADJ, en → hi) métro (NOUN, fr → hi) vejiga (NOUN, es → hi) transition (NOUN, en → ar)
35 Australia (PROPN, cs → ar) खेलों (NOUN, hi → en) seeds (NOUN, en → hi) indiqué (VERB, fr → hi) مويديريإلا (NOUN, ar → hi) national (ADJ, en → ar)
36 Vladivostok (PROPN, en → cs) ट्रम्प (PROPN, hi → en) spokesman (NOUN, en → hi) prénoms (NOUN, fr → hi) يوونلا (ADJ, ar → hi) लोगों (NOUN, hi → fr)
37 10 (NUM, hi → ar) 11 (NUM, cs → hi) behaviour (NOUN, en → hi) vessie (NOUN, fr → hi) climatique (ADJ, fr → hi) fiable (ADJ, fr → es)
38 O (PRON, pt → en) helicopters (NOUN, en → hi) asphyxiant (ADJ, fr → cs) judiciaire (ADJ, fr → hi) Shenzhen (PROPN, fr → hi) ناريطلا (NOUN, ar → es)
39 ? (PUNCT, is → ar) مل (PART, ar → en) way (NOUN, en → hi) ةينومرهلا (ADJ, ar → hi) ejecutivo (ADJ, es → hi) they (PRON, en → ar)
40 RHS (PROPN, cs → is) ال (PART, ar → en) punish (VERB, en → hi) rhetoric (NOUN, en → hi) time (NOUN, en → hi) pero (CCONJ, es → fr)

Table 4: Top dominated tokens at increasing dominance thresholds, excluding duplicates from earlier thresholds.
The cells represent Token | POS | Source → Target) taken from BLOOM.
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