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Sesame Street at BioNLP 2019
Dina Demner-Fushman, Kevin Bretonnel Cohen, Sophia Ananiadou, and Junichi Tsujii

Recent years have seen an explosion of workshops, community challenges, corpora and publicly
available tools in the biomedical and clinical language processing domain. That trend continues in
2019. In a significant advance, this year the original BioNLP-ST challenge matured into an open
platform capable of providing technical support and sustaining any group that is interested in organizing
a biomedical language processing challenge [1], while the BioNLP Special Interest Group continues
supporting Shared Tasks in emerging areas of research through the annual meeting. This year, BioNLP-
ST presents research directions explored by 72 teams for inference and entailment in the medical domain,
and their contribution to domain-specific information retrieval and question answering systems [2].

The BioNLP meeting has now been ongoing for 18 years. BioNLP continues to stay the flagship and
the generalist meeting in biomedical language processing, accepting noteworthy work independently of
the tasks and sublanguages studied. BioNLP also continues promoting research in languages other than
English, this year presenting work in Romanian, Portuguese, Spanish, and Chinese [3, 4, 5, 6], primarily
covering development of resources for these languages.

The quality of submissions continues to impress the program committee and the organizers. BioNLP
2019 received 72 submissions to the workshop, and 21 for the Shared Task. Of the work submitted
to the workshop, 14 papers were accepted for oral presentation and 24 as poster presentations. This
year, various deep learning architectures are explored in all papers, with continuing focus on interesting
new models and in-depth exploration of the state-of-the-art publicly available tools. Most of the work
uses BERT [7] or BERT models trained on PubMed, with one paper exploring BERT and ELMo on
ten biomedical benchmarking datasets [8] and many others using and exploring embeddings and neural
networks for chemical recognition [9], concept extraction and coding [10], relation extraction [11, 12,
13], and phenotyping [14].

As for the past several years, the themes in this year’s papers and posters continue to focus equally on
clinical text and biological language processing. They also reveal sustained interest in social media and
consumer language processing [15].

As it has been for the past 18 years, the workshop is truly a community-wide effort of the authors
producing high quality work that is already contributing to acceleration of foundational biomedical
research [16, 17, 18, 19] and clinical practice [20, 21, 22, 23] through improvements in information
retrieval and extraction, question answering, diagnosis and clinical decision support [24]. We are equally
happy to see sustained contributions from those who started forming the field of BioNLP research, and
first-time contributions that show the increasing interest in the domain. We are particularly indebted to
our reviewers who reviewed a higher than usual workload in a very short time. Their judgments resulted
in a program that will undoubtedly advance both the BioNLP research and the practical areas that it
serves. Due to space and time constraints, we could only accept the papers that were recommended for
acceptance by at least two reviewers. We hope that the authors of the papers that could not be accepted
received good feedback that will help them improve their work.
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Abstract
Assessing how individuals perform different
activities is key information for modeling
health states of individuals and populations.
Descriptions of activity performance in clini-
cal free text are complex, including syntactic
negation and similarities to textual entailment
tasks. We explore a variety of methods for the
novel task of classifying four types of asser-
tions about activity performance: Able, Un-
able, Unclear, and None (no information). We
find that ensembling an SVM trained with lexi-
cal features and a CNN achieves 77.9% macro
F1 score on our task, and yields nearly 80%
recall on the rare Unclear and Unable sam-
ples. Finally, we highlight several challenges
in classifying performance assertions, includ-
ing capturing information about sources of as-
sistance, incorporating syntactic structure and
negation scope, and handling new modalities
at test time. Our findings establish a strong
baseline for this novel task, and identify in-
triguing areas for further research.

1 Introduction

Information on how individuals perform activi-
ties and participate in social roles informs concep-
tualizations of quality of life, disability, and so-
cial well-being. Importantly, activity performance
and role participation are highly dependent on the
environment in which they occur; for example,
one individual may be able to walk around an of-
fice without issue, but experience severe difficulty
walking along mountain paths. Thus, determin-
ing what level of performance an individual can
achieve for activities in different environments is
critical for identifying ability to meet work re-
quirements, and designing public policy to support
the participation of all people.

However, the interaction between individuals
and environments makes modeling performance

∗These authors contributed equally to this work.

information a complex task. Assessments of ac-
tivity performance within clinical healthcare set-
tings are typically recorded in free text (Bog-
ardus et al., 2004; Nicosia et al., 2019), and
exhibit high flexibility in structure. Syntac-
tic negation can be present, but is not neces-
sarily indicative of inability to perform an ac-
tion; for example, Patient can walk with
rolling walker and Patient cannot
walk without rolling walker are both
likely to be used to assert the ability of the patient
to walk with the use of an assistive device. Infor-
mation about performance may also be given with-
out a clear assertion, as in the cane makes
it difficult to walk. Thus, extraction
of performance information must not only distin-
guish between positive and negative assertions, but
also those which cannot be clearly evaluated.

To the best of our knowledge, this is the first
work to explore assertions of activity performance
in health data. We explore a variety of meth-
ods for classifying assertion types, including rule-
based approaches, statistical methods using com-
mon text features, and convolutional neural net-
works. We find that machine learning approaches
set a strong baseline for discriminating between
four assertion types, including rare negative as-
sertions. While this work focuses on a relatively
constrained and homogeneous corpus, error anal-
ysis suggests several broader directions for future
research on classifying performance assertions.

2 Related Work

Though this is the first work focusing on the po-
larity of activity performance, three areas of prior
work are particularly relevant to this research.

The first is concerned with applying NLP tech-
niques and linguistic annotation to information
about whole-person function, particularly activity
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performance. Harris et al. (2003) experimented
with term extraction for the purpose of terminol-
ogy discovery to support information retrieval re-
lating to functioning, disability and health, using
linguistic, n-gram and hybrid techniques. Bales
et al. (2005) and Kukafka et al. (2006) modified
and applied the MedLEE NLP Extraction tool to
code Rehabilitation Discharge Summaries using
ICF (World Health Organization, 2001) encod-
ings. Kuang et al. (2015) studied UMLS term
coverage of functional status terms found in VA
clinical notes and in social media sources, report-
ing that there is a need to extend existing termi-
nologies to cover this area. Finally, Thieu et al.
(2017) reported on an effort to build an anno-
tated corpus of Physical Therapy (PT) notes from
the Clinical Center of the National Institutes of
Health (NIH) with functional status information.
This corpus was also used for an investigation
into using named entity recognition (NER) tech-
niques to extract information about patient mobil-
ity (Newman-Griffis and Zirikly, 2018).

The second area is research on negation. Nega-
tion detection is a well-researched area (Morante
and Sporleder, 2012), and both negation and un-
certainty have historically been studied in the clin-
ical NLP context (Mowery et al., 2012; Peng et al.,
2018). Previous work studied the use of incorpo-
rating dependency parsers to help in identifying
the scope (Sohn et al., 2012; Mehrabi et al., 2015).
Recent work in this area involves the use of neural
network models, where Long Short-Term Mem-
ory (LSTM), or variations of it, yielded compet-
itive results on negation (cues and scope) detec-
tion (Taylor and Harabagiu, 2018).

One highly-related work to ours is Wu et al.
(2014), which investigates detection of binary se-
mantic negation status (i.e., the presence or ab-
sence of a finding, as opposed to syntactic nega-
tion) for clinical findings in EHR text. However,
as Action Polarity is defined in terms of the in-
teraction between an individual and a specific en-
vironment, it adds a layer of complexity to non-
interactive physiological observations. Gkotsis
et al. (2016) investigate using parsing-based scop-
ing limitations for negation detection in complex
clinical statements, though their focus is specifi-
cally on mentions of suicide.

Finally, classifying the assertion status of ac-
tivity performance descriptions bears similarities
to the problem of recognizing textual entailment

(RTE) (Dagan et al., 2006; Marelli et al., 2014).
RTE asks whether a given premise entails a spe-
cific hypothesis, and has historically been pursued
in the general domain, though, recent efforts have
developed datasets in biomedical literature (Ben
Abacha et al., 2015; Ben Abacha and Demner-
Fushman, 2016) and in clinical text (Romanov and
Shivade, 2018). Our task, by asking whether a
given description entails ability to perform an ac-
tion in the an environment, is more constrained
than RTE, but poses a related research challenge.

3 Data

We use an extended version of the dataset initially
described by Thieu et al. (2017), consisting of 400
English-language Physical Therapy initial assess-
ment and reassessment notes from the Rehabili-
tation Medicine Department of the NIH Clinical
Center. These text documents have been annotated
to identify descriptions and assessments of mo-
bility status, typically including one or more spe-
cific Actions; for example, Pt walked 300’
with rolling walker (Action underlined).

Each Action annotation was assigned one of
four Polarity values, indicating what (if any) in-
formation the containing mobility description pro-
vides about the subject’s ability to perform the
given Action in the context of any described envi-
ronmental factors.1 The Polarity labels are defined
in the following paragraphs.

Able The subject is able to complete the
activity in the environment described. For ex-
ample, She states she can walk 20
minutes before tiring; in the case of
now requires assistance of one
person with transfers, it is unknown
whether the patient can perform the action in-
dependently, but they are able to do so with the
assistance described.

Unable The subject is not able to complete
the activity in the environment described; for
example, He is unable to walk. More
specific information may also be included,
as in Pt is now unable to walk more
than 50 feet.

Unclear Some information is provided about
the subject’s ability to perform the action, but not

1It is important to note that the Polarity label is depen-
dent on the environmental factors described. For example, an
individual may be able to walk a certain distance using an as-
sistive device such as a rolling walker, but unable to walk that
same distance independently.
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Label Train Test Total
Able 1,536 446 1,982

Unable 54 23 77
Unclear 158 48 206

None 1,784 478 2,262
Total 3,532 995 4,527

Table 1: Number of samples with each Polarity label in
train and test data.

enough to make a definitive positive or negative
judgment. For example, in The cane makes
it difficult to walk, it is undetermined
whether the subject can or cannot walk. This label
also includes some cases of negated environmen-
tal factors; for example, unable to propel
wheelchair independently.

None No direct information about ability
to perform the action is provided. Common
examples of this label refer to a scale that is
either unavailable or distant in the document, as
in Ambulation: 1. Other cases refer to a
specific aspect of performing an action, without
evaluation, as in tendency during gait
to quickly extend the leg from
swing to stance.

We randomly split the 400 documents into 320
training records and 80 testing records, stratified
by distribution of Polarity labels. Table 1 provides
frequencies of each label in these splits.

4 Methods

We investigate a variety of methods to classify the
Polarity values of Action annotations. Rule-based
methods have been used to great effect in clinical
information extraction (Kang et al., 2013; Chap-
man et al., 2007), and form an important baseline
for our task. We also make use of several com-
mon machine learning methods, such as support
vector machines and k-nearest neighbors, along
with more recent neural models such as convolu-
tional neural networks (CNN). Finally, we exper-
iment with ensembled combinations of our best-
performing models. These approaches are de-
scribed in the following subsections.

4.1 Rule-based

A UIMA (Ferrucci and Lally, 2004) based
pipeline was constructed to identify action polar-
ity from components of v3NLP-Framework (Di-
vita et al., 2016). Leveraging the relationship of

our task to detecting contextual attributes such as
negation, the conTEXT (Chapman et al., 2007) al-
gorithm embedded in the v3NLP-Framework was
augmented with a few additional entries including
“able” and “independent” as asserted evidence and
“unable” as negative evidence.

The conTEXT algorithm relies on a lexicon
of evidence and accompanying clues to indicate
when evidence found to the right or left of a rel-
evant entity within a bounded window should be
applied. We used the sentence containing an Ac-
tion mention as the bounds of its context window.
An Action Polarity UIMA annotator was built to
assign Polarity, given an Action annotation. This
annotator is downstream from the conTEXT anno-
tator that assigned negation, assertion, conditional,
hypothetical, historical, and subject attributes to
named entities. Within conTEXT-processed enti-
ties, we assigned Unable polarities to actions that
had previously been attributed with negative and
assigned Able polarities that had previously been
assigned only asserted attributes. Actions that
were tagged as conditional or hypothetical were
not assigned a Polarity.

The v3NLP-Framework pipeline includes doc-
ument decomposition annotators to identify sec-
tions, section names, sentences, slots and values,
questions and their answers, and to a lesser ex-
tent checkboxes (Divita et al., 2014). Action men-
tions in clinical text occur within the boundaries of
each of these elements. ConTEXT addresses ac-
tion mentions within prose, but is not relevant for
action mentions found in the semi-structured con-
structs. The Action Polarity annotator was thus
augmented with additional rules to aid in polar-
ity assignment based on where the mention was
found. The most relevant rules are as follows:

• Action mentions that are in the slot part
of a slot:value construct get their polarity
assignment from positive or negative evi-
dence in the value part of the construct. Ta-
ble 2 provides guidelines to assigning polar-
ity from slot:value and question and answer
constructs.

• Action mentions that are within Goals or Ed-
ucation sections do not get a polarity. The
section name is known for each named en-
tity. For the time being, section names with
“plan,” “goals,” “education,” “intervention”
and “recommendations” qualify. These are
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Slot criteria Value criteria Assigned Polarity Example
Asserted Action Asserted Evidence Able Transfers: Independent
Asserted Action Negated Evidence Unable Transfers: Unable
Negated Action Negated Evidence Able Difficulty Walking: No
Negated Action Asserted Evidence Unable Unable to Walk: yes
Asserted Action Numbers Unclear Transfers: 4
Asserted Action No context evidence Unclear Sit to stand: minimal assist
Asserted Action No value None Stand to sit:
Multiple Actions Doesn’t matter None Difficulty with chores, shopping,

driving: Yes

Table 2: Table of slot:value rules for Action Polarity

considered to be hypothetical constructs. The
exception to this is if a goal is noted to have
been met, it gets an Able Polarity.

• Action mentions within only the value part
of the slot:value construct were handled the
same way as Action mentions within prose.

4.2 Machine learning models

We evaluated the following common machine
learning-based classification methods for our Po-
larity labeling task:2

• Random forest (RF), using 100 estimators;

• Naı̈ve Bayes (NB), using Gaussian estima-
tors;

• k-nearest neighbors (kNN), using k=5 with
Euclidean distance;

• Support vector machine (SVM), with linear
kernel;

• Deep neural network (DNN), using a 100-
dimensional hidden layer followed by a 10-
dimensional hidden layer.3

For a given Action mention a contained in a
Mobility description m, we explored using both
bag of binary unigram features4 and word em-
bedding features as model input. For both kinds
of features, we experimented with using the con-
text words in m − a (i.e., all words in m except
for the Action mention itself) only, and including
the text of the Action mention a. Word embed-
ding features were calculated by averaging the em-
beddings of all words used (either context alone
or averaging context words and Action mention

2We used the implementations of each method in Scikit-
Learn (Pedregosa et al., 2011).

3We experimented with d ∈ 10, 100, and number of lay-
ers ∈ 1, 2, 3.

4Binary unigram features consistently matched or outper-
formed unigram counts in our experiments.

Features NB RF kNN SVM DNN
Unigrams 41.3 77.3 67.0 78.6 79.8

+Action 42.1 73.7 56.8 80.9 78.0
+Embeddings 41.6 64.3 66.3 78.8 80.9

+Both 43.0 65.1 65.2 81.7 79.6

Table 3: Macro F1 over Polarity classes in 5-fold cross
validation feature selection experiments. All experi-
ments start with binary unigram features using con-
text words alone, and add Action words, embedding
features from context words, or both (i.e., unigrams
and embedding features from context and Action words
combined). The best performing model configurations
are marked in bold.

words together); we used pretrained FastText (Bo-
janowski et al., 2017) embeddings from Wikipedia
and newswire, including subword information.5

Where both unigram and embedding features are
used, they are concatenated as a single feature vec-
tor.

4.2.1 Feature selection
In order to identify the best combination of fea-
tures for the task, we performed five-fold cross
validation experiments on the training data. As
shown in Table 3, we found that three model con-
figurations achieved statistically equivalent macro
F1 in cross validation (p ≥ 0.001 with bootstrap
permutation test, R = 10000 (Berg-Kirkpatrick
et al., 2012)).6 These are RF with unigram features
(78.5% F1), the 2-layer DNN with unigram and
embedding features from context only (80.9%),
and SVM with all features, i.e. unigrams and em-
beddings with both the mobility description and
Action mention texts (81.7%).7

Given the class imbalance in our dataset,

5https://fasttext.cc/docs/en/
english-vectors.html

6We use significance threshold p = 0.001 throughout this
paper, as a conservative Bonferroni correction for multiple
testing. To have sufficient resolution to those low threshold,
we use 10,000 replicates in bootstrapping.

7Complete results tables will be made available online.
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Model Able Unable Unclear None Macro
NB (All) 68.2 15.1 25.6 62.9 43.0
RF (Uni) 84.5 68.1 69.9 86.7 77.3

KNN (Uni) 73.5 53.3 62.6 78.5 67.0
SVM (All) 86.3 76.2 76.4 87.8 81.7

DNN (Uni+Emb) 85.0 76.8 74.3 87.5 80.9

Table 4: Five-fold cross validation results (F1) by class
with best configurations of learned baselines. All indi-
cates using unigrams, embeddings, and Action mention
features; Uni indicates using unigram features from
context words only, and Uni+Emb indicates both uni-
gram and embedding features from context words. The
best result in each column is marked in bold.

we also analyzed per-class performance of each
model. Interestingly, as Table 4 illustrates, we
found that all models except Naı̈ve Bayes were
surprisingly robust to this imbalance, with both
SVM and DNN achieving over 76% F1 on the
smallest class (Unable). Across all four classes,
the SVM and the 2-layer DNN yield statistically
equivalent performance (p ≥ 0.001); we therefore
use absolute macro F1 to choose SVM as the best
baseline model for comparing across approaches.

4.2.2 CNN model
We adopt the Convolutional Neural Network
(CNN) architecture introduced in Kim (2014). In
our architecture, shown in Figure 1, we com-
bine word embeddings with character embed-
dings, to reduce the impact of out-of-vocabulary
rate as opposed to using words alone. Addition-
ally, character-level CNNs have been shown to im-
prove the results of text classification (Zhang et al.,
2015), but the improvement is more evident with
larger data sizes.

Context 
Representation

Convolutional 
layer with 

multiple filter

Max pooling Fully 
connected 
layer with 
softmax

word1 
char1

Context 
around 
action 

mention
wordn
charn

…

Figure 1: CNN architecture for Polarity classification.

Although our task is close to negation detec-
tion, it differs in that we do not need to detect the
span of the Action: we take as inputs the Action
mention and its parent mobility mention (a self-
contained text span that can be considered a sen-

Embeddings Able Unable Unclear None Macro
prev all 82.3 48.7 31.8 86.9 62.4
next all 79.3 32.3 53.5 82.7 64.9
full all 87.6 63.4 65.0 89.4 76.4

full char 66.0 45.7 72.9 78.7 65.8
full word 86.1 42.4 60.3 88.0 69.2

Table 5: CNN performance using different inputs.

tence). Unlike sequence tagging problems, where
Long-Short Term Memory (LSTM) architectures
would be a good fit (Fancellu et al., 2016), we treat
the problem as a text classification task.

We experiment with character and word embed-
dings of the following inputs:

• previous context (prev): the set of words pre-
ceding and including the action mention.

• next context: the set of words following and
including the action mention.

• full context: the union of prev and next.

We also compare the impact of using character
(full char) or word (full word) embeddings only
as opposed to combining both (* all), as shown in
Table 5. We note that relying on part of the context
significantly drops the Unable performance. How-
ever, as expected, prev outperforms next, given
that the words preceding the Action mention carry
most of the ability-related information. For the
rare Unable class, character embeddings outper-
form word embeddings, with F1 72.9% on the test
set; the highest across all systems.

Hyperparameters were optimized on a dev set
(we used a 90/10 train/dev split), yielding a learn-
ing rate of 0.0001, dropout of 0.5, embeddings
size 100, and Adam optimization (Kingma and Ba,
2014) with L2 regularization.

4.3 Ensemble models

Ensembling methods have been shown to improve
performance in a variety of classification tasks
(Buda et al., 2018), including in class-imbalanced
tasks (Ju et al., 2018). In order to combine the
strengths of each modeling approach, we therefore
experimented with ensembling all three systems,
using two ensembling strategies:

Majority voting Predictions from the single
best configurations of the SVM and CNN models8

were combined to make a single decision. When
8Adding rule-based predictions degraded performance in

this case.
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System Able Unable Unclear None Macro F1Pr Rec F1 Pr Rec F1 Pr Rec F1 Pr Rec F1
Rule-based 58.3 71.3 64.2 20.3 52.2 29.3 8.8 12.5 10.3 80.2 54.2 64.7 42.1

SVM 83.4 86.8 85.1 62.1 78.3 69.2 63.0 70.8 66.7 90.0 84.3 87.0 77.0
CNN 86.0 89.2 87.6 72.2 56.5 63.4 81.2 54.2 65.0 89.0 89.7 89.4 76.4

All (DNN chooser) 87.5 86.3 86.9 56.7 73.9 64.2 66.7 70.8 68.7 90.3 89.5 89.9 77.4
SVM+CNN (Voting) 82.3 90.8 86.4 62.1 78.3 69.2 62.1 75.0 67.9 94.5 82.2 87.9 77.9

Table 6: Precision (Pr), Recall (Rec), and F1 for each model evaluated on the test set. Top rows are individual
models, bottom rows are ensembled results. The best result in each column is marked in bold.

the systems agreed, that label was chosen as out-
put; in the case of disagreement, we chose the pre-
dicted label that was less frequent in training data,
in order to prefer the strengths of individual mod-
els on rare classes.

DNN chooser Predictions from all three sys-
tems (rule-based and the best pretrained SVM and
CNN models)9 were passed as inputs to a DNN
with a single 10-unit hidden layer.10 In order to
compensate for the class imbalance in our dataset,
which would lead to preferring the CNN due to its
higher precision, we identified all training samples
that the three models disagreed on and grouped
them by label, and identified the smallest of these
disagreement sets. We then sampled no more than
twice this number of points from each disagree-
ment set, yielding a training sample of 182 points.

Using this downsampled training set, we trained
the DNN to predict which, if any, of the systems
chose the correct answer. As multiple systems
may have made the correct prediction, this is a
multi-label classification task. At test time, the
system with highest probability output from the
DNN was chosen as the reference decision for the
final classification.

We also experimented with three approaches to
predict the final class directly: using a DNN with
the predictions of each system as input, using an
SVM with predictions as input, and adding rule-
based and CNN predictions as additional features
to the SVM with lexical features. All variants un-
derperformed the chooser in cross validation ex-
periments on training data, thus we omit them
from our results.

5 Results

The test results of the systems we compared are
given in Table 6. The ensembled systems achieve

9For the chooser, adding rule-based predictions consis-
tently improved results over just SVM and CNN.

10Experiments with a 64-unit hidden layer, to cover all pos-
sible label combinations, yielded the same results in cross
validation.

the best overall performance, with 77.4% macro
F1 with the DNN chooser and 77.9% with ma-
jority voting. Due in large part to the class im-
balance in the dataset, the SVM, CNN, and en-
semble methods do not yield statistically signifi-
cantly different results in most cases (p > 0.001),
although the voting ensemble does produce sig-
nificantly higher precision on None samples than
other methods (p� 0.001).

While performance is considerably better on the
more frequent Able and None classes, the learned
systems achieve good results on Unclear and the
very rare Unable. Figure 2 shows the confusion
matrices for all systems. The most common con-
fusions are with Able and None, with only a small
number of false positives for Unable and Unclear
and no confusion between the two in the machine
learning approaches.

Comparing between individual systems, the
CNN is best at making the important distinction
between Able and Unable. It consistently achieves
high precision across all classes, but suffers large
drops in recall for the rare labels. The SVM model
reverses this tradeoff, yielding high recall for Un-
able and Unclear, but much lower precision. The
ensembled methods are able to strike a good mid-
dle ground, keeping the high recall of the SVM
without sacrificing too much of the CNN’s preci-
sion.

6 Discussion

As is evident from the results, correctly classify-
ing the minority classes Unable and Unclear is not
trivial. This is not only caused by the lack of data
for training those classes, but in the case of Un-
clear, also by its semantic ambiguity – even for
humans.

An important area of confusion is when actions
are hypothetical, as is the case for plans, recom-
mendations or feelings towards an action (e.g.
eager to walk), which should all be tagged
as None. Semantic problems can also arise around
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(a) Rule-based (b) SVM

(c) CNN (d) Ensemble (DNN chooser)

Figure 2: Confusion matrices for results on the test set.

the use of an assistive device. In the following
synthetic example, the annotated polarity is Able:
she is unable to ambulate more
than a few feet without support.
Without the mention of assistance, it would have
been Unable. In future work, assistance mentions
will be modeled explicitly to better capture this.

Overall, we obtain models that perform well
across the board, where each approach has differ-
ent strengths as illustrated in Figure 2. Out of the
955 test instances, the rule-based approach clas-
sifies 37 correctly that no other system got right.
Likewise, SVM and CNN have 27 and 25 unique
true positives, respectively. 46 instances get mis-
classified by all classifiers. The ensemble is able
to pick up on 31 of the unique true positives from
the machine learning systems, but consistently ig-
nores valid suggestions from the rule-based ap-
proach. This suggests that different ensembling
parameters should be considered to take better ad-
vantage of the rule-based system’s strengths.

Below, we discuss system-specific observations
in more detail.

6.1 Rule-based

The following failures were observed in the train-
ing and testing output:

Scoping negation The scope for assigning
negation attribution was set to be within sentential
boundaries. Ideally, the scope should be tighter
at the major phrase level. However, v3NLP-
Framework does not currently employ a depen-
dency graph parser. Breaking on phrasal bound-
aries was not successful, primarily due to the in-
ability to distinguish between list markers such as
commas, coordinating conjunctions (and/or), and
true scope limiting phrasal boundaries. Several
false negatives were due to the incorrect Unable
assignment because of negation scoping.

Identifying variants of slots and values accu-
rately Negation and assertion assignment are de-
pendent upon whether the action is within prose,
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a slot or a value. A number of errors were due to
multiple slot:value constructs within the same line
making it difficult identifying the values, and/or
nested constructs (i.e., the value of a slot:value
construct was also a slot:value construct).

Nested sections A number of missed None er-
rors were the result of mis-identifying what sec-
tion the annotation was within, and picking up
an inner section name. Several other issues arose
from the use of spaces as delimiters between slots
and values, as well as slots and values embedded
within bulleted lists.

Pertinent negatives (Divita et al., 2014) A
statement where the action mention had clear neg-
ative evidence really meant the patient could per-
form an action. For example, no trouble
walking. An easy amelioration would be to
gather constructs like “no trouble” and add them
to the assertion evidence lexicon.

6.2 Machine learning

The machine learning systems are prone to failures
in sentences that have multiple Action mentions, if
their Polarity differs. This is because the systems
do not take into account sentence structure. Sim-
ilarly, sentence length seems to have a negative
effect on performance, as it dilutes the informa-
tion salient to the focus mention. In future work,
we would limit the context information to exclude
other mentions’ contexts, add parse tree informa-
tion relevant to the focus mention, or improve the
neural network architecture to better model the se-
quential nature of the data.

The models would also benefit from better cap-
turing semantic similarity. An example would
be Pt. is fearful to start walking
again (class: None), where the modality ex-
pressed by fearful might not have been learned
from the training data. Additionally, lemmati-
zation, stemming and character embeddings can
blunt the impact of such unseen tokens, but using
embeddings from large corpora would be more ro-
bust.

Finally, one potential limitation in our machine
learning results is our use of pretrained embed-
dings from web text. As Newman-Griffis and
Zirikly (2018) show, when only a small amount
of text from the target domain is available, out-
of-domain embeddings can roughly match perfor-
mance with in-domain embedding features; how-
ever, developing or tuning more targeted word em-

beddings for use in this dataset is a useful area of
future work.

6.3 Generalizability

It is important to note that the dataset used in
this study was derived from one specialty – Phys-
ical Therapy – within a single institution – the
NIH Clinical Center. Thus, the texts analyzed
are likely to be more homogeneous than would
be a broader dataset. Evaluating generalization
of our findings to free text from other healthcare
subdomains and other institutions, and describing
ways in which performance assertions vary be-
tween these sources, is a valuable area of future
work.

7 Conclusion

We have presented an evaluation of several ap-
proaches for the task of classifying whether a
given description of an individual performing an
activity indicates that they are able to perform
it, unable, unclear, or insufficient information to
determine. We found that machine learning ap-
proaches with lexical features perform surpris-
ingly well on the task, including detecting the rarer
labels of Unable and Unclear, and that an en-
sembled approach sets a strong baseline of 77.9%
macro F1 for our dataset. In-depth analysis of sys-
tem errors suggested several intriguing problems
for future work. For instance, we intend to inves-
tigate hybrid models and test how information re-
lated to report formatting, section structure, slot
info and assistive devices could improve the per-
formance. To clarify the confusion of a patient’s
ability, we need models that can differentiate be-
tween factual and hypothetical statements (e.g. Pt
can run vs. Pt dislikes running). Ad-
ditionally, we would like to incorporate contextual
representations such as ELMo (Peters et al., 2018)
and BERT (Devlin et al., 2018) into our models.

To our knowledge, this is the first work expand-
ing on the problem of clinical negation detection
to complex interactions between individuals and
their environments. This work joins a growing
body of research on application of NLP techniques
to information about activity performance and role
participation, and identifies several research chal-
lenges in adapting NLP methods to this new do-
main.
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Abstract

The objective of this work is to develop an
automated diagnosis system that is able to
predict the probability of appendicitis given
a free-text emergency department (ED) note
and additional structured information (e.g., lab
test results). Our clinical corpus consists of
about 180,000 ED notes based on ten years of
patient visits to the Accident and Emergency
(A&E) Department of the National Univer-
sity Hospital (NUH), Singapore. We propose
a novel neural network approach that learns
to diagnose acute appendicitis based on doc-
tors’ free-text ED notes without any feature
engineering. On a test set of 2,000 ED notes
with equal number of appendicitis (positive)
and non-appendicitis (negative) diagnosis and
in which all the negative ED notes only con-
sist of abdominal-related diagnosis, our model
is able to achieve a promising F0.5-score of
0.895 while ED doctors achieve F0.5-score of
0.900. Visualization shows that our model
is able to learn important features, signs, and
symptoms of patients from unstructured free-
text ED notes, which will help doctors to make
better diagnosis.

1 Introduction

Medical diagnosis is an important task which re-
quires high accuracy and efficiency, especially for
patients admitted to the accident and emergency
(A&E) department of a hospital. These patients
have a wide range of medical conditions. How-
ever, it is highly improbable for a medical doctor
to gain expertise in all medical fields. Therefore,
it is very challenging for the attending doctors to
perform quick and accurate diagnosis in order to
prevent further complications.

Most of the relevant and useful information
(e.g., signs and symptoms) is in the form of
free text notes entered by medical doctors. The
text does not consist of well-formed and well-

structured sentences, but rather sentence frag-
ments containing medical abbreviations and fre-
quent misspelling (due to the time constraints im-
posed on doctors).

The task addressed in this paper is to diagnose
acute appendicitis, a binary classification task.
Appendicitis was chosen because of the fact that
the lifetime risk of having appendicitis is high
(8.6% for males and 6.7% for females (Addiss
et al., 1990)). Furthermore, there would be high
clinical impact if our system is successful. Besides
reducing the number of misdiagnoses, our system
is expected to help reduce cost by minimizing the
number of patients requiring Computed Tomogra-
phy (CT) scans. CT scans are performed by doc-
tors when they are unsure whether a patient suffers
from appendicitis. Although CT scans were found
to be 98% accurate in diagnosing acute appendici-
tis (Rao et al., 1998), they are harmful to our body
– one CT scan emits approximately 4001 times the
radiation of a regular chest X-ray. Moreover, there
is an exponential increase (from 2.9% to 82.4% in
22 years) in CT scan utilization without any im-
provement in outcomes (Repplinger et al., 2016;
Markar et al., 2014).

We propose a neural network model, which is
a combination of a convolutional neural network
(CNN) (LeCun et al., 1989), a recurrent neural
network (RNN) (Elman, 1990), and a residual net-
work (He et al., 2016) inspired by their recent suc-
cesses in multiple tasks. RNN has proven to be
successful in natural language processing (NLP)
tasks such as machine translation (Bahdanau et al.,
2015), automated essay scoring (Taghipour and
Ng, 2016), and question answering (Kundu and

1https://www.fda.gov/
radiation-emittingproducts/
radiationemittingproductsandprocedures/
medicalimaging/medicalx-rays/ucm115329.
htm (Accessed on 7 June, 2019)
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Ng, 2018). CNN has also been successfully used
in NLP (Collobert et al., 2011; Chollampatt and
Ng, 2018). The main strength of neural networks
is that we can train the model without any feature
engineering. Therefore, the model is scalable and
generalizable to learn other diseases.

2 Automated Diagnosis

In this section, we define the diagnosis task and
the evaluation metric used for measuring the per-
formance of the automated diagnosis system.

2.1 Task Description

We formulate the task as a binary classification
problem. Given a free-text ED note, and optional
real-valued features (from the structured fields),
the model is required to classify the ED note as
positive appendicitis (represented by a 1), or neg-
ative appendicitis (represented by a 0). This is ac-
complished by producing a probability score, and
comparing the score against a threshold, such that
the class is positive if the probability score exceeds
the threshold.

The corpus of hospital ED notes used in this pa-
per is obtained from the National University Hos-
pital (NUH), Singapore, spanning a period of ten
years. However, the diagnosis stored in each ED
note is not the true diagnosis. The ground truth
is stored in the discharge summary (DS) of a pa-
tient after the patient is discharged from the hos-
pital. Our corpus consists of about 180,000 ED
notes and DS pairs. Each ED note contains 440
words on average.

The ED notes are written in sentence fragments
and point forms, and very often contain abbre-
viations, symbols, and misspelled words. This
adds to the difficulty in diagnosing appendicitis.
Moreover, the free-text ED notes contain patients’
personal health information (PHI) such as name,
identification number, and contact number. The
ED notes need to be anonymized (by removing the
PHI) before they are used for research purposes.
We have developed a simple and efficient algo-
rithm to anonymize the ED notes (Yuwono et al.,
2016) and it is used in this work.

2.2 Evaluation Metric

The standard evaluation metrics of binary classi-
fication are recall, precision, specificity, F1-score,
and F0.5-score. The last two are shown in Equa-

tion 1.

F1 = 2× precision× recall
precision+ recall

F0.5 = (1 + 0.52)× precision× recall
(0.52 × precision) + recall

(1)

Let TP, FP, FN, and TN denote true positive, false
positive, false negative, and true negative respec-
tively. The positive class refers to class 1 (appen-
dicitis), while the negative class refers to class 0
(not appendicitis). As clinicians favor precision
and specificity over recall, we have adopted F0.5-
score as our main evaluation metric. We aim to
have FP as low as possible to prevent patients from
being operated on when they do not have appen-
dicitis. Clinicians view FN as more tolerable (as
compared to FP), because doctors are still required
to investigate the condition of patients not diag-
nosed as appendicitis until they recover.

3 Neural Networks

3.1 Model Architecture

We have created a novel neural network architec-
ture named convolutional residual recurrent neural
network (CR2). Our architecture is illustrated in
Figure 1.

Lookup Table Layer: The first layer of our
neural network projects each word into a dLT
dimensional space. Given a sequence of words
W represented by their one-hot representations
(w1,w2, ...,wM ), the output of the lookup table
layer (LT ) is given by Equation 2.

LT (W) = (Ew1,Ew2, ...,EwM )

= (x1,x2, ...,xM )
(2)

where E is the word embedding matrix which is
learnt during training and M is the number of
words in an ED note.

Convolution Layer: After the dense represen-
tation of the input sequence is computed from the
lookup table layer, it is fed as the input to a con-
volution layer to extract local features. Given a
window of word representations of length l, (i.e.,
x1,x2, ...,xl), they are first concatenated to form
vector x̄, and then an output convolution vector c
of length dc is computed as shown in Equation 3.

c = Wvx̄ + b (3)
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Figure 1: Our neural network architecture (CR2).

Wv and b are the trainable weight and bias pa-
rameters respectively, and they are shared across
all windows in a sequence.

Residual Layer: We perform the sum op-
eration on the sequence of the word embeddings
(X = x1,x2, ...,xM ) and the output of the con-
volutional layer (C = c1, c2, ..., cM ) as shown in
Equation 4.

Sum(X,C) = X + C (4)

To be able to perform the sum operation as shown
above, the dimension of the word embeddings
(dLT ) and the dimension of the output vectors of
the convolution layer (or the number of filters) (dc)
have to be equal.

Recurrent Layer: After combining local fea-
tures extracted by the convolution layer with the
original dense word representations, the result-
ing vectors are fed as input to a recurrent layer.
The recurrent layer processes the input to gener-
ate a representation of a given ED note. There
are three well-known RNN units: basic recurrent
units (Elman, 1990), gated recurrent units (GRU)
(Cho et al., 2014), and long short-term mem-
ory units (LSTM) (Hochreiter and Schmidhuber,
1997). Based on our experimental results, LSTM
outperforms the other two units and hence we only
use LSTM as our RNN unit.

LSTM is able to learn to preserve or forget in-

formation. To control the flow of information,
LSTM uses three gates to forget or pass informa-
tion to the next time step. The formal definition of
LSTM is described in Equation 5.

it = σ(Wixt + Uiht−1 + bi)

ft = σ(Wfxt + Ufht−1 + bf )

c̃t = tanh(Wcxt + Ucht−1 + bc)

ct = it ◦ c̃t + ft ◦ ct−1
ot = σ(Woxt + Uoht−1 + bo)

ht = ot ◦ tanh(ct)

(5)

xt is the input vector at time t. LSTM produces
one vector ht at each time step t (h0 is the zero
vector). Wi,Wf ,Wc,Wo,Ui,Uf ,Uc,Uo are
weight matrices and bi,bf ,bc,bo are the bias
vectors. The circle symbol ◦ denotes element-wise
multiplication and σ denotes the sigmoid func-
tion. The output of the recurrent layer is H =
(h1,h2, ...,hM ). Following (Taghipour and Ng,
2016), we use every output of the intermediate
states of the RNN and perform summing (resid-
ual) and then pooling in the next layer to have a
better representation of the entire ED note.

Residual Layer: We perform the sum oper-
ation on the sequence of the output vectors from
the recurrent layer (H = h1,h2, ...,hM ) and
the output vectors of the previous residual layer
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(Sum(X,C)) as shown in Equation 6.

R = Sum(H,X + C) = H + X + C (6)

To be able to perform the sum operation as shown
above, the dimension of the word embedding vec-
tors (dLT ), output vectors of the convolution layer
(dc), and output vectors of the hidden RNN layer
(dr) have to be equal.

Attention layer: Visualizing the learned
model is of high importance in the medical do-
main. By using an attention mechanism, we
can show the degree of importance of words and
phrases. Attention mechanism has been suc-
cessful in many recent studies (Bahdanau et al.,
2015; Hermann et al., 2015; Rush et al., 2015).
The outputs of the previous residual layer R =
(r1, r2, ..., rM ) are used as inputs of the attention
layer. In other words, this layer receives M vec-
tors of size dr, where dr is the output dimension
of the recurrent layer. R is a rich representation
of the words in the ED note using a combina-
tion of word embeddings, CNN outputs, and RNN
outputs. Each vector rt is multiplied by a learn-
able real-valued weight s′t between 0 and 1 before
adding the elements of all M vectors into a single
vector a as a form of weighted average. The func-
tions of the attention layer are defined in Equation
7.

st = v · tanh(Wrrt)

s′t = softmax(s)t

a =
M∑

t=1

s′trt

(7)

Wr is a trainable matrix of size dr × dr and v is a
trainable vector of size dr. To learn more complex
functions, Wr is introduced to increase the num-
ber of parameters and tanh is introduced to add
non-linearity. Wr and v are shared across all time
steps t. To make sure that the weights for all time
steps sum to 1, the softmax function is performed
on all the weights s = (s1, s2, ..., sM ). The atten-
tion layer is able to learn to assign varying weights
to different time steps t depending on the input rt.
The main advantage of having an attention layer
is that we can retrieve the weight s′t for each time
step, and hence we are able to visualize and mea-
sure the importance of each word in the ED note.

Linear Layer with Sigmoid Activation: If
there are no additional real-valued features, the
input of this layer is the vector a. Otherwise, it

will be [a, l], the concatenation of a and l, where l
contains the additional real-valued features which
will be described in the next subsection. The lin-
ear layer maps the input vector into a single scalar
value. This mapping is a simple linear transfor-
mation, therefore the computed scalar value is un-
bounded. Since we are expected to predict either
class 0 or 1, we will use a sigmoid function to en-
sure the scalar value is in the range (0, 1). The
mapping of the linear layer after applying the sig-
moid function is shown in Equation 8.

s(x) = σ(w · x + b) (8)

where x is the input vector a or [a, l], w is the
weight vector, and b is the bias value.

3.2 Additional Real-valued Features
Before using additional real-valued features such
as lab results in the neural network, the values
need to be normalized. We have adopted normal
sigmoid to normalize the real-valued features
which is shown in Equation 9. x̄ and σ represent
the mean and standard deviation for a particular
feature (e.g., white blood cell count).

normal(x) =
(x− x̄)

σ

normal sigmoid(x) =
1

1 + e−normal(x)

(9)

There are also entries where ED notes are not
accompanied by any lab results. To deal with
missing values, we calculate the mean (x̄) of all
existing entries in the training set of that particular
feature (e.g., white blood cell count) and then use
the average value to fill in the gap.

In order to include the L real-valued normalized
features l = (l1, l2, ..., lL) in the model, we con-
catenate L real numbers (after normalizing them)
to the output of the attention layer, before going
into the next layer. The input of the final layer will
be [a, l], a vector of size dr+L. Figure 2 illustrates
the process above.

3.3 Training
We use the RMSProp optimization algorithm
(Dauphin et al., 2015) to minimize a loss function
over the training data. Given N training ED notes
and their corresponding true class s∗i (either 0 or
1), the model computes the predicted score si in
the range of (0, 1) for all training ED notes and
then updates the network weights such that the loss
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Figure 2: Concatenation of real-valued features before
the final layer.

function is minimized. The loss function we have
adopted in our system is the binary cross-entropy
loss function as shown in Equation 10.

L(s, s∗) = −
N∑

i=1

s∗i log(si) + (1− s∗i ) log(1− si)

(10)

In our data set, the distribution of the classes is
highly imbalanced – the proportion of ED notes
in class 0 can be as high as 98.4%, with the re-
maining 1.6% ED notes in class 1. To tackle
this problem, we have adopted a weighted binary
cross-entropy loss function, where each class is
weighted inversely proportional to the class fre-
quency in the training data to allocate more weight
to the less frequent class, similar to the technique
used by (Chollampatt et al., 2016) for rescaling.

To prevent overfitting, we have adopted dropout
(Srivastava et al., 2014) regularization. We also
clip the gradient if the gradient norm is larger than
a certain threshold. We train the neural network
for a specified number of epochs and evaluate the
model on a validation set in every epoch. The
epoch with the highest F0.5-score on the valida-
tion set is then selected as the final model.

3.4 Threshold Adjustment
The output or score of the neural network is a real
number between 0 and 1. However, we need to
transform the score to either 1 (positive) or 0 (neg-
ative) to solve our binary classification problem.
Therefore, there is a need to set a threshold as the
decision boundary. The default threshold used to
split the two classes is 0.5. For example, if the pre-
diction score is greater than 0.5, then the predicted

class is positive (appendicitis); otherwise negative
(not appendicitis).

The aforementioned threshold can be used to
tune the model to have lower FP but higher FN,
and vice versa. In this paper, we would like to
achieve the lowest possible FP, trading for a higher
FN. To achieve this, we use the validation set to
search for a threshold with the best F0.5-score.
First, we use the model in the current epoch to
predict the score of each instance in the validation
set. Second, we sort the validation instances in as-
cending order of the predicted scores. Third, we
perform a linear search to find the cut-off thresh-
old to achieve the best F0.5-score on the validation
set. This is repeated in every epoch, resulting in a
unique threshold for each epoch. The epoch with
the best F0.5-score (using its own unique thresh-
old) on the validation set is used as the final model
to evaluate the test set, using the same threshold
used in the validation set.

4 Experiments

4.1 Setup

Our network has several hyper-parameters which
need to be set. We use the RMSProp optimizer
with decay rate of 0.9 and learning rate of 0.001.
Mini-batch2 size is 32 and the model is trained
for 25 epochs. The vocabulary is created using
all words in the training set. Out-of-vocabulary
words are replaced by a special <unknown> to-
ken. Words that contain any digits are replaced
by a special <num> token. The network is regu-
larized by using dropout (Srivastava et al., 2014)
with probability 0.5. During training, if the norm
of the gradient exceeds 10, it will be clipped to a
maximum value of 10. Word embedding dimen-
sion (dLT ), output dimension of the hidden layer
for the RNN (dr), and the number of filters for the
CNN (dc) are set to 300. The convolution win-
dow size (l) is set to 3. We initialize the lookup
table layer with our custom pre-trained word em-
beddings which are trained using our entire cor-
pus of 180,000 ED notes excluding the notes used
as validation and test set. We use the word2vec
skip-gram model (Mikolov et al., 2013) to train
our word embeddings. Although the lookup table

2To create mini-batches for training, all the ED notes in
a mini-batch are padded using a dummy token to have the
same length. To remove the effect of padding tokens during
training, they are masked to prevent the network from mis-
calculating the gradients.
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layer is initialized with pre-trained word embed-
dings, the lookup table layer is trainable and not
fixed. We utilize 4 additional features from the
structured patient data, namely age, gender, and
two lab test results (white blood cell count and
neutrophils), and incorporate them into the net-
work as described in Section 3.2.

4.2 Dataset

We have about 180,000 ED notes and DS pairs in
total. The class distribution of the ED notes in the
entire corpus is shown in Table 1 (second and third
column). The first class listed in the first column is
the class predicted by ED doctors in the ED notes,
while the second class listed in the first column is
the true diagnosis class obtained from the DS.

4.2.1 Dataset 1: Natural Distribution
(Original Dataset)

Using the corpus shown in Table 1, we randomly
sample 10% for training, 10% for validation, and
10% for test. The number of ED notes is 18,111,
18,108, and 18,107 respectively following its nat-
ural class distribution (about 1.6% positive ED
notes). To speed up training, we only use ED notes
with 750 words or less in the training set, resulting
in 16,854 instead of 18,111 ED notes for training.
We do not impose any length limit for both the
validation and test set.

Class Number of ED notes Percentage
+ + (TP) 2,194 1.2 %
+ – (FP) 1,071 0.6%
– + (FN) 796 0.4 %
– – (TN) 177,210 97.8 %

Total 181,271 100 %

Table 1: Class distribution of ED notes.

4.2.2 Dataset 2: Equal Class Distribution
with Random Negative ED Notes

In our second dataset, we obtain a subset of the
181,271 ED notes (from Table 1) to create a
dataset with 50% positive and 50% negative ED
notes. There are 2,980, 1,000, and 2,000 ED notes
for training, validation, and test respectively with
equal distribution of positive and negative classes
in each set. The negative ED notes consist of ran-
domly sampled ED notes of all diagnosis classes
that are not appendicitis.

4.2.3 Dataset 3: Equal Class Distribution
with Abdominal-related Negative ED
Notes

Our third dataset is very similar to our second
dataset (in Section 4.2.2) with the same class dis-
tribution. The only difference is that the negative
ED notes in this dataset only consist of abdominal-
related diagnosis instead of any random diagnosis
that is not appendicitis. The number of ED notes
in the training, validation, and test set are the same
as those in dataset 2. The 1,000 positive ED notes
in this test set are identical to the 1,000 positive ED
notes in the test set in dataset 2. Dataset 3 is more
challenging than dataset 2 because the signs and
symptoms of appendicitis are very similar to those
of other abdominal conditions. The class distribu-
tion of all three test sets is shown in Table 2.

4.3 Results and Discussions

The experimental results of the best model (CR2,
described in Sections 3 and 4.1) on the three
datasets are summarized in Table 3.

We train the neural network model (end to end)
on a single GPU (Nvidia TITAN X Pascal), and
the training time is 3.2 hours for dataset 1, and 35
minutes for each of the datasets 2 and 3. After the
model is trained, it is able to perform acute appen-
dicitis diagnosis rapidly, at 400 ED notes per sec-
ond. The best single CR2 model is chosen based
on the highest F0.5-score on the validation set over
50 runs with different seeds. The average score for
the CR2 model in each column is calculated over
50 runs with different seeds. The ± sign repre-
sents the standard deviation over the 50 runs.

We have two baseline methods, namely a max-
ent (maximum entropy, also known as logistic
regression) classifier and an Alvarado rule-based
scoring system. This is inspired by prior work
(Deleger et al., 2013) which performs appendici-
tis risk stratification using an Alvarado rule-based
scoring system with features obtained from free
text. Before using the aforementioned two meth-
ods, the texts are first tokenized, and negation are
detected through Negex (Chapman et al., 2001),
a simple regular expression rule-based algorithm
which has been modified to suit our needs. For
maxent, a list of words is built from the training
ED notes and we obtain the bag-of-words repre-
sentation for each ED note, add the lab results and
other structured fields, and then use them as fea-
tures to train a maxent classifier.
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Class Dataset 1 Dataset 2 Dataset 3
# ED notes % # ED notes % # ED notes %

+ + (TP) 216 1.2 % 734 36.7 % 734 36.7 %
+ – (FP) 104 0.6 % 6 0.3 % 36 1.8 %
– + (FN) 78 0.4 % 266 13.3 % 266 13.3 %
– – (TN) 17,709 97.8 % 994 49.7 % 964 48.2 %

Total 18,107 100 % 2,000 100 % 2,000 100 %

Table 2: Class distribution of ED notes in test sets.

model TP FP FN TN Rec Prec Spec F1 F0.5 Acc
Dataset 1

ED 216 104 78 17,709 0.735 0.675 0.994 0.704 0.686 0.990
ME 138 126 156 17,687 0.469 0.523 0.993 0.495 0.511 0.984
Alv 124 90 170 17,723 0.422 0.579 0.995 0.488 0.539 0.986
Best 141 90 153 17,723 0.480 0.610 0.995 0.537 0.579* 0.987
Avg 154.8 109.2 139.2 17,703.8 0.527 0.588 0.994 0.553 0.573 0.986

±16.9 ±18.8 ±16.9 ±18.8 ±0.058 ±0.021 ±0.0011 ±0.030 ±0.016 ±0.00046
Dataset 2

ED 734 6 266 994 0.734 0.992 0.994 0.844 0.927 0.864
ME 952 62 48 938 0.952 0.939 0.938 0.945 0.941 0.945
Alv 617 12 383 988 0.617 0.981 0.988 0.758 0.877 0.803
Best 912 27 88 973 0.912 0.971 0.973 0.941 0.959* 0.943
Avg 912.1 28.6 87.9 971.4 0.912 0.970 0.971 0.940 0.958 0.942

±17.1 ±6.1 ±17.1 ±6.1 ±0.017 ±0.0058 ±0.0061 ±0.0076 ±0.0037 ±0.0069
Dataset 3

ED 734 36 266 964 0.734 0.953 0.964 0.829 0.900 0.849
ME 880 125 120 875 0.880 0.876 0.875 0.878 0.876 0.878
Alv 617 72 383 928 0.617 0.896 0.928 0.731 0.821 0.773
Best 831 79 169 921 0.831 0.913 0.921 0.870 0.895* 0.876
Avg 832.1 84.2 167.9 915.8 0.832 0.908 0.916 0.868 0.892 0.874

±28.8 ±12.2 ±28.8 ±12.2 ±0.029 ±0.0096 ±0.0122 ±0.0125 ±0.0045 ±0.0095

Table 3: Summary of the best model against ED doctors and the baselines on three datasets. The baseline for the
statistical significance tests is underlined and statistically significant improvements (p < 0.05) are marked with
’*’. ME stands for Maxent, Alv stands for Alvarado, Best stands for Best CR2, and Avg stands for Avg CR2.

In acute appendicitis diagnosis, there is an ex-
isting well-known scoring system, namely Al-
varado score (Alvarado, 1986). It is also known as
MANTRELS score, which is a mnemonic to re-
member the score factors (signs, symptoms, and
lab readings) – Migration of pain to the right
lower quadrant, Anorexia, Nausea or vomiting,
Tenderness in the right lower quadrant, Rebound
pain, Elevated temperature (fever), Leukocytosis
(high white blood cell count), and Shift of neu-
trophils to the left. The score for each factor is
1(M), 1(A), 1(N), 2(T), 1(R), 1(E), 2(L), and 1(S)
respectively. The score for each factor present in
a patient will be added together to obtain the fi-
nal score. A higher score indicates that a patient
is more likely to have appendicitis. The aforemen-
tioned 8 factors are detected through a regular ex-
pression (with negation) on the ED notes that have
been preprocessed with Negex. Different thresh-
old values (scores strictly greater than the thresh-
old will be classified as positive, and negative oth-
erwise) are explored and the threshold with the

best F0.5-score is chosen. The thresholds for Al-
varado scoring in datasets 1, 2, and 3 are 6, 5, and
5 respectively.

Our neural network model (CR2) outperforms
the two baselines in F0.5-score on all three
datasets. We also perform a statistical signifi-
cance test (p < 0.05) to determine whether the
obtained improvement is statistically significant.
We found that our neural network improvements
against maxent on all datasets are statistically sig-
nificant. This shows that our neural network
model is superior to the maxent classifier and Al-
varado scoring system.

Based on the first row in Table 3, we can see that
ED doctors’ performance is better compared to our
model. This is mainly caused by class imbalance
(1.6% positive and 98.4% negative). Learning
and predicting on a dataset with extremely skewed
class distribution is challenging. However, as we
can see from the results, the performance of our
best model is close to that of ED doctors, with 14
fewer FP instances and 75 more FN instances out
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of 18,107 ED notes in the test set.
Based on the results of dataset 2 and 3, our

model achieved lower FP+FN (in other words,
higher accuracy) when compared to ED doctors.
With equal distribution of positive and negative
ED notes, our model performs better than ED doc-
tors with much lower FN in exchange for slightly
higher FP. Our model’s F0.5-score exceeds that of
ED doctor on dataset 2 and is very close to that of
ED doctor on dataset 3. Our model also consis-
tently achieves better sensitivity (recall) than the
ED doctor.

Figure 3: Visualization of how our model interprets a
positive ED note.

Figure 4: Visualization of how our model interprets a
negative ED note.

To visualize the model and gain insights into
how the model assigns importance to words and
phrases, we retrieve the weights of the attention
layer. The weights can be used to show the de-
gree of importance of words and phrases in an ED
note. From our observation, the model is able to
pick up meaningful signs and symptoms of ap-
pendicitis most of the time. Figure 3 shows the
visualization of our model, with appendicitis fea-
tures highlighted, such as rif pain, and tenderness
with rebound. In Figure 3, darker shade of red
color indicates a higher weight assigned to a word.
These signs and symptoms have been validated
and used in practice as features of the Alvarado
scoring scheme (Alvarado, 1986). On the other

hand, the model is also able to pick up the features
of non-appendicitis. In Figure 4, the model is able
to pick up diarrhea and a few other features sug-
gesting non-appendicitis.

We will explore other neural network architec-
tures and more (deeper) layers in the future. We
will also design our experiments to be able to fully
utilize the entire 180,000 ED notes to train and val-
idate our model.

5 Conclusion

In this paper, we tackle the task of automated diag-
nosis using free-text ED notes. We present a ma-
chine learning model which is able to learn from
free text and optional additional features without
any feature engineering. We show that the per-
formance of our novel neural network architecture
is promising and close to the performance of ED
doctors. Analysis of the visualization shows that
the attention layer is able to meaningfully learn
the importance of words and phrases in ED notes
and to change its emphasis depending on the con-
text of the words. This is helpful in highlighting
certain key description (i.e., signs and symptoms)
that might have been missed otherwise by medical
doctors in a real-life setting.
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Abstract
This paper proposes a dataset and method for
automatically generating paraphrases for clin-
ical questions relating to patient-specific in-
formation in electronic health records (EHRs).
Crowdsourcing is used to collect 10,578
unique questions across 946 semantically dis-
tinct paraphrase clusters. This corpus is then
used with a deep learning-based question para-
phrasing method utilizing variational autoen-
coder and LSTM encoder/decoder. The ulti-
mate use of such a method is to improve the
performance of automatic question answering
methods for EHRs.

1 Introduction

The useful information present in electronic health
records (EHRs) is hard to access due to many of its
usability issues (Zhang and Walji, 2014). Question
answering (QA) systems have the potential to re-
duce the time it takes for users to access informa-
tion present in the EHRs. However, the effective-
ness of such QA systems largely depends on the
variety of questions they are capable of handling.
Automated paraphrasing techniques are known to
improve the performance of QA models in gen-
eral domain by generating different variations of
a question (Duboue and Chu-Carroll, 2006; Fader
et al., 2013; Berant and Liang, 2014; Bordes et al.,
2014a,b; Dong et al., 2015; Narayan et al., 2016;
Chen et al., 2016; Dong et al., 2017; Abujabal
et al., 2018b). Thus, automatic generation of high
quality paraphrases for patient-specific EHR ques-
tions has the potential to improve performance of
the clinical QA systems.

Paraphrasing is a technique of rewording a
given phrase such that its lexical and syntactic
structure is different but its semantic information
is retained (Bhagat and Hovy, 2013). For instance,
the following two questions can be considered as
paraphrases of each other.

• What medications am I currently taking?

• What are my current medications?

Such EHR-related questions are usually
targeted toward specific clinical information
(Roberts and Demner-Fushman, 2016). For ex-
ample, the aforementioned questions are intended
to get information regarding medications. In
such a scenario, paraphrases can be considered as
different ways of accessing the same medical data.
As such, automatic clinical paraphrase generation
can help in increasing the breadth of questions for
training a clinical QA system.

While automated paraphrase generation is well-
studied in the general domain (Madnani and Dorr,
2010; Androutsopoulos and Malakasiotis, 2010),
very few studies have focused on clinical para-
phrasing (Hasan et al., 2016; Adduru et al., 2018;
Neuraz et al., 2018). On the other hand, clin-
ical text simplification, which aims at generat-
ing easier to read paraphrases, has received rela-
tively more attention (Zeng-Treitler et al., 2007;
Elhadad and Sutaria, 2007; Deléger and Zweigen-
baum, 2008; Kandula et al., 2010; Pivovarov and
Elhadad, 2015; Qenam et al., 2017; Adduru et al.,
2018; Bercken et al., 2019). However, these
works in the clinical domain are not representa-
tive of QA needs as the usefulness of paraphrases
is largely application-specific (Bhagat and Hovy,
2013). Also, existing datasets for clinical para-
phrasing consist of either short phrases (Hasan
et al., 2016) or webpage title texts (Adduru et al.,
2018), both of which are not suitable to build
a paraphrase generator for QA. One can resort
to using external tools such as Google Translate
for generating question paraphrases (Neuraz et al.,
2018), but these general-purpose tools are not tai-
lored to the medical domain (Liu and Cai, 2015).

In this paper, we propose a clinical paraphras-
ing corpus CLINIQPARA with questions which
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can be answered using EHR data1. We further
propose a deep learning-based automated clinical
paraphrasing system utilizing a variational autoen-
coder (VAE) and a long short-term memory recur-
rent neural network (LSTM) (Gupta et al., 2018).
To our knowledge, this is the first work aimed at
automatically generating paraphrases without us-
ing any external resource for questions specifically
focused on retrieving patient-specific information
from EHRs. Our main contributions are summa-
rized as follows:

• Crowdsourcing a large paraphrasing corpus
of questions which are answerable using the
data from EHR.

• Application of VAE in context to clinical
paraphrasing task.

The rest of the paper is structured as follows.
Section 2 explores related work in the domain of
clinical paraphrasing. Then, Sections 3 and 4 dis-
cuss our dataset generation and model implemen-
tation details respectively. Next, Section 5 eval-
uates the results of our clinical paraphrasing sys-
tem. Finally, Section 6 discusses our findings, and
Section 7 provides a concluding summary.

2 Background

We begin this section by detailing work related
to clinical text simplification and paraphrasing in
Sections 2.1 and 2.2 respectively. Then, we high-
light some of the current work in general-domain
paraphrasing for QA as part of Section 2.3.

2.1 Clinical Text Simplification
As stated earlier, many studies have focused on
clinical text simplification. Text simplification dif-
fers from paraphrasing as the former is a uni-
directional task whereas the latter can be consid-
ered as bi-directional textual entailment (Androut-
sopoulos and Malakasiotis, 2010), but the meth-
ods nonetheless provide useful context for our
work. Elhadad and Sutaria (2007) and Deléger and
Zweigenbaum (2008) relied on parallel or com-
parable corpora to construct paraphrase pairs of
specialized and lay medical texts. Zeng-Treitler
et al. (2007) and Kandula et al. (2010) either re-
placed the difficult clinical phrases in text with
simpler synonyms or included uncomplicated ex-
planations for them. Qenam et al. (2017) concen-
trated on just substituting the difficult terms with

1The corpus is available upon request.

more comprehensible ones. Much of the simplifi-
cation work in the clinical domain has been tar-
geted toward lexical methods to convert or ap-
pend the complex phrases present in the origi-
nal sentence with their simpler alternatives (Pivo-
varov and Elhadad, 2015). Such simplification ap-
proaches usually make use of external vocabular-
ies to map the difficult clinical terms. While these
techniques reduce the complexity of a sentence at
the lexical level, they generally leave the syntactic
structure of a sentence unchanged. For instance,

• Patient suffered from myocardial infarction.

• Patient suffered from heart attack.

These variations correspond to a specific cate-
gory of paraphrases named synonym substitution
(Bhagat and Hovy, 2013) and amount to a smaller
subset of possible paraphrases.

Alternatively, Adduru et al. (2018) and Bercken
et al. (2019) constructed clinical simplification
datasets from various web-based sources such
as WebMD, MedicineNet, Wikipedia, and Sim-
pleWikipedia utilizing sentence alignment tech-
niques. While this approach is capable of gener-
ating more variations of a given sentence, it is still
a simplification task and hence not suitable to be
incorporated in a QA system (Bhagat and Hovy,
2013).

2.2 Clinical Text Paraphrasing
Comparatively, less focus has been drawn to-
ward clinical paraphrase generation. Hasan et al.
(2016) built their dataset by combining an exist-
ing general domain paraphrasing corpus PPDB
2.0 (Pavlick et al., 2015) with the UMLS (Uni-
fied Medical Language System) metathesaurus.
Specifically, they utilized fully specified names of
medical concepts present in UMLS. Though their
corpus contains medical terms, it comprises of
comparatively shorter length phrases rather than
complete sentences.

Adduru et al. (2018) also created a paraphras-
ing corpus utilizing the titles of web articles from
Mayo Clinic along with Wikipedia. While this
dataset consists of complete clinical sentences,
they are atypical of the patient-specific EHR ques-
tions.

Neuraz et al. (2018) used the Google Trans-
late API to generate paraphrases for question tem-
plates in French. They utilized these generated
template paraphrases to augment the size of their
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Scenario 18: You’ve been having some low back pain recently, and want to make an appointment
with your doctor’s office through the doctor’s website, but the system isn’t clear. Write a short (up
to 15 word), grammatical, one-sentence question asking how you make an appointment. No need to
state it is confusing, simply ask a question.
Question: How do I make an appointment?
Scenario 41: Your elderly mother has been taking Metformin (a diabetes drug). She is forgetful and
requires someone to organize her pills for each day. However, the person that normally organizes her
pills hasn’t done it for this week, and you need to know what the instructions are for your mother’s
Metformin prescription. Write a short (up to 15 word), grammatical, one-sentence question asking
her doctor for this dosage information. You question must contain the word ’Metformin’.
Question: What are my mother’s Metformin dosage instructions?
Scenario 43: You recently had an automobile accident, and you’ve started taking physical therapy
to help recover. Your first appointment went well, but you forgot to write down when your next
appointment was scheduled for. Write a short (up to 15 word), grammatical, one-sentence question
asking your doctor for this information. Your question must contain ’physical therapy’.
Question: When is my next physical therapy appointment?

Table 1: Three scenarios used to build the CLINIQPARA corpus, along with a canonical question (not provided to
annotators).

development dataset for natural language under-
standing task without evaluating the quality of
the paraphrases. Such general-purpose machine
translation systems lack the ability to capture the
domain-specific nuances of biomedicine (Liu and
Cai, 2015). This suggests the need for a question
paraphrasing dataset targeted toward clinical do-
main.

As discussed earlier, existing clinical paraphras-
ing datasets are not suitable for building a para-
phrase generation system for clinical questions.
To the best of our knowledge, the proposed para-
phrasing corpus is the first which aims at clinical
questions.

2.3 Paraphrasing for Question Answering

There are several question paraphrasing corpora
available for the general domain such as WikiAn-
swers (Fader et al., 2013), PPDB (Ganitkevitch
et al., 2013), PPDB 2.0 (Pavlick et al., 2015),
GraphQuestions (Su et al., 2016), and ComQA
(Abujabal et al., 2018a). However, there is a
scarcity of such datasets for clinical questions.

The proposed corpus consists of questions
which can be answered using EHR data. Such a
corpus would have utility beyond QA systems as
well, like in question similarity (Luo et al., 2015;
Nakov et al., 2017), and in particular could serve
as a standard paraphrase corpus for the medical
domain.

3 Dataset Construction

In order to quickly and efficiently collect hundreds
of paraphrases, we utilized the crowdsourcing
platform Amazon Mechanical Turk (AMT). In-
stead of prompting AMT workers with a question
and directly asking for paraphrases–which could
prime the workers and bias them toward very sim-
ilar paraphrases–we presented them with a short,
3-6 sentence imaginary scenario that placed them
in a situation where a specific piece of information
was required (such as their current medications).
The workers were then asked to provide questions
directed to their doctor to answer that information
need. After the crowd-sourced questions were col-
lected, they were manually organized into distinct
paraphrase clusters. This was necessary because
some questions address the information need but
are not logically equivalent paraphrases. These
steps are discussed in more detail below.

3.1 Scenario Creation

To ensure a wide variety of EHR questions, we
first came up with 11 top-level topic categories
people might ask about: medications, other treat-
ments, labs, immunizations, imaging, other ex-
ams, problem list, past medical history, family
history, appointments, and documents. For each
of these categories, 2-8 scenarios were created to
capture relevant questions about the topic. In total,
50 scenarios were created. Table 1 shows three of
these scenarios along with the canonical question
expected by the scenario.
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Figure 1: Paraphrase cluster creation process.

Figure 2: Framework of our paraphrasing system.

3.2 Crowdsourcing

The 50 scenarios were uploaded to AMT in three
batches, one scenario per Human Intelligence Task
(HIT). Workers were required to provide three
questions per HIT, since first question might be
obvious and not result in a particularly diverse set
of paraphrases. Each HIT was assigned to 100
workers and the annotators were paid $0.08/HIT.
Workers were required to be proficient in English,
but otherwise no requirements were imposed and
no demographic data was collected.

The initial validation process was minimal.
HITs were rejected if the workers did not provide
3 questions, or if none of the questions were valid.
93% of submitted HITs were approved. Of the re-
jections, 73% were due to not providing 3 ques-
tions. Many of the rejections due to invalid ques-
tions were for questions that were completely un-
related to the scenario.

3.3 Paraphrase Cluster Creation

After collecting a set of questions for each sce-
nario using crowdsourcing, the next step was to
manually organize the questions into paraphrase
clusters (Figure 1). We consider a paraphrase clus-
ter to be composed only of exact paraphrases. That
is, questions are paraphrases only if they should
have the same semantic representation.

The first two steps in paraphrase construction
were designed to ease the manual burden of para-
phrase cluster assignment. First, questions were
merged into case-independent unique sets. Sec-
ond, questions were clustered using Dirichlet Pro-
cess Mixture Model clustering with unigram and

bigram features. This allowed us to sort the ques-
tions so that very similar questions, which are
likely to be paraphrases, are annotated in succes-
sion. The remainder of this process required man-
ual annotation for each question (with some com-
puter assistance).

Each paraphrase cluster is represented by a
canonical form. For each unique question, given
the correct list of paraphrase clusters, the annota-
tor selected a cluster that is the semantic match,
or created a new cluster if none existed. Each
new paraphrase cluster was assigned several val-
ues, notably including whether it was grammat-
ical. Invalid questions (non-responsive, spurious
responses that are common with crowdsourcing)
were placed in either the INVALID-related cluster
(invalid questions which were related to the sce-
nario), or the INVALID-unrelated cluster. Finally,
a canonical form was assigned to valid clusters.

The entire process in Figure 1 was repeated for
each scenario. Since there were 100 workers per
HIT, and 3 questions per worker, up to 300 ques-
tions needed to be clustered per scenario (with 50
scenarios, there were 15,000 questions). There
were much fewer than 300 unique questions per
scenario, and the process took between 30-40 min-
utes for most scenarios.

After ignoring casing and whitespace, there
were an average of 240 unique questions per sce-
nario. Three annotators manually clustered the
questions (three scenarios were clustered as a
group, with the remaining scenarios being cluster-
ing individually). Ignoring invalid questions (9%),
and ungrammatical questions (6%), there were a
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Figure 3: Architecture of the paraphrasing model based
on VAE-LSTM.

median of 2.8 and mean of 5.6 paraphrase clus-
ters, with a minimum of 5 questions, per scenario.
Table 2 shows the paraphrase clusters for one of
the scenarios.

4 Paraphrase Generator

An overall framework of our paraphrasing system
is presented in Figure 2.

4.1 Preprocessing

First, we normalize the medical concepts and
mask the person references and digits present in
the question. This is carried out to make sure the
questions from different scenarios are consistent.
Consider the following questions and their masked
versions:

• What types of cancer does my father have?
→ What types of concept does my human have?
• Was it in 2003 that I had my appendectomy?
→ Was it in digits that I had my concept?

After this step, we further deduplicate the ques-
tions and remove clusters with only 1 question (as
a minimum of two questions are required for eval-
uating paraphrasing).

We then construct paraphrase pairs using the
created clusters of paraphrases. Specifically, we
generate all combinations of questions which are
present in the same cluster. This results in
over 258,000 unique question-paraphrase pairs for
10,578 questions distributed across 946 semanti-
cally distinct paraphrase clusters.

4.2 Model

We use a deep learning model based on VAE-
LSTM (Gupta et al., 2018), the architecture of
which is presented in Figure 3. One of the main
characteristics of VAE that makes it a good choice

for paraphrasing task is that its latent representa-
tion is continuous. In other words, the encoder
outputs a distribution rather than discrete values.
This enables the decoder to produce naturalistic
outputs even in the cases where latent code does
not correspond to any of the already viewed in-
puts.

The model consists of two parts, namely, encod-
ing and decoding. On the encoding side, the orig-
inal sentence is first passed to an encoder LSTM
which constructs a vector representation x for the
sentence. Then, another encoder LSTM takes
as input x along with the paraphrased sentence
whose vector representation y is generated as the
output. Finally, a feedforward neural network gen-
erates the VAE encoder’s mean (µ) and standard
deviation (σ) parameters using y.

Both original and paraphrased sentences are fed
into their respective encoder LSTMs using word
embeddings. We train the word embeddings on
our paraphrasing corpus using word2vec (Mikolov
et al., 2013) and keep them fixed while training the
paraphrasing system.

In the decoding phase, we first generate a vector
representation x by passing the original sentence
to an encoder LSTM. Ultimately, a decoder LSTM
reconstructs the paraphrased sentence using x and
a latent code z which is sampled from N (µ, σ).
While x is fed to the decoder LSTM only at an
initial stage, z is taken as input at each of its stages.

During training, we aim to maximize the objec-
tive function shown below in Equation 1, thereby
learning the VAE parameters.

O(θ, φ;x, y) = Eqφ(z|x,y)[log(pθ(y|z, x))]
−KL(qφ(z|x, y) || p(z)) (1)

where qφ(z|x, y) is a posterior distribution (en-
coder model) on z that the VAE aims at keep-
ing closer to its prior p(z) (commonly a standard
normal distribution). KL represents the Kullback-
Leibler divergence which intuitively gives a simi-
larity measure between the two distributions. At
the decoder side, pθ(y|z, x) is a distribution on
y, given the latent code z and vector x, whose
expectation E is taken with respect to qφ(z|x, y).
The objective function gives a lower bound on the
true likelihood of the data. We follow the training
mechanism proposed by Bowman et al. (2016).

During testing, the encoder part is ignored and
paraphrases are generated for a given question us-
ing z sampled from a standard normal distribution.
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Scenario:
You just realized you should have a doctor’s appointment coming up soon, but cannot find it on your
calendar. Write a short (up to 15 word), grammatical, one-sentence question asking your doctor about
your next appointment.
Cluster 1 (229 questions, 164 unique): When is my next appointment?
When is my next appointment? (frequency = 32)
What time is my next appointment? (6)
When is my next scheduled appointment? (5)
Can you tell me when my next appointment is? (4)
When is my next appointment scheduled? (4)
When is my next appointment scheduled for? (4)
What is the date and time of my next appointment? (3)
(... 157 more ...)
Cluster 2 (38 questions, 33 unique): Do I have an appointment soon?
Do I have an appointment coming up? (3)
Do I have a doctor’s appointment coming up soon? (2)
Do I have an appointment soon? (2)
Do I have an upcoming appointment scheduled? (2)
(... 29 more ...)
Cluster 3 (3 questions): Do I have an appointment this week?
Am I scheduled to come in to your office this week for an appointment?
Do I have an appointment this week?
Is my appointment scheduled for this week?
Cluster 4 (2 questions): Can I make an appointment?
Can I make an appointment?
Will you be able to make an appointment any soon?
Cluster 5 (1 question): How long until my next appointment?
How long until my next doctor’s appointment?
Cluster 6 (1 question): Is my appointment this week or next?
Is my appointment scheduled for this week or next week?
Cluster 7 (1 question): Is my appointment next week?
Was my appointment scheduled for next week?
Cluster 8 (1 question): Is my appointment on Tuesday?
Is my scheduled appointment for Tuesday?
Cluster 9 (1 question): Is my appointment this month?
Do you have a record of my having made an appointment for later this month?
Cluster INVALID-related (34 questions)
Can you give me an appointment card?
How long will this appointment last?
What happens if I miss the appointment?
What will you be discussing in regards to my next check up?
Will I be meeting with you or with your assistant?
(... 29 more ...)
Cluster INVALID-unrelated (17 questions)
According to my lab results, what vitamins or supplements should I be taking?
Do you have the results of my mri?
How is my BMI?
What does this medicine do?
What symptoms should I watch for?
(... 12 more ...)

Table 2: Paraphrase Clusters for Scenario 3. Only a sample of questions are shown.
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The presence of input question at the decoder side
enables the model to generate its paraphrases.

We utilize the same model parameters as Gupta
et al. (2018). Namely, the dimension of the word
embedding is 300; the dimension of the encoder
and decoder is 600; the latent space dimension is
1100; the encoder has 1 layer; the decoder has 2
layers; the learning rate is 5 x 10−5; the dropout
rate is 30%; the batch size is 32. We use PyTorch
for implementing the model and run all our exper-
iments on an NVidia Tesla V100 GPU (32G).

4.3 Evaluation

The paraphrased questions generated by the model
are re-incorporated with the concept, person
names, and digits which were extracted during the
preprocessing step. The paraphrases are evaluated
using standard paraphrase evaluation metrics such
as BLEU (Papineni et al., 2002), METEOR (Lavie
and Agarwal, 2007), and TER (Snover et al.,
2006), which are shown to work well for the para-
phrase identification task (Madnani et al., 2012).
BLEU score assesses the lexical similarity of gen-
erated paraphrases with the reference ones using
exact matching while METEOR additionally takes
into account the word stems and synonyms. TER
score measures the edit distance (number of edits
required to convert one sentence into another) be-
tween generated and reference paraphrases. So,
higher BLEU and METEOR scores are better
whereas a lower TER score is preferable. Since
we have multiple paraphrases for each question in
our corpus, we calculate these metrics for the gen-
erated paraphrases against all the available ground
truth paraphrases.

To evaluate the performance measures on all the
parts of CLINIQPARA dataset, we perform 10-fold
cross validation. Specifically, we split our dataset
by scenarios (into 10 groups each containing 5
scenarios) and sequentially test the performance of
model on each group of 5 scenarios after training
it on the other 45. We report the individual and
average scores from all these runs in our results.

We further evaluate the performance of our
model on the Quora dataset2, which contains over
400k pairs of questions of which around 150k
pairs are paraphrases. We train on 90% of these
paraphrase pairs and test on the remaining 10%.

We also perform human evaluation of the gen-

2https://data.quora.com/First-Quora-Dataset-Release-
Question-Pairs

Dataset Metric
BLEU METEOR TER

Quora 16.70 20.60 77.4
CLINIQPARA 13.25 21.47 91.93

Table 3: Performance of our paraphrasing system using
automated evaluation metrics.

Fold
(Scenarios)

Metric
BLEU METEOR TER

1-5 19.25 23.56 92.58
6-10 12.27 19.25 94.01
11-15 18.79 21.93 78.17
16-20 9.72 19.30 91.46
21-25 9.20 20.97 103.25
26-30 16.45 23.66 84.98
31-35 6.07 19.84 111.62
36-40 11.24 20.40 95.05
41-45 14.08 22.33 85.18
46-50 15.48 23.44 82.97

Average 13.25 21.47 91.93

Table 4: Results on CLINIQPARA using automated
evaluation metrics for 10-fold cross validation. Each
fold contains 5 scenarios over which the model is tested
after being trained on the other 45 scenarios.

erated paraphrases for quantifying the aspects not
covered solely by the automated evaluation met-
rics. For the CLINIQPARA dataset, we randomly
select a set of 300 questions from all the scenarios.
For each of these questions, we further choose a
ground truth paraphrase as well as a system gen-
erated paraphrase in a random fashion. This result
in a total of 600 pairs of question paraphrases, 300
from the gold dataset and 300 generated by the
paraphrasing system. The constructed set is sep-
arately evaluated by two annotators who are asked
to rate the paraphrases based on two parameters:
fluency of the questions as natural language and
their relevance to the original question. Both of
these scores range from 1 (worse) to 5 (best). For
each paraphrase, the final score is calculated by
averaging the scores provided by the two annota-
tors. The fact that a paraphrase is ground truth
or generated by the model is hidden from the an-
notators to avoid bias. For the Quora dataset, we
directly report the human evaluation results from
Gupta et al. (2018).
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Dataset Type Relevance Fluency

Quora
Ground Truth 4.82 4.94
VAE-LSTM 3.57 4.08

CLINIQPARA
Ground Truth 4.69 4.70
VAE-LSTM 1.88 3.65

Table 5: Results of human evaluation. Range of scores
is between 1 (worst) and 5 (best).

Input Question
Do you know when my next appointment is going to be?

Generated Paraphrases
1. Can you please confirm the date and time of my ap-
pointment?
2. On what day and what time do I have my appointment?
3. Do you have the date and time for my appointment?
4. Can you tell me when I am scheduled for my appoint-
ment.

Table 6: Example paraphrases generated by the model
for an input question from Scenario 3 (Good).

5 Results

The results on CLINIQPARA (our dataset) and
Quora dataset using automated evaluation metrics
are shown in Table 3. More granular cross val-
idation results on CLINIQPARA are presented in
Table 4. Moreover, the results of our human eval-
uation process are shown in Table 5. Some of the
system-generated paraphrases are included in Ta-
bles 6 and 7. Table 6 shows the examples from a
fold which performed well during the cross valida-
tion step whereas Table 7 includes examples from
a low-performing fold.

6 Discussion

The quality of generated paraphrases is promis-
ing, but further investigation is required to deter-
mine if performance is sufficient for use in train-
ing a downstream QA system. We note that the
METEOR score on CLINIQPARA was compara-
ble to that of the results on the Quora dataset. This
shows the potential of our paraphrasing system in
generating paraphrases similar to the ground truth
paraphrases. Our system performed well on the
Quora dataset in terms of BLEU score, which can
be attributed to the larger size of the Quora dataset
in terms of unique questions (150k in Quora vs.
10.5k in CLINIQPARA).

On analyzing the results of the qualitative evalu-
ation, we observe that the majority of the errors are
related to change in the person reference or ask-
ing about frequency-related information. For in-
stance, the original question “When shall I come
for my next physical therapy?” asking about the

Input Question
Is my latest CAT scan impression complete?

Generated Paraphrases
1. Was my CAT scan impression successful or not?
2. Was my CAT scan impression a success?
3. Was my diagnosis CAT scan impression?
4. does my father ’s file show how many times he has CAT
scan impression?

Table 7: Example paraphrases generated by the model
for an input question from Scenario 32 (Moderate).

user’s next appointment for a therapy is modified
to a question “May I have the number of times
my father has physical therapy?” asking about
the number of times the user’s father has under-
gone the therapy. A similar trend can be seen in
the second example where the original question
“Can you please give me the dosage details on the
metformin mom takes?” is concerned about get-
ting the dosage information for the user’s mother
whereas the system generated question “Could
you tell me the amount of time my father has met-
formin?” is related to the frequency of metformin
intake of the user’s father. Further qualitative eval-
uation can help pointing out more specific prob-
lems with the model.

Our future work includes experimenting with
more advanced embedding techniques (Peters
et al., 2018; Devlin et al., 2018). We also plan to
handle some of the aforementioned errors by in-
corporating additional constraints such as restrict-
ing the question paraphrase pairs in our corpus
to contain only semantically similar masked ref-
erences.

7 Conclusion

Automatic paraphrase generation of clinical ques-
tions can improve the performance of the QA sys-
tems. Little work has been focused on clinical
paraphrasing, let alone concentrating on clinical
questions. We have proposed a new clinical para-
phrasing corpus CLINIQPARA, containing ques-
tions which can be answered using EHRs. Our
model based on VAE-LSTM has the potential to
generate quality clinical paraphrases.
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Abstract
Systematic comparison of methods for relation
extraction (RE) is difficult because many ex-
periments in the field are not described pre-
cisely enough to be completely reproducible
and many papers fail to report ablation stud-
ies that would highlight the relative contribu-
tions of their various combined techniques. In
this work, we build a unifying framework for
RE, applying this on three highly used datasets
(from the general, biomedical and clinical do-
mains) with the ability to be extendable to new
datasets. By performing a systematic explo-
ration of modeling, pre-processing and train-
ing methodologies, we find that choices of pre-
processing are a large contributor performance
and that omission of such information can fur-
ther hinder fair comparison. Other insights
from our exploration allow us to provide rec-
ommendations for future research in this area.

1 Introduction

Relation Extraction (RE) has gained a lot of in-
terest from the community with the introduction
of the Semeval tasks from 2007 by (Girju et al.,
2007) and 2010 by (Hendrickx et al., 2009). The
task is a subset of information extraction (IE) with
the goal of finding semantic relationships between
concepts in a given sentence, and is an impor-
tant component of Natural Language Understand-
ing (NLU). Applications include automatic knowl-
edge base creation, question answering, as well as
analysis of unstructured text data. Since the in-
troduction of RE tasks in the general and medical
domains, many researchers have explored the per-
formance of different neural network architectures
on the datasets (Socher et al., 2012; Zeng et al.,
2014; Liu et al., 2016b; Sahu et al., 2016).

However, progress in RE is hampered by repro-
ducibility issues as well as the difficulty in assess-
ing which techniques in the literature will general-
ize to novel tasks, datasets and contexts. To assess

the extent of these problems, we performed a man-
ual review of 53 relevant neural RE papers1 citing
the three datasets (Hendrickx et al., 2009; Segura-
Bedmar et al., 2013; Uzuner et al., 2011). The
procedure for finding these papers is highlighted
in (Chauhan, 2019).

Reproducibility Reproducibility is important
for validating previous work and building upon it
(Fokkens et al., 2013). Lack of reproducibility can
be attributed to many factors such as difficulty in
availability of source code (Ince et al., 2012) and
omission of sources of variability such as hyperpa-
rameter details (Claesen and De Moor, 2015). We
found that only 16 out of the 53 relevant papers
had released their source code. 14 out of 53 pa-
pers were evaluated on multiple datasets, but the
source code was publicly available for only five of
those. Despite this, much of this code was lack-
ing in modularity to be easily extendable to new
datasets. In many cases, the process of reproduc-
ing the paper results was often unclear and lack
of documentation made this more difficult. Even
though most papers mentioned some hyperparam-
eter details, important details were missing such
as number of epochs, batch size, random initial-
ization seed, if any, and details about early stop if
that technique was applied.

Ablation Studies Lack of generalizability is
caused by a dearth of appropriate empirical evalu-
ation to identify the source of modeling gains. Ab-
lation studies are important for identifying sources
of improvements in results. Among the 53 papers
that we looked at, 20 of the 24 papers in the gen-
eral domain performed ablation studies. However,
only 10 out of 29 papers in the medical domain
performed one. Among these ablation studies,

1The 53 papers were filtered from a list of 728 papers
skimmed for relevance. Appendix A contains paper details.
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key details related to pre-processing were missing,
which we found critical in our experiments.

In the absence of such information about causes
of large variability of results, fair comparison of
models becomes difficult. In this paper, we present
an open-source unifying framework enabling the
comparison of various training methodologies,
pre-processing, modeling techniques, and evalu-
ation metrics. The code is available at https:
//github.com/geetickachauhan/
relation-extraction.

The experimental goals of this framework are
identification of sources of variability in results
for the three datasets and provide the field with
a strong baseline model to compare against for
future improvements. The design goals of this
framework are identification of best practices for
relation extraction and to be a guide for approach-
ing new datasets.

By performing systematic comparison on three
datasets, we find that 1) pre-processing choices
can cause the largest variations in performance, 2)
reporting scores on one test set split is problem-
atic due to split bias. We perform other analyses
in section 5 and also include recommendations for
future research in this field in section 7.

Upon testing various combinations of our ap-
proaches, we achieve results near state of the art
ranges for the three datasets: 85.89% macro F1
for Semeval 2010 task 8 dataset (Hendrickx et al.,
2009) i.e. semeval, 71.97% macro F1 for DDI
Extraction 2013 (Segura-Bedmar et al., 2013) i.e.
ddi and 71.01% micro F1 for i2b2/VA 2010 re-
lation classification dataset (Uzuner et al., 2011)
i.e. i2b2. We refer to ddi and i2b2 as medi-
cal datasets, as they belong to the biomedical and
clinical domains, respectively.

Dataset Rel Eval Agreement Det
semeval 18 Macro 0.6-0.95 No
ddi 5 Macro >0.8; 0.55-0.72 Yes
i2b2 8 Micro - Yes

Table 1: Dataset information, with columns Rel =
number of relations, Eval = evaluation metric (all F1
scores), Agreement = Inter-annotator agreement, Det =
whether detection task from section 3.4 was evaluated
on. Rel column only includes relations used in offi-
cial evaluation metric. ddi was built from two sep-
arately annotated sources and therefore contains two
inter-annotator agreements.

2 Datasets

We summarize important information about these
datasets in table 1. We introduce detection and
classification tasks in section 3.4, but also indicate
the tasks evaluated for each dataset in table 1.

Semeval 2010 semeval consists of 8000 train-
ing sentences and 2,717 test sentences for the
multi-way classification of semantic relations be-
tween pairs of nominals. Not included in the offi-
cial evaluation is an Other class which is consid-
ered noisy, with annotators choosing this class if
no fit was found in the other classes. It is impor-
tant to note that this is a synthetically generated
dataset, and detection scores were not calculated
due to the noisy nature of the Other class.

DDI Extraction ddi consists of 1,017 texts
with 18,491 pharmacological substances and
5,021 drug-drug interactions from Pubmed articles
in the pharmacological literature. None class in-
dicating no interaction between the drug pairs is
included in the evaluation metric calculation.

i2b2/VA 2010 relations i2b2 consists of dis-
charge summaries from Partners Healthcare and
the MIMIC II Database (Saeed et al., 2011). They
released 394 training reports, 477 test reports and
877 unannotated reports. After the challenge, only
a part of the data was publicly released for re-
search. None relation was present in the data and
not considered in the official evaluation.

3 Methodology

Our framework breaks up processing into dif-
ferent stages, allowing for future modular addi-
tion of components. First, a formatter con-
verts the raw dataset into a common comma sep-
arated value (CSV) input format accepted by the
pre-processor, and this information is then
fed to the model, which performs the training, af-
ter which evaluation is performed on the test
set. With our framework, we test the following
variations in the main components:

3.1 Pre-Processing

We test various pre-processing methods after per-
forming simple tokenization and lower-casing of
the words: entity blinding used by Liu et al.
(2016b), stop-word and punctuation removal, and
digit normalization commonly applied for ddi in
(Zhao et al., 2016), and named entity recognition
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related replacement (we call this NER blinding).
We used the spaCy framework2 for tokenization
and to identify punctuation and digits.

Entity blinding and NER blinding are similar
concept blinding techniques where the first is per-
formed based on gold standard annotations, while
the second is performed by running NER on the
original sentence. We replace the words in the
sentence matching the entity or named entity span
with the target label and use those for training and
testing.

Entity labels for semeval were not anno-
tated with type information, whereas ddi identi-
fied drugs and i2b2 identified medical problems,
tests and treatments. Therefore, entity labels for
semeval were ENTITY, for ddi were DRUG
and for i2b2were PROBLEM, TREATMENT and
TEST. In this paper, we use fine-grained concept
type to refer to the presence of more than one con-
cept type, as in the the case of i2b2.

NER labels for semeval consisted of those
provided by the large english model by spaCy
and provided standard types such as PERSON and
ORGANIZATION, whereas those for the medical
datasets was provided by the scispacy medium
size model3 and did not provide types. In this case,
blinding consisted of replacing the words in the
sentence by Entity.

We chose the spaCy model for NER to com-
plement the extendable design goals of REflex.
Other options such as cTAKES (Savova et al.,
2010) for clinical data and MetaMAP4 for
biomedical data are highly specific to the dataset
type and require running additional scripts outside
of the REflex pipeline.

3.2 Modeling
We employ a baseline model based upon (Zeng
et al., 2014), (Santos et al., 2015) and (Jin et al.,
2018), which is a convolutional neural network
(CNN) with position embeddings and a ranking
loss (referred to as CRCNN in this paper). We
initialize the model with pre-trained word em-
beddings: the senna embeddings by Collobert
et al. (2011) for the general domain dataset and
the PubMed-PMC-wikipedia embeddings re-
leased by Pyssalo et al. (2013) for the medical
domain. We test several perturbations on top of
CRCNN model, such as piecewise max-pooling, as

2https://github.com/explosion/spaCy
3https://allenai.github.io/scispacy/
4https://metamap.nlm.nih.gov

suggested by Zeng et al. (2015) and the more re-
cent ELMo embeddings by Peters et al. (2018). To
compare different featurizations of contextualized
embeddings, we also employ the embeddings gen-
erated by the BERT model (rather than the stan-
dard fine-tuning approach). For ELMo, we use
the Original (5.5B) model weights in semeval
and PubMed contributed model weights in the
medical datasets released by (Peters et al., 2018).
For BERT, we use the BERT-large uncased model
(without whole word masking) in semeval re-
leased by (Devlin et al., 2018), BioBERT by
(Lee et al., 2019) in ddi and Clinical BERT by
(Alsentzer et al., 2019) in i2b2.

The fine-tuning approach, which tends to be
computationally expensive, has been thoroughly
explored for multiple tasks, including medical re-
lation extraction by Lee et al. (2019), but the
approach of featurizing them with an existing
model has not been explored in the literature as
much. We tested different ways of featurizing the
BERT contextualized embeddings for researchers
who want to utilize a less computationally inten-
sive technique, while still aiming for performance
gains for their task.

Because ELMo provides token level embed-
dings, we chose to concatenate them with the
word and position embeddings from CRCNN be-
fore the convolution phase. However, BERT pro-
vides word-piece level as well as sentence level
embeddings. The first was concatenated similar
to ELMo (which we call BERT-tokens), while the
second was concatenated with the fixed size sen-
tence representation outputted after convolution of
word and position embeddings (BERT-CLS).

3.3 Training

We explore two ways of doing hyperparame-
ter tuning: manual tuning and random search
(Bergstra and Bengio, 2012).

Evaluating on three datasets meant that we
needed to identify a default list of hyperparame-
ters by tuning on one of the datasets before we
could identify the hyperparameter list for the other
two. We chose semeval for initial tuning due
to its larger literature and because the CRCNN
model was originally evaluated on this dataset.
We started with reference hyperparameters listed
in Zeng et al. (2014) and Santos et al. (2015) and
identified default hyperparameters after tuning on
a dev set randomly sampled from the training data
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of the semeval dataset. These default hyperpa-
rameters5 were used as starting points for manual
tuning on the medical datasets as well as random
search for all datasets.

We perform manual tuning on a subset of the
hyperparameters, mentioned in table 2. In or-
der to avoid overfitting in cross validation pointed
out by Cawley and Talbot (2010), we perform a
nested cross validation procedure, keeping a dev
fold for hyperparameter tuning and a held out fold
for score reporting.

On these dev folds, we perform paired t-tests for
each of the perturbations to the parameters listed
in table 2. Our first pass involves changing one hy-
perparameter per experiment and noting the ones
that cause a statistically significant improvement,
which helps us identify a narrower list of hyperpa-
rameters to tune on. We further refine the hyper-
parameter values in our second pass by testing on
values similar to those that were leading to statis-
tically significant improvements in the first pass.
For example, if we noticed that lower epoch val-
ues were helpful in the first pass, we tested them in
combination with the other optimal hyperparame-
ter values (from first pass) in the second pass.

For each of the datasets, we tuned based on their
official challenge evaluation metrics listed in sec-
tion 2. ddi and i2b2 had 5-fold nested cross
validation performed on them, whereas semeval
had 10-fold cross validation performed.

Random search was performed based on the
official evaluation metrics for each dataset, on a
fixed dev set randomly sampled from the training
data. Final distributions are listed in table 3.

3.4 Evaluation

The official challenge problems for all datasets
compared models based on multi-class classifica-
tion, but for the medical datasets, we were also
interested in looking at the changes in model per-
formance if we treated the task as a binary classi-
fication problem. This was based on the rationale
that in the drug literature, for example, pharma-
cologists would not want to sacrifice the ability
to identify a potentially life threatening drug in-
teraction pair, even if the type of the drug pair is
not known. Therefore, we report results for both
multi-class and binary classification scenarios. For
clarity, we refer to them in the rest of the paper as
classification and detection respectively.

5listed in source code

Detection results were obtained using our eval-
uation scripts by treating existing relations as one
class, ignoring the types outputted by the model.
The other class in this task was the None or Other
class, representing non-existing relations. Note
that we did not re-train our model for this.

In addition to evaluating on two tasks for the
medical and one task for the general dataset, we
comment on the implications of different evalua-
tion metrics in section 5.5.

4 Results

For experiments on the medical datasets i.e. i2b2
and ddi, we used hyperparameters found from
manual search individually performed on them.
semeval had the default hyperparameters used
for its experiments. These sets of hyperparame-
ters were used in all experiments other than those
reported in table 6, where we compare hyperpa-
rameter tuning methodologies.

Once we had a fixed set of hyperparameters for
each dataset, we tested the perturbations for pre-
processing as well as modeling in tables 4 and
5. Perturbations on the hyperparameter search are
listed in table 6 and compare performance with
different hyperparameter values found using dif-
ferent tuning strategies.

We generate the standard classification and the
additional detection scores by the procedure de-
scribed in section 3.4, and report these results un-
der the Class and Detect columns.

We also report additional experiments in tables
7 and 8 based on the improvements found in tables
4 and 5. For all results tables, we report official
test set results at the top, with accompanying cross
validated results (averaged over all folds with their
standard deviation) in smaller font below them.6

5 Discussion

Recently, CNNs have achieved strong perfor-
mance for text classification and are typically
more efficient than recurrent architectures (Bai
et al., 2018; Kalchbrenner et al., 2014; Wang et al.,
2015; Zhang et al., 2015b). The speed of our base-
line CRCNN model allows us to explore multiple
alternatives for every stage of our pipeline. We
discuss these results pertaining to the classifica-
tion task for all datasets and the detection task for

6Results tables for metrics other than the official ones
were omitted in the interest of space, but their analysis ex-
ists in section 5.5.
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Hyperparameter Values
epoch {50,100,150,200}
lr decay [1e-3, 1e-4, 1e-5]
sgd momentum {T, F}
early stop {T, F}
pos embed {10, 50, 80, 100}
filter dimension {50, 150}
filter size 2-3-4, 3-4-5
batch size {70, 30}

Table 2: Hyperparameters explored for the first pass
of manual search. lr decay means learning rate decay
at [60, 120] epochs, pos embed refers to the position
embedding size.

Hyperparameter Distributions
epoch uniform(70, 300)
lr {constant, decay}
lr init uniform(1e-5, 0.001)

filter size
2-3, 2-3-4, 2-3-4-5

3-4-5, 3-4-5-6
early stop {T, F}
batch size uniform(30, 70)

Table 3: Hyperparameter distributions for random
search. Those written in {} are picked with equal prob-
abilities. The learning rate (lr) was uniformly initial-
ized, and decayed from 0.001 to the intialized value at
half of the number of epochs. If early stop was true,
patience was set to a fifth of the number of epochs. We
ran 100-120 experiments for each dataset to search for
optimal hyperparameters.

the medical datasets.

5.1 Pre-processing

Often, papers fail to mention the importance of
pre-processing in performance improvements. Ex-
periments in table 4 reveal that they can cause
larger variations in performance than modeling.

We applied pre-processing changes with the
CRCNN model with default hyperparameters for
semeval and manual hyperparameters for the
medical datasets. All comparisons are per-
formed against the original pre-processing tech-
nique, which involved using the original dataset
sentences in training and test.

Punctuation and digits hold more importance
for the ddi dataset, which is a biomedical dataset,
compared to the other two datasets. We looked
at examples where this technique led to an incor-
rect prediction, but original pre-processing led to
a correct one to investigate the source of perfor-
mance further. The examples indicate that removal

of punctuation is driving worse performance com-
pared to the normalization of digits. A detailed
analysis for these is present in (Chauhan, 2019).

Stop word removal is a common technique in
Natural Language Processing (NLP) to simplify
the sentence by cutting out commonly used words
such as the and is in order to simplify the sentence.
We found that stop words seem to be important
for relation extraction for all three datasets that we
looked at, to a smaller degree for i2b2 compared
to the other two datasets. Looking at examples
misclassified by this technique revealed important
stop words for different relations, which indicates
that the removal of stop words is not beneficial in
the relation extraction setting. Example types are
shown in (Chauhan, 2019).

The availability of fine-grained concept types
is likely to boost performance in relation extrac-
tion settings. The i2b2 dataset provided fine-
grained concept types in the form of medical prob-
lem, test and treatments. Entity blinding causes
almost 9% improvement in classification perfor-
mance and 1% improvement in detection perfor-
mance. In contrast, ddi only provided gold stan-
dard annotations for drug types in the sentence,
and while this does not cause statistically signifi-
cant improvements for cross validation, it does im-
prove test set classification performance by about
1.5% and detection performance by 1%. For these
medical datasets, NER blinding consisted of re-
placing the detected named entities by Entity be-
cause named entity types were not available. Due
to the coarse-grained nature of the entities, it hurts
classification performance significantly, and de-
tection performance a little.

While entity blinding hurts performance for
semeval, possibly due to the coarse-grained na-
ture of the replacement, NER blinding does not
hurt performance. Looking at misclassified exam-
ples for entity blinding and NER blinding tech-
niques supports this hypothesis (Chauhan, 2019).

To recall, entity blinding involved replacement
of entity words by Entity, while NER blinding in-
volved replacing named entities in the sentence
with labels such as ORGANIZATION and PER-
SON. In settings where fine-grained entity blind-
ing may not be helping, they may be helpful
as added features into the model, as shown by
(Socher et al., 2012).

For the medical datasets, while classification
performance varies highly with different pre-
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Preprocess
Dataset semeval ddi i2b2

Class Detect Class Detect

Original
81.55 65.53 81.74 59.75 83.17

80.85 (1.31) 82.23 (0.32) 88.40 (0.48) 70.10 (0.85) 86.45 (0.58)

Entity Blinding
72.73 67.02 82.37 68.76 84.37

71.31 (1.14) 83.56 (2.05)• 89.45 (1.05)• 76.59 (1.07) 88.41 (0.37)

Punct and Digit
81.23 63.41 80.49 58.85 81.96

80.95 (1.21)• 80.44 (1.77) 87.52 (0.98) 69.37 (1.43)• 85.82 (0.43)

Punct, Digit and Stop
72.92 55.87 76.57 56.19 80.47

71.61 (1.25) 78.52 (1.99) 85.65 (1.21) 68.14 (2.05)• 84.84 (0.77)

NER Blinding
81.63 57.22 79.03 50.41 81.61

80.85 (1.07)• 78.06 (1.45) 86.79 (0.65) 66.26 (2.44) 86.72 (0.57)•

Table 4: Pre-processing techniques with CRCNN model. Row labels Original = simple tokenization and lower
casing of words, Punct = punctuation removal, Digit = digit removal and Stop = stop word removal. Test set results
at the top with cross validated results (average with standard deviation) below. All cross validated results are
statistically significant compared to Original pre-processing (p < 0.05) using a paired t-test except those marked
with a •

Modeling
Dataset semeval ddi i2b2

Class Detect Class Detect

CRCNN
81.55 65.53 81.74 59.75 83.17

80.85 (1.31) 82.23 (0.32) 88.40 (0.48) 70.10 (0.85) 86.45 (0.58)

Piecewise pool
81.59 63.01 80.62 60.85 83.69

80.55 (0.99)• 81.99 (0.38)• 88.47 (0.48)• 73.79 (0.97) 89.29 (0.61)

BERT-tokens
85.67 71.97 86.53 63.11 84.91

85.63 (0.83) 85.35 (0.53) 90.70 (0.46) 72.06 (1.36) 87.57 (0.75)

BERT-CLS
82.42 61.3 79.63 56.79 81.91

80.83 (1.18)• 82.71 (0.68)• 88.35 (0.77)• 67.37 (1.08) 85.43 (0.36)

ELMo
85.89 66.63 83.05 63.18 84.54

84.79 (1.08) 84.53 (0.96) 90.11 (0.56) 72.53 (0.80) 87.81 (0.34)

Table 5: Modeling techniques with original pre-processing. Test set results at the top with cross validated results
(average with standard deviation) below. All cross validated results are statistically significant compared to CRCNN
model (p < 0.05) using a paired t-test except those marked with a •. In terms of statistical significance, comparing
contextualized embeddings with each other reveals that BERT-tokens is equivalent to ELMo for i2b2, but for
semeval BERT-tokens is better than ELMo and for ddi BERT-tokens is better than ELMo only for detection.

processing techniques, detection is relatively un-
affected. In a setting where one cares more about
detection of relationships rather than multi-class
classification, one would be able to get away with
using non-complicated pre-processing techniques
to maintain reasonable performance.

5.2 Split Bias

All three datasets evaluate models based on one
score on the test set, which is common practice
for NLP challenges. Reporting one score as op-
posed to a distribution of scores has been shown to
be problematic by Reimers and Gurevych (2017)
for sequence tagging. Recently, Crane (2018) dis-
cuss similar problems for question-answering. We
show that even if you keep the same random ini-

tialization seed (all our experiments have a fixed
random initialization seed), split bias can be an-
other source of variation in scores.

In our experiments, significance testing of some
cross validated results reveals no significance even
when the test set result improves in performance.
This is particularly concerning for ddi where en-
tity blinding (called drug blinding in the litera-
ture) is used as a standard pre-processing tech-
nique without ablation studies demonstrating its
effectiveness. Our results suggest the contrary:
entity blinding seems to help test set performance
for ddi in table 4, but shows no statistical signifi-
cance. Table 8 further demonstrates that using this
in conjunction with other techniques results in test
score variations despite being statistically insignif-
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Hyperparam Tuning
Dataset semeval ddi i2b2

Class Detect Class Detect

Default
81.55 62.55 80.29 55.15 81.98

80.85 (1.31) 81.62 (1.35) 87.76 (1.03) 67.28 (1.83) 86.57 (0.58)

Manual Search
- 65.53 81.74 59.75 83.17

82.23 (0.32)• 88.40 (0.48)• 70.10 (0.85) 86.45 (0.58)•

Random Search
82.2 62.29 79.04 55.0 80.77

81.10 (1.26)• 75.43 (1.48) 83.54 (0.60) 60.66 (1.43) 82.73 (0.49)

Table 6: Hyperparameter tuning methods with original pre-processing and fixed CRCNN model. Test set results
at the top with cross validated results (average with standard deviation) below. All cross validated results are
statistically significant compared to Default with p < 0.05 except those marked with a •. Note that hyperparameter
tuning can involve much higher performance variation depending on the distribution of the data. Therefore, even
though there is no statistical significance in the manual search case for the held out fold in the ddi dataset, there was
statistical significance for the dev fold which drove those set of hyperparameters. For both ddi and i2b2 datasets,
manual search is better than random search with p < 0.05.

Technique
Task

Classification Detection

E + ent
70.46 86.17

77.70(1.26) 89.36 (0.50)

B + ent
70.56 85.66

76.72 (1.04) 88.63 (0.33)

E + piece + ent
70.62 86.14

79.41 (0.53) 90.37 (0.44)

B + piece + ent
71.01 86.26

79.51 (1.09) 90.34 (0.53)

piece + ent
69.73 85.44

78.12 (1.10) 89.74 (0.44)

E + piece
63.19 84.92

74.76 (0.68) 89.90 (0.37)

B + piece
63.23 85.45

74.67 (0.89) 89.61 (0.68)

Table 7: Additional experiments for i2b2. E = ELMo,
B = BERT-tokens, ent = entity blinding, piece = piece-
wise pooling. All results are statistically significant
compared to BERT-tokens and ELMo models respec-
tively from table 5 and piece + ent row is statistically
significant compared to piecewise pool model as well
as entity blinding model. These are all statistically sig-
nificantly better than the CRCNN model from table 5

icant.
No statistical significance is seen even when the

test set result worsens in performance for BERT-
CLS in table 5 where it hurts test set performance
on ddi but is not statistically significant when
cross validation is performed.

5.3 Modeling

In table 5, we tested the generalizability of the
commonly used piecewise pooling technique pro-
posed in (Zeng et al., 2015), a variant of which

Technique
Task

Classification Detection

E + ent
68.69 83.72

86.25 (1.54) 91.35 (0.90)

B + ent
70.66 85.35

85.79 (1.54) 91.26 (0.63)

Table 8: Additional experiments for ddi. E = ELMo,
B = BERT-tokens, ent = entity blinding. Results are not
statistically significant compared to BERT-tokens and
ELMo models respectively from table 5 and not from
each other either.

was applied in the model by Luo et al. for i2b2.
We also tested the improvements offered by differ-
ent featurizations of contextualized embeddings,
which has not been explored much for relation ex-
traction.

Modeling changes were applied with the
original pre-processing technique for the
CRCNN model with default hyperparameters
for semeval and manual hyperparameters
for the medical datasets. All comparisons are
performed with the baseline performance of the
CRCNN model.

While piecewise pooling helps i2b2 by 1%,
it hurts test set performance on ddi and doesn’t
affect performance on semeval. While it may
be intuitive to split pooling by entity location, this
technique is not generalizable to other datasets.

We also found that while contextualized embed-
dings generally boost performance, they should
be concatenated with the word embeddings before
the convolution stage to cause a significant boost
in performance. We found ELMo and BERT-
tokens to boost performance significantly for all
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datasets, but that BERT-CLS hurt performance for
the medical datasets. While BERT-CLS boosted
test set performance for semeval, this was not
found to be a statistically significant difference
for cross validation. Note that we featurized
ELMo similarly to BERT-tokens and the details
are present in section 3.2.

This indicates that the technique of featurizing
the contextualized embeddings is important for a
CNN architecture. Concatenating the contextual-
ized embeddings with the word embeddings keeps
a tighter coupling, which is helpful for relation ex-
traction where the word level associations are es-
sential in predicting the relation type.

5.4 Hyperparameter Tuning

Bergstra and Bengio (2012) show the superior-
ity of random search over grid search in terms
of faster convergence, but leave to future work
automating the procedure of manual tuning, i.e.
sequential optimization. Bayesian optimization
strategies could help with this (Snoek et al., 2012)
but often require expert knowledge for correct ap-
plication. We tested how manual tuning, requiring
less expert knowledge than Bayesian optimization,
would compare to the random search strategy in
table 6. For both i2b2 and ddi corpora, manual
search outperformed random search.

5.5 Evaluation Metrics

Picking the right evaluation metric for a dataset is
critical, and it is important to choose a metric that
has the biggest delta between different model per-
formances for example types we care about. Ta-
bles for different metric results for all datasets are
provided in Appendix B.

When using micro and macro statistics (preci-
sion, recall and F1), class imbalance dictates the
one to pick. Macro statistics are highly affected
by imbalance, whereas micro statistics are able to
recover well. Despite suffering due to class imbal-
ance, though, macro statistics may be more appro-
priate than micro as they provide stronger discrim-
inative capabilities by providing equal importance
to classes of smaller sizes. However, micro statis-
tics are as discriminative as macro statistics in set-
tings when the classes are relatively balanced. We
are going to talk about the classification tasks in
the next two paragraphs.

Compared to semeval, ddi and i2b2 suf-
fer from stark class imbalances. semeval has a

number of examples in non-Other classes rang-
ing from 200 or 300 to 1000. Other class has
about 3000 examples which are not included in
the official metric calculations. ddi has one class
with 228 examples, while the others have about
1000 examples. The None class has 21,948 exam-
ples which is included for the official score cal-
culations. i2b2 has five classes in the 100-500
range, while the others contain about 2000 exam-
ples. None is the largest class with 19,934 exam-
ples.

Using micro statistics is reasonable for i2b2
because the highly imbalanced class is not in-
cluded in the calculations. Therefore, this metric
is able to be as discriminative as macro statistics.
For example, test set micro F1 between baseline
and entity blinding techniques is 59.75 and 68.76,
while that for macro F1 is 36.44 and 43.76. In con-
trast, using micro statistics is a bad idea for ddi
because the performance on the None class would
drive most of the predictive results of the model.
For example, micro-F1 between baseline and NER
blinding is 88.69 and 86.18, whereas macro-F1 is
65.53 and 57.22. semeval does not have a stark
contrast between micro and macro scores due to
Other class not being included in the calculation.
Using either metric to evaluate models is reason-
able for this dataset.

The detection task does not suffer from such
variations due to the lower class imbalance. For
example, ddi dataset micro-F1 between baseline
and NER blinding model is 90.01 and 88.74, while
macro-F1 is 81.74 and 79.03. This further sug-
gests that modeling differences and pre-processing
differences cause more variation in performance in
settings when the class imbalance is higher.

6 Comparison with SOTA

The best classification test set results found are
listed in table 9. Note that we do not compare
the extraction task for datasets other than ddi be-
cause the official challenges only compared classi-
fication results. Even though the official challenge
did not rank models based on the detection task,
recent papers in the ddi literature mention these
results.

Wang et al. (2016) report a result of 88% on
semeval and do not provide any public source
code for replication purposes. Despite being be-
low the state of the art range, REflex provides
the best performing publicly available model for
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Dataset Result Technique
semeval 85.89 E
ddi 71.97, 86.53 B
i2b2 71.01 B + piece + ent

Table 9: Best test set classification results for all
datasets, except ddi where detection results are men-
tioned after the classification results. piece = Piece-
wise pooling, ent = entity blinding, E = ELMo, B =
BERT-tokens. Result corresponds to F1 scores, macro
for semeval and ddi, but micro for i2b2.

this dataset. Zheng et al. (2017) report the best re-
sult on ddi (77.3%) but perform negative instance
filtering, which is a highly specific pre-processing
technique that does not fit with the flexible na-
ture of REflex. This technique cuts specific ex-
amples from the dataset, but the paper is unclear
about whether train as well as test data are short-
ened. If the test data is being shortened, the per-
formance comparison becomes unfair due to eval-
uation on different test samples. Unfortunately,
source code was not publicly available to answer
these questions.

Note that Zhao et al. (2016) show that negative
instance filtering causes a 4.1% improvement in
test set performance. If REflex were to use this
pre-processing technique, it would reach close to
the state-of-the-art (SOTA) number on the classi-
fication task. On the other hand, results from the
detection results outperform this model by 2.53%.

Sahu et al. (2016) (code unavailable) report a
state of the art result of 71.16% on i2b2, which
the results in table 9 are able to match. Note that
(Rink et al., 2011) report a result of 73.7% with a
support vector machine, but they used a larger ver-
sion of the dataset. Comparison against different
subsets of the dataset would not be fair.

Comparison against these numbers demon-
strates that REflex is the only open-source
framework, providing performance near SOTA
ranges for the three datasets. Therefore, REflex
can be used as a strong baseline model in future
relation extraction studies.

7 Conclusion

Our findings reveal variations offered by pre-
processing and training methodologies, which of-
ten go unreported. They indicate that comparing
models without having these techniques standard-
ized can make it difficult to assess the true source

of performance gains. Our key findings are:

1. Pre-processing can have a strong effect
on performance, sometimes more than modeling
techniques, as is the case of i2b2. Concept types
seem to offer useful information, perhaps reveal-
ing more general semantic information in the sen-
tence that can help with predictions. Fine-grained
Gold standard annotated concept types are most
beneficial, but those from automatically extracted
packages may also be useful as long as they con-
sist of multiple types. Punctuation and digits may
hold more importance in biomedical settings, but
stop words hold significance in all settings.

2. Reporting on one test set score can be prob-
lematic due to split bias, and a cross validation ap-
proach with significance tests may help ease some
of this bias. Drug blinding for ddi is commonly
used in the literature but does not seem to offer any
statistically significant improvements. Therefore,
it is unnecessary to use in this domain.

3. Contextualized embeddings are generally
helpful but the featurizing technique is important:
for CNN models, concatenating them with the
word embeddings before convolution is most ben-
eficial.

4. Picking the right hyperparameters for a
dataset is important to performance. We suggest
an initial manual hyperparameter search based
on cross validation significance tests because that
may be sufficient in most cases. If one is not
pressed for time, random search is a reasonable au-
tomated option for hyperparameter tuning, but re-
quires more experience for picking the right search
space and the right distributions for the hyperpa-
rameters.

5. Picking the right evaluation metrics for a new
dataset should be driven by class imbalance issues
for the classes chosen to be evaluated on.
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Mark Ormerod, Jesús Martı́nez del Rincón, Neil Robertson
Bernadette McGuinness, Barry Devereux

Queen’s University Belfast
{mormerod01, j.martinez-del-rincon, n.robertson, b.mcguinness, b.devereux}@qub.ac.uk

Abstract

Despite recent advances in the application of
deep neural networks to various kinds of med-
ical data, extracting information from unstruc-
tured textual sources remains a challenging
task. The challenges of training and interpret-
ing document classification models are ampli-
fied when dealing with small and highly tech-
nical datasets, as are common in the clinical
domain. Using a dataset of de-identified clini-
cal letters gathered at a memory clinic, we con-
struct several recurrent neural network mod-
els for letter classification, and evaluate them
on their ability to build meaningful represen-
tations of the documents and predict patients’
diagnoses. Additionally, we probe sentence
embedding models in order to build a human-
interpretable representation of the neural net-
work’s features, using a simple and intuitive
technique based on perturbative approaches to
sentence importance. In addition to showing
which sentences in a document are most in-
formative about the patient’s condition, this
method reveals the types of sentences that lead
the model to make incorrect diagnoses. Fur-
thermore, we identify clusters of sentences in
the embedding space that correlate strongly
with importance scores for each clinical diag-
nosis class.

1 Introduction

While the majority of clinical data is made up
of structured information (Jee and Kim, 2013),
which can often be readily integrated into data
models for research, there is a significant amount
of semi-structured and unstructured data which
is increasingly being targeted by machine learn-
ing practitioners for analysis. As a general rule,
this unstructured data is more difficult to analyse
due to an absence of a standardised data model
(Ann Alexander and Wang, 2018). Unstructured
clinical data includes a variety of media, such
as video, audio, image and text-based data, with
the majority of such data being made up of text

and images. Recently, there has been a series of
breakthroughs in the application of machine learn-
ing techniques for medical imaging data in or-
der to achieve expert-level performance on diag-
nosis tasks (Rajpurkar et al., 2017). However, ma-
chine learning models using semi-structured and
unstructured textual data from the clinical domain
have received less attention and to date have not
seen the same degree of successful application.
Examples of unstructured medical data featuring
“free text” include discharge summaries, nursing
reports and progress notes. Historically, one of
the challenges of applying natural language pro-
cessing (NLP) methods to clinical data has been
the often limited amount of data available, which
has traditionally necessitated a reliance on manual
feature engineering and relatively shallow textual
features (Shickel et al., 2018).

Taking a novel dataset of labelled clinical letters
compiled at a memory clinic as the target data do-
main, we build state-of-the-art deep learning mod-
els for the task of clinical text classification, and
evaluate them on their ability to predict a clin-
ician’s diagnosis of the patient. However, deep
learning models generally require very large train-
ing datasets. Our approach to the problem there-
fore incorporates transfer learning, and we make
use of embedding data from pre-trained models
trained on large corpora. In order to investigate
the relative usefulness of word-level and sentence-
level information, we train and evaluate several
models, including a ULMFiT model (Howard
and Ruder, 2018) and two long short-term mem-
ory (LSTM) (Hochreiter and Schmidhuber, 1997)
models: one trained on word embedding repre-
sentations of the documents and one trained on
sentence embedding representations (Basile et al.,
2012).

An infamous problem of deep neural networks
is that they are “black boxes”, with the details
of how they represent and process information
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being uninterpretable to humans. To shed light
on how a recurrent neural network models clini-
cal documents in order to correctly predict a pa-
tient’s diagnosis, we investigate two complemen-
tary approaches to model interpretation. Firstly,
we develop a simple measure of sentence impor-
tance and demonstrate its effectiveness in inter-
preting a complex LSTM model’s decision mak-
ing process. Secondly, we discover clusters in the
high-dimensional space of the sentence embed-
ding model and test their correlation with feature
importance scores for a given diagnosis class. This
analysis yields insights into a model’s representa-
tion of the clinical notes, allowing us to automat-
ically extract clusters of sentences that are most
relevant to the model’s predictions.

2 Related Work

Document classification is a well-researched task
in NLP that has been tackled using a wide vari-
ety of machine learning models, such as support-
vector machines (SVMs) (Manevitz and Yousef,
2001), convolutional neural networks (CNNs)
(Conneau et al., 2016) and recurrent neural net-
works (RNNs) (Yogatama et al., 2017). In the
clinical domain, document classification models
have been used in diverse tasks such as predicting
cancer stage information in clinical records (Yim
et al., 2017), extracting patient smoker-status from
health records (Wang et al., 2019) and classifying
radiology reports by their ICD-9CM code (Garla
and Brandt, 2013). The problem of categorising
clinical free text documents is closely related to
several subtasks in the area of Electronic Health
Record (EHR) analysis, including information ex-
traction and representation learning. Information
extraction is an umbrella term that covers diverse
subtasks such as expanding abbreviations using
contextual information, and the automatic anno-
tation of temporal events (e.g. mapping from in-
puts such as “The patient was given stress dose
steroids prior to his surgery” to output “[stress
dose steroids] BEFORE [his surgery]” (Sun et al.,
2013). Other NLP problems in this field that are
relevant to free text analysis are outcome predic-
tion and de-identification.

There are many ways to construct a represen-
tation of the input data that can be provided to
a document classification model. A popular al-
ternative to older approaches to text representa-
tions, such as bag-of-words (BoW), is to em-

Class # doc. # sent. # sent. (masked)
D 32 1420 1225
M 30 1140 985
N 44 1767 1547

Table 1: Number of documents and sentences in the
clinical notes dataset. D: Dementia, M: MCI, N: Non-
impaired.

bed the input tokens in a high-dimensional vec-
tor space, resulting in each word being mapped
to a list of real-valued numbers (a “word embed-
ding”). One simple method of extracting word em-
beddings involves concatenating the hidden layer
activations observed in a trained language model
after processing all words up to the target word.
As language models automatically learn rich se-
mantic and syntactic features of words, these em-
beddings can provide valuable input features for
downstream information extraction tasks. While
the dimensions in the embedding space can cor-
respond to interpretable features, this is not gen-
erally the case. However, a major motivation for
using word embeddings is the ability to re-use pre-
trained embeddings, essentially resulting in a form
of transfer learning (Pan et al., 2010). In this study
we use 300-dimensional fastText word embed-
dings (Bojanowski et al., 2017) which were pre-
trained on the Common Crawl dataset using the
skipgram schema (Mikolov et al., 2013), which in-
volves predicting a target word based on nearby
words.

Similar to word embeddings, sentence embed-
dings are high-dimensional vectors that can rep-
resent features of a sequence of words. Our use
of sentence embeddings is motivated by the fact
that, for small amounts of data, it may be more
difficult for a recurrent neural network to capture
diagnosis-relevant dependencies over many word
vectors than it is to classify a document made up of
a smaller number of semantically richer sentence
vectors. In this study we use 4096-dimensional
InferSent embeddings (Conneau et al., 2017) that
were extracted from a model pre-trained on the
Common Crawl dataset.

After training recurrent models using these
state-of-art NLP techniques to predict the diagno-
sis class associated with each document, we ex-
plore ways of visualizing and understanding how
the models incorporate these vectors in order to
make accurate predictions.
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Model Accuracy Precision Recall F1 Score

Random 0.333 0.333 0.333 0.333

Max. class 0.415 0.138 0.333 0.196

BoW+Random Forest 0.425 0.417 0.413 0.414

LSTM (fastText word emb.) 0.543 0.636 0.502 0.502

LSTM (InferSent sentence emb.) 0.690 0.702 0.669 0.674
ULMFiT 0.571 0.437 0.500 0.440

Table 2: Results (average over 5 folds) for the diagnosis classification task for the masked dataset. Precision, recall
and F1 score are macro-averaged across the classes.

3 Data

We collected a corpus of consultation reports com-
piled by clinicians at a memory clinic to use as the
data domain for the document classification task.
Each report is anonymised and describes the clin-
ican’s review of a patient who suffers from mem-
ory or cognitive issues. Each report is labelled
by one of three classes, corresponding to the di-
agnoses of dementia, mild cognitive impairment
(MCI) and non-impaired. The documents can be
considered semi-structured, as they are made up
of free-text details that follow a loose narrative
trajectory. The notes typically begin with a de-
scription of the patient’s history and symptoms,
and ultimately conclude with recommendations on
how to proceed which may include scheduling a
follow-up appointment, arranging further tests, or
organising a treatment course based on the avail-
able evidence.

From this corpus, we build a version of the notes
in which explicit diagnostic information is masked
out. For example, the sentence “We would recom-
mend commencing on a Rivastigmine patch 4.6 mg
for 24 hours and then to be increased to 9.5 mg
for 24 hours once daily if tolerated.” would not be
included in the masked diagnosis dataset, as the
drug Rivastigmine is used to treat mild to mod-
erate Alzheimer’s disease and Parkinson’s, and so
its mention here trivially identifies the diagnosis.
In this work, we are interested in the ability to
make predictions from more subtle diagnostic sig-
nals, requiring our model to build semantic repre-
sentations of cognitive impairment that go beyond
counting the occurrence of single words. Table 1
presents summary metrics of the datasets.

Deep learning models are generally trained and

tested on very large datasets, in contrast to the
small corpus of demential letters that we have
gathered, and in contrast to clinical note databases
generally. This motivates our use of transfer learn-
ing.

Tackling the problems of training and interpret-
ing models trained on datasets of this scale is di-
rectly relevant to the real world challenges of us-
ing natural language processing to support clin-
ical decisions, such as identifying patients who
may be applicable to participate in a clinical trial
(Sarmiento and Dernoncourt, 2016). Annotating
gold-standard training examples for such prob-
lems is resource intensive (Savkov et al., 2016).
We would therefore like to build robust and gen-
eral models given a small amount of samples. Re-
cent work on training large language models on
massive amounts of data thus has much poten-
tial for zero-shot classification of natural language
documents (Yogatama et al., 2017).

4 Models and Evaluation

We investigate the relative performance of LSTM
models trained with a sequence of word embed-
dings, LSTM models trained with a sequence of
sentence embeddings, and a state-of-the-art doc-
ument classification model, ULMFiT. One moti-
vation for choosing these experimental models is
to investigate which models can capture long-term
dependencies across a clinical document, given a
relatively small amount of samples (n=106). In
addition to these three models, we also test a ran-
dom forest baseline model, a model that randomly
selects the class and a model that chooses the
most common class (which is non-impaired). The
random forest model is trained to classify a doc-
ument based on its bag-of-words representation.
All models are cross-validated using 5 folds of
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Figure 1: Visualisation of sentence importance with respect to the successful classification of non-impaired for a
subset of a document. Sentences that were found to be important for the classification of non-impaired are coloured
green while a sentence that increases the chance of a misclassification (i.e. an incorrect MCI diagnosis) is coloured
red. The saturation of the colours corresponds to how much a given word contributes to a sentence’s InferSent
embedding

the dataset, ensuring that the class distribution is
equal across all folds. The ULMFiT model is pre-
trained on the Wikitext-103 dataset (Merity et al.,
2017) and fine-tuned using default hyperparam-
eters (fine-tuning epochs=25, fine-tuning batch
size=8, fine-tuning learning rate=0.004, train-
ing epochs=50, training batch size=32, training
learning rate=0.01) which have been shown to be
robust across various tasks (Howard and Ruder,
2018). The LSTM model’s hyperparameters were
chosen by a grid-search. Both the sentence em-
bedding LSTM and the word embedding LSTM
were made up of one hidden layer with 256 hid-
den units.

The classification results for the models for the
masked dataset are presented in Table 2. Each
of our three models perform significantly better
than chance and better than the random forest
baseline model, with the LSTM model trained
with sentence-embedding sequential input achiev-
ing the best performance. For this amount of
training data, we would expect models that are
trained on shorter sequences of more semantically
enriched pre-trained vectors (i.e. sentence em-
beddings) to perform better than much longer se-
quences of vectors with less dimensions (i.e. word
embeddings). This is because much of the work
of combining word-level tokens into a contextual
representation that is relevant to a statistical model
of human language has already been done when
training with pretrained representations extracted
at the sentence-level. Somewhat surprisingly, the
model trained on sentence embeddings outper-
formed the fine-tuned ULMFiT. Future work may
shed light on how the amount of training samples

can affect the choice of whether to use fine-tuning
or pre-trained embedding representations as model
input.

5 Model Interpretability: Calculating
Sentence Importance Scores

After demonstrating the effectiveness of using
pre-trained sentence embeddings to classify the
clinical documents, we investigated model inter-
pretability by calculating a measure of the impor-
tance of each sentence in the sequence of sen-
tences to the model’s prediction for a document.
We propose a measure of feature importance based
on perturbative approaches to variable importance
(Breiman, 2001), which estimate the importance
of variables by iteratively randomly perturbing
each variable and observing the change in loss.
This technique is similar to measuring informa-
tion gain (Quinlan, 1986), but rather than selecting
important components of fixed input, we rate the
importance of a sentence vector in the sequence
of sentence vectors presented to our sequential
LSTM classifier. For example, in order to gener-
ate the importance score for the first sentence in a
document made up of m sentence embeddings, we
construct an augmented version of the document
containing all but the first sentence, and examine
the resulting change in the prediction for that doc-
ument. More formally, for sentence n, we gener-
ate the following version of the document d (with
ground truth label c) with sentence n removed:

dn = [s0, s1, . . . , sn−1, sn+1, . . . , sm−1]

Next, the augmented document dn is fed into
the trained LSTM (using the best-in-fold model
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Ratio Sentence
-3.469 “He and his wife both report agitation disinhibition and irritability”
0.078 “He would say that he feels depressed at times”
0.149 “She was tremulous which <NAME> felt was most likely due to anxiety”

. . .

2.108 “He had an equivalent score of 19 / 30 on the MMSE”
8.105 “He had an equivalent score of 29 / 30 on the MMSE”

12.887 “He had an equivalent score of 22 / 30 on the MMSE”

Table 3: Sentences sorted by feature importance for a correct diagnosis of non-impaired. Sentences with low
scores do not support a prediction of non-impaired within the context of the corresponding clinical letter.

from Section 3, which achieved an accuracy of
73%) and we measure the network’s output logit
for the correct class. The importance score is cal-
culated as the ratio of the model’s output for the
correct class excluding the sentence to the model’s
output for the correct class including a given sen-
tence.

ration =
logit(c | dn)
logit(c | d)

The most important sentences minimise this ra-
tio. When the ratio is over 1, the inclusion of
the sentence in the document leads to a smaller
probability of selecting the correct class, and so
sentences that maximise the ratio are the most
misleading sentences with respect to the correct
classification. Examples of highly important and
highly misleading sentences across the corpus for
a diagnosis of non-impaired are presented in Ta-
ble 3. The average sentence importance trajectory
over each class was also investigated and is pre-
sented in in Figure 2.

Figure 1 presents a section of a clinical letter
for a patient with a diagnosis of non-impaired,
with sentences coloured green or red depending
on whether they increase or decrease the chance
of correctly classifying the document. Within
each sentence, the contribution of a word to the
InferSent sentence embedding is visualised by
colour saturation. We can see that the importance
measure provides intuitive insights into how the
recurrent neural network models the document.
For example, the final sentence in Figure 1 de-
creases the chance of classifying the document
as non-impaired because it states that the patient
sometimes forgets to take their medicine – in iso-
lation this sentence could naively be considered to
imply a diagnosis of memory impairment, but as
the model processes the full document it is able to

Figure 2: Average sentence importance over each class,
as a function of sentences’ position in the texts. Sen-
tence importance ratios are normalised within each
document and split by in-document position into 20
bins. For each class, we plot the negative of the av-
erage for each bin.

accumulate evidence and predict the correct diag-
nosis. By examining the contribution of each word
to the InferSent vectors, we can see that negat-
ing words such as “not” are handled appropriately
within the sentence embedding (e.g. “not clini-
cally depressed” increases the probability of a cor-
rect non-impaired classification). Our model in-
terpretation technique therefore demonstrates how
the LSTM sentence embedding model improves
on the simple bag-of-words baseline, where the
word “depressed” would be incorrectly taken as
negative evidence for a non-impaired diagnosis.

6 Cluster Analysis

In order to investigate the relationship between
sentence importance and the sentence embedding
space, we performed a cluster analysis. The 4096-
dimensional sentence embeddings were projected
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(a) t-SNE clustering of sentence embedding vectors (b) Feature importance for class dementia

(c) Feature importance for class MCI (d) Feature importance for class non-impaired

Figure 3: 2-dimensional projection of sentence embedding vectors. (a): 30 clusters were identified and labelled
using mean shift clustering. (b) - (d): Heat maps of sentence vectors coloured by sentence importance for each
class reveal clusters of sentences that are relevant to a given diagnosis. Colour scales indicate normalised values;
brighter colours indicate more important sentences.

to two dimensions using t-SNE (van der Maaten
and Hinton, 2008). We used the mean shift clus-
tering technique (Yizong Cheng, 1995), an algo-
rithm that does not require the number of clusters
to be specified in advance, to discover clusters of
similarly represented sentences in this space (Fig.
3(a)). Sentences that are important for the model’s
classification of a specific diagnosis are visualised
by colouring the sentences using the correspond-
ing importance score. This step was performed for
each of the three classes (Fig. 3(b)-(d)).

Correlation tests were used to investigate the re-
lationship between sentence clusters and their im-
portance to a model’s prediction for each class.

For each class c and for each cluster cl, we first
gather the sentences that appear in documents of
class c. Next, we assign each sentence a value of 1
or 0 depending on whether the sentence is in clus-
ter cl. Using Spearman’s Rho, we calculate the
correlation between this value and the sentences’
importance scores for the given class. In each
trial, sentences that do not appear in documents
of the target class are excluded. The results re-
ported in Table 4 show the clusters that were found
to be significantly correlated with at least one of
the classes’ importance scores. It was found that
15 out of the 30 automatically discovered sentence
clusters can be considered significantly important
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in the model’s decision making.
To assist in interpreting the information cap-

tured by each cluster, we depict the clusters using
the most frequent bigrams across all of that clus-
ter’s sentences (Table 4). For example, one cluster
(corresponding to cluster 20 in Figure 3(a)) con-
tains sentences that mention the individual’s fam-
ily (significantly positively associated with a non-
impaired diagnosis), while cluster 22 corresponds
to sentences about the patient’s blood pressure and
heart rate (significantly negatively associated with
a non-impaired diagnosis). Again, these results
show the utility of combining sentence importance
measures with sentence embeddings to reveal the
clinically relevant detail in the documents.

7 Discussion

The results presented in Table 3 demonstrate the
sentences that are most significant and most mis-
leading for the LSTM InferSent model with re-
spect to the diagnosis of non-impairment. We
can see that the most significant sentences are
those that refer to patients’ mood and anxiety
disorders. These types of sentences are over-
represented in the non-impaired group. The types
of sentences that are most misleading to the di-
agnosis of non-impaired are those of the format
“[pronoun] had an equivalent score of [score] /
30 on the MMSE”. An obvious question regarding
this result is whether information about MMSE
scores can be represented by the InferSent em-
beddings in such a way as to distinguish it from
other sentences that differ only, but importantly,
by a single integer value. We can see that the rela-
tionship between the significance of the sentence
to the actual results in the sentence is non-linear.
The 84 mentions of the Mini-Mental State Exami-
nation (MMSE) test are equally divided across the
3 classes; as there are more non-impaired docu-
ments in the dataset overall, the model benefits
from learning not to predict this diagnosis when it
encounters any sentence embedding in the MMSE
cluster (cluster 17 in Figure 3(a); the correspond-
ing points in Figure 3(d) indicate their decreased
importance for this category). Further analysis
may include using diagnostic classifiers (Hupkes
et al., 2018) to test whether a model can accurately
decide whether the first of two given sentence em-
beddings reports a larger score.

Figure 2 shows the average sentence signifi-
cance across the documents for each of the three

classes. For all classes, we can see that the im-
portance of sentences tends to increase with their
in-document position. This trend may correspond
to the semi-structured nature of the documents, re-
flecting information becoming more relevant to a
diagnosis towards the end of a document. An-
other possible explanation could be that the re-
current neural network is unable to capture long-
distance dependencies given the small amount of
samples in the dataset, resulting in a kind of re-
cency bias in the model’s processing (since the
model only makes its prediction at the end of the
sequence of sentences). Further work may involve
systematically changing the position of each sen-
tence within each document in order to investigate
the effect that this has on the importance scores
associated with each sentence.

Table 4 shows that no clusters were significantly
correlated with the class dementia, with all re-
ported clusters being significantly correlated with
at least one of MCI or non-impaired. Exclud-
ing cluster 18, all of the clusters that are signif-
icant for both MCI and non-impaired form pairs
of negative vs. positive correlations between these
two classes, suggesting that the model learns pri-
marily to discriminate between these classes. Ex-
amining the confusion matrix for the model, we
found that the model has a true positive rate of
1.0 and 0.89 for MCI and non-impaired, and min-
imises the amount of false positives between these
two classes. However, the model performs poorly
when the actual document corresponds to a di-
agnosis of dementia (with a true positive rate of
0.29). This is consistent with the observation that
none of the clusters significantly correlate with
this class. While this insight could be gained from
examining the confusion matrix alone, the advan-
tage of employing the interpretation methods de-
veloped in this paper is that they allow us to gain
an understanding of how the model’s processing
of sentences over time leads to these inequalities,
suggesting avenues of attack for constructing more
accurate representations of the documents going
forward.

In future work, we plan to gather more clini-
cal documents that describe patients with mem-
ory impairment and continue our analysis of lan-
guage modelling and classification in this distri-
bution. We hope to subsequently apply state of the
art contextualised embeddings such as ELMO (Pe-
ters et al., 2018) and BERT (Devlin et al., 2018)
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Cluster Top bigrams in cluster RhoD RhoM RhoN

2
“behavioural problems”, “neurological deficit”,
“extra pyramidal”

0.036 −0.215*** 0.142***

3 “short term”, “years ago”, “poor short” −0.022 0.032 0.119***

5
“family history”, “disease dementia”,
“alzheimers disease”

0.039 −0.147*** 0.146***

7
“activities daily”, “daily living”,
“remains independent”

−0.013 −0.121* 0.155***

9
“medical history”, “ischaemic heart”,
“heart disease”

−0.003 0.161*** −0.131***

10
“memory fluency”, “verbal fluency”,
“points lost”

−0.033 0.133** −0.097*

12
“misplacing items”, “cognitive checklist”,
“disorientation time”

0.000 0.143*** −0.098*

17 “30 mmse”, “mmse equivalent”, “29 30” −0.040 −0.193*** 0.112***

18
“cognitive testing”, “100 ace”,
“addenbrooke cognitive”

−0.010 −0.171*** −0.181***

20
“unaccompanied morning”, “four children”,
“two children”

0.022 −0.029 0.165***

22
“blood pressure’, “bpm regular”,
“examination pulse”

−0.045 0.130** −0.124***

23
“b12 folate”, “screening bloods”,
“thyroid function”

−0.022 0.022 −0.089*

24 “current medications”, “mg daily”, “40 mg” 0.021 0.181*** −0.106**

25
“geriatric depression”, “depression scale”,
“scored 15”

0.010 0.182*** −0.229

27
“onset progression”, “progression described”,
“physical examination”

−0.064 0.132** −0.113***

Table 4: Automatically discovered sentence clusters that significantly correlate with sentence importance for at
least one class. For each cluster and for each class, we use Spearman’s Rho to test the correlation between a
sentence’s importance with respect to the class of interest, and whether or not the sentence is in the given cluster.
The most frequent within-cluster bigrams were extracted after removing stop words from the sentences. * p<0.05,
** p<0.01, *** p<0.001, Bonferroni corrected. D: Dementia, M: MCI, N: Non-impaired.

to a larger corpus in order to further use feature
extraction to build and understand meaningful se-
mantic representations of cognitive impairment as
described by clinicians. As part of this work, we
aim to examine how models trained on the writ-
ing style of one clinician apply to those written
by others, as the corpus used in this study was
sourced from a small number of clinicians. We
suspect that analysing a model’s inter- and intra-
clinician performance metrics will yield useful in-
sights into how well the model has generalised,
and how clinicians may differ in terms of the sub-
tle but diagnosis-relevant information they include
in the documents.

8 Conclusion

We showed the effectiveness of using pre-trained
sentence embeddings and recurrent neural net-
works for a document classification task using a
corpus of natural language clinical reports. The
sentence-level LSTM model performed better than
both an LSTM trained on word embeddings and a
simple bag-of-words baseline. Following this re-
sult, we developed a simple and intuitive perturba-
tive measure of sentence importance for the sen-
tences in the corpus. After demonstrating how this
measure can be used to interpret the success and
failure cases of a trained model, we used cluster
analysis to identify regions in the sentence embed-
ding space that are significantly correlated with
sentence importance for specific diagnosis classes.
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By reviewing the most frequent bigrams in each
cluster and examining the sign of Spearman’s Rho
for each corresponding correlated class, we can
interpret how differential processing of sentence
vectors within each cluster can lead to class im-
balances in the model’s predictions, demonstrating
the power of our approach for model interpretabil-
ity and evaluation.
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Abstract

Inspired by the success of the General Lan-
guage Understanding Evaluation benchmark,
we introduce the Biomedical Language Un-
derstanding Evaluation (BLUE) benchmark
to facilitate research in the development of
pre-training language representations in the
biomedicine domain. The benchmark consists
of five tasks with ten datasets that cover both
biomedical and clinical texts with different
dataset sizes and difficulties. We also evaluate
several baselines based on BERT and ELMo
and find that the BERT model pre-trained
on PubMed abstracts and MIMIC-III clinical
notes achieves the best results. We make the
datasets, pre-trained models, and codes pub-
licly available at https://github.com/
ncbi-nlp/BLUE_Benchmark.

1 Introduction

With the growing amount of biomedical informa-
tion available in textual form, there have been
significant advances in the development of pre-
training language representations that can be ap-
plied to a range of different tasks in the biomedi-
cal domain, such as pre-trained word embeddings,
sentence embeddings, and contextual representa-
tions (Chiu et al., 2016; Chen et al., 2019; Peters
et al., 2017; Lee et al., 2019; Smalheiser et al.,
2019).

In the general domain, we have recently ob-
served that the General Language Understand-
ing Evaluation (GLUE) benchmark (Wang et al.,
2018a) has been successfully promoting the de-
velopment of language representations of general
purpose (Peters et al., 2017; Radford et al., 2018;
Devlin et al., 2019). To the best of our knowledge,
however, there is no publicly available bench-
marking in the biomedicine domain.

To facilitate research on language representa-
tions in the biomedicine domain, we present the

Biomedical Language Understanding Evaluation
(BLUE) benchmark, which consists of five dif-
ferent biomedicine text-mining tasks with ten cor-
pora. Here, we rely on preexisting datasets be-
cause they have been widely used by the BioNLP
community as shared tasks (Huang and Lu, 2015).
These tasks cover a diverse range of text genres
(biomedical literature and clinical notes), dataset
sizes, and degrees of difficulty and, more impor-
tantly, highlight common biomedicine text-mining
challenges. We expect that the models that per-
form better on all or most tasks in BLUE will ad-
dress other biomedicine tasks more robustly.

To better understand the challenge posed by
BLUE, we conduct experiments with two base-
lines: One makes use of the BERT model (Devlin
et al., 2019) and one makes use of ELMo (Peters
et al., 2017). Both are state-of-the-art language
representation models and demonstrate promising
results in NLP tasks of general purpose. We find
that the BERT model pre-trained on PubMed ab-
stracts (Fiorini et al., 2018) and MIMIC-III clini-
cal notes (Johnson et al., 2016) achieves the best
results, and is significantly superior to other mod-
els in the clinical domain. This demonstrates the
importance of pre-training among different text
genres.

In summary, we offer: (i) five tasks with ten
biomedical and clinical text-mining corpora with
different sizes and levels of difficulty, (ii) codes
for data construction and model evaluation for
fair comparisons, (iii) pretrained BERT models on
PubMed abstracts and MIMIC-III, and (iv) base-
line results.

2 Related work

There is a long history of using shared lan-
guage representations to capture text semantics in
biomedical text and data mining research. Such re-
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search utilizes a technique, termed transfer learn-
ing, whereby the language representations are pre-
trained on large corpora and fine-tuned in a variety
of downstream tasks, such as named entity recog-
nition and relation extraction.

One established trend is a form of word embed-
dings that represent the semantic, using high di-
mensional vectors (Chiu et al., 2016; Wang et al.,
2018c; Zhang et al., 2019). Similar methods
also have been derived to improve embeddings of
word sequences by introducing sentence embed-
dings (Chen et al., 2019). They always, however,
require complicated neural networks to be effec-
tively used in downstream applications.

Another popular trend, especially in recent
years, is the context-dependent representation.
Different from word embeddings, it allows the
meaning of a word to change according to the con-
text in which it is used (Melamud et al., 2016; Pe-
ters et al., 2017; Devlin et al., 2019; Dai et al.,
2019). In the scientific domain, Beltagy et al. re-
leased SciBERT which is trained on scientific text.
In the biomedical domain, BioBERT (Lee et al.,
2019) and BioELMo (Jin et al., 2019) were pre-
trained and applied to several specific tasks. In the
clinical domain, Alsentzer et al. (2019) released a
clinical BERT base model trained on the MIMIC-
III database. Most of these works, however, were
evaluated on either different datasets or the same
dataset with slightly different sizes of examples.
This makes it challenging to fairly compare vari-
ous language models.

Based on these reasons, a standard benchmark-
ing is urgently required. Parallel to our work, Lee
et al. (2019) introduced three tasks: named en-
tity recognition, relation extraction, and QA, while
Jin et al. (2019) introduced NLI in addition to
named entity recognition. To this end, we deem
that BLUE is different in three ways. First, BLUE
is selected to cover a diverse range of text genres,
including both biomedical and clinical domains.
Second, BLUE goes beyond sentence or sentence
pairs by including document classification tasks.
Third, BLUE provides a comprehensive suite of
codes to reconstruct dataset from scratch without
removing any instances.

3 Tasks

BLUE contains five tasks with ten corpora that
cover a broad range of data quantities and diffi-
culties (Table 1). Here, we rely on preexisting

datasets because they have been widely used by
the BioNLP community as shared tasks.

3.1 Sentence similarity

The sentence similarity task is to predict simi-
larity scores based on sentence pairs. Following
common practice, we evaluate similarity by using
Pearson correlation coefficients.

BIOSSES is a corpus of sentence pairs
selected from the Biomedical Summarization
Track Training Dataset in the biomedical do-
main (Soğancıoğlu et al., 2017).1 To develop
BIOSSES, five curators judged their similarity, us-
ing scores that ranged from 0 (no relation) to 4
(equivalent). Here, we randomly select 80% for
training and 20% for testing because there is no
standard splits in the released data.

MedSTS is a corpus of sentence pairs se-
lected from Mayo Clinic’s clinical data ware-
house (Wang et al., 2018b). To develop MedSTS,
two medical experts graded the sentence’s seman-
tic similarity scores from 0 to 5 (low to high sim-
ilarity). We use the standard training and testing
sets in the shared task.

3.2 Named entity recognition

The aim of the named entity recognition task is
to predict mention spans given in the text (Ju-
rafsky and Martin, 2008). The results are evalu-
ated through a comparison of the set of mention
spans annotated within the document with the set
of mention spans predicted by the model. We eval-
uate the results by using the strict version of preci-
sion, recall, and F1-score. For disjoint mentions,
all spans also must be strictly correct. To construct
the dataset, we used spaCy2 to split the text into a
sequence of tokens when the original datasets do
not provide such information.

BC5CDR is a collection of 1,500 PubMed titles
and abstracts selected from the CTD-Pfizer cor-
pus and was used in the BioCreative V chemical-
disease relation task (Li et al., 2016).3 The dis-
eases and chemicals mentioned in the articles were
annotated independently by two human experts
with medical training and curation experience.
We use the standard training and test set in the

1http://tabilab.cmpe.boun.edu.tr/
BIOSSES/

2https://spacy.io/
3https://biocreative.bioinformatics.

udel.edu/tasks/biocreative-v/
track-3-cdr/
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Corpus Train Dev Test Task Metrics Domain Avg
sent len

MedSTS, sentence pairs 675 75 318 Sentence similarity Pearson Clinical 25.8
BIOSSES, sentence pairs 64 16 20 Sentence similarity Pearson Biomedical 22.9
BC5CDR-disease, mentions 4182 4244 4424 NER F1 Biomedical 22.3
BC5CDR-chemical, mentions 5203 5347 5385 NER F1 Biomedical 22.3
ShARe/CLEFE, mentions 4628 1075 5195 NER F1 Clinical 10.6
DDI, relations 2937 1004 979 Relation extraction micro F1 Biomedical 41.7
ChemProt, relations 4154 2416 3458 Relation extraction micro F1 Biomedical 34.3
i2b2 2010, relations 3110 11 6293 Relation extraction F1 Clinical 24.8
HoC, documents 1108 157 315 Document classification F1 Biomedical 25.3
MedNLI, pairs 11232 1395 1422 Inference accuracy Clinical 11.9

Table 1: BLUE tasks

BC5CDR shared task (Wei et al., 2016).
ShARe/CLEF eHealth Task 1 Corpus is a col-

lection of 299 deidentified clinical free-text notes
from the MIMIC II database (Suominen et al.,
2013).4 The disorders mentioned in the clini-
cal notes were annotated by two professionally
trained annotators, followed by an adjudication
step, resulting in high inter-annotator agreement.
We use the standard training and test set in the
ShARe/CLEF eHealth Tasks 1.

3.3 Relation extraction

The aim of the relation extraction task is to pre-
dict relations and their types between the two enti-
ties mentioned in the sentences. The relations with
types were compared to annotated data. We use
the standard micro-average precision, recall, and
F1-score metrics.

DDI extraction 2013 corpus is a collection of
792 texts selected from the DrugBank database
and other 233 Medline abstracts (Herrero-Zazo
et al., 2013).5 The drug-drug interactions, includ-
ing both pharmacokinetic and pharmacodynamic
interactions, were annotated by two expert phar-
macists with a substantial background in pharma-
covigilance. In our benchmark, we use 624 train
files and 191 test files to evaluate the performance
and report the micro-average F1-score of the four
DDI types.

ChemProt consists of 1,820 PubMed abstracts
with chemical-protein interactions annotated by
domain experts and was used in the BioCre-
ative VI text mining chemical-protein interactions
shared task (Krallinger et al., 2017).6 We use the

4https://physionet.org/works/
ShAReCLEFeHealth2013/

5http://labda.inf.uc3m.es/ddicorpus
6https://biocreative.

bioinformatics.udel.edu/news/corpora/

standard training and test sets in the ChemProt
shared task and evaluate the same five classes:
CPR:3, CPR:4, CPR:5, CPR:6, and CPR:9.

i2b2 2010 shared task collection consists of
170 documents for training and 256 documents
for testing, which is the subset of the original
dataset (Uzuner et al., 2011).7 The dataset was
collected from three different hospitals and was
annotated by medical practitioners for eight types
of relations between problems and treatments.

3.4 Document multilabel classification
The multilabel classification task predicts multiple
labels from the texts.

HoC (the Hallmarks of Cancers corpus) con-
sists of 1,580 PubMed abstracts annotated with ten
currently known hallmarks of cancer (Baker et al.,
2016).8 Annotation was performed at sentence
level by an expert with 15+ years of experience
in cancer research. We use 315 (∼20%) abstracts
for testing and the remaining abstracts for train-
ing. For the HoC task, we followed the common
practice and reported the example-based F1-score
on the abstract level (Zhang and Zhou, 2014; Du
et al., 2019).

3.5 Inference task
The aim of the inference task is to predict whether
the premise sentence entails or contradicts the hy-
pothesis sentence. We use the standard overall ac-
curacy to evaluate the performance.

MedNLI is a collection of sentence pairs se-
lected from MIMIC-III (Romanov and Shivade,
2018).9 Given a premise sentence and a hy-

chemprot-corpus-biocreative-vi/
7https://www.i2b2.org/NLP/DataSets/
8https://www.cl.cam.ac.uk/˜sb895/HoC.

html
9https://physionet.org/physiotools/

mimic-code/mednli/
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pothesis sentence, two board-certified radiologists
graded whether the task predicted whether the
premise entails the hypothesis (entailment), con-
tradicts the hypothesis (contradiction), or neither
(neutral). We use the same training, development,
and test sets in Romanov and Shivade (Romanov
and Shivade, 2018).

3.6 Total score
Following the practice in Wang et al. (2018a) and
Lee et al. (2019), we use a macro-average of F1-
scores and Pearson scores to determine a system’s
position.

4 Baselines

For baselines, we evaluate several pre-training
models as described below. The original code for
the baselines is available at https://github.
com/ncbi-nlp/NCBI_BERT.

4.1 BERT
4.1.1 Pre-training BERT
BERT (Devlin et al., 2019) is a contextualized
word representation model that is pre-trained
based on a masked language model, using bidirec-
tional Transformers (Vaswani et al., 2017).

In this paper, we pre-trained our own model
BERT on PubMed abstracts and clinical notes
(MIMIC-III). The statistics of the text corpora on
which BERT was pre-trained are shown in Table 2.

Corpus Words Domain

PubMed abstract > 4,000M Biomedical
MIMIC-III > 500M Clinical

Table 2: Corpora

We initialized BERT with pre-trained BERT
provided by (Devlin et al., 2019). We then con-
tinue to pre-train the model, using the listed cor-
pora.

We released our BERT-Base and BERT-Large
models, using the same vocabulary, sequence
length, and other configurations provided by De-
vlin et al. (2019). Both models were trained with
5M steps on the PubMed corpus and 0.2M steps
on the MIMIC-III corpus.

4.1.2 Fine-tuning with BERT
BERT is applied to various downstream text-
mining tasks while requiring only minimal archi-

tecture modification.
For sentence similarity tasks, we packed the

sentence pairs together into a single sequence, as
suggested in Devlin et al. (2019).

For named entity recognition, we used the BIO
tags for each token in the sentence. We considered
the tasks similar to machine translation, as predict-
ing the sequence of BIO tags from the input sen-
tence.

We treated the relation extraction task as a sen-
tence classification by replacing two named en-
tity mentions of interest in the sentence with pre-
defined tags (e.g., @GENE$, @DRUG$) (Lee
et al., 2019). For example, we used “@CHEMI-
CAL$ protected against the RTI-76-induced inhi-
bition of @GENE$ binding.” to replace the orig-
inal sentence “Citalopram protected against the
RTI-76-induced inhibition of SERT binding.” in
which “citalopram” and “SERT” has a chemical-
gene relation.

For multi-label tasks, we fine-tuned the model
to predict multi-labels for each sentence in the
document. We then combine the labels in one doc-
ument and compare them with the gold-standard.

Like BERT, we provided sources code for fine-
tuning, prediction, and evaluation to make it
straightforward to follow those examples to use
our BERT pre-trained models for all tasks.

4.2 Fine-tuning with ELMo

We adopted the ELMo model pre-trained on
PubMed abstracts (Peters et al., 2017) to accom-
plish the BLUE tasks.10 The output of ELMo em-
beddings of each token is used as input for the
fine-tuning model. We retrieved the output states
of both layers in ELMo and concatenated them
into one vector for each word. We used the maxi-
mum sequence length 128 for padding. The learn-
ing rate was set to 0.001 with an Adam optimizer.
We iterated the training process for 20 epochs with
batch size 64 and early stopped if the training loss
did not decrease.

For sentence similarity tasks, we used bag of
embeddings with the average strategy to transform
the sequence of word embeddings into a sentence
embedding. Afterward, we concatenated two sen-
tence embeddings and fed them into an architec-
ture with one dense layer to predict the similarity
of two sentences.

10https://allennlp.org/elmo
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Task Metrics SOTA* ELMo BioBERT
Our BERT

Base Base Large Large
(P) (P+M) (P) (P+M)

MedSTS Pearson 83.6 68.6 84.5 84.5 84.8 84.6 83.2
BIOSSES Pearson 84.8 60.2 82.7 89.3 91.6 86.3 75.1
BC5CDR-disease F 84.1 83.9 85.9 86.6 85.4 82.9 83.8
BC5CDR-chemical F 93.3 91.5 93.0 93.5 92.4 91.7 91.1
ShARe/CLEFE F 70.0 75.6 72.8 75.4 77.1 72.7 74.4
DDI F 72.9 78.9 78.8 78.1 79.4 79.9 76.3
ChemProt F 64.1 66.6 71.3 72.5 69.2 74.4 65.1
i2b2 F 73.7 71.2 72.2 74.4 76.4 73.3 73.9
HoC F 81.5 80.0 82.9 85.3 83.1 87.3 85.3
MedNLI acc 73.5 71.4 80.5 82.2 84.0 81.5 83.8

Total 78.8 80.5 82.2 82.3 81.5 79.2
* SOTA, state-of-the-art as of April 2019, to the best of our knowledge: MedSTS, BIOSSES (Chen et al.,
2019); BC5CDR-disease, BC5CDR-chem (Yoon et al., 2018); ShARe/CLEFE (Leaman et al., 2015);
DDI (Zhang et al., 2018). Chem-Prot (Peng et al., 2018); i2b2 (Rink et al., 2011); HoC (Du et al., 2019);
MedNLI (Romanov and Shivade, 2018). P: PubMed, P+M: PubMed + MIMIC-III

Table 3: Baseline performance on the BLUE task test sets.

For named entity recognition, we used a Bi-
LSTM-CRF implementation as a sequence tag-
ger (Huang et al., 2015; Si et al., 2019; Lample
et al., 2016). Specifically, we concatenated the
GloVe word embeddings (Pennington et al., 2014),
character embeddings, and ELMo embeddings of
each token and fed the combined vectors into the
sequence tagger to predict the label for each to-
ken. The GloVe word embeddings11 and character
embeddings have 100 and 25 dimensions, respec-
tively. The hidden sizes of the Bi-LSTM are also
set to 100 and 25 for the word and character em-
beddings, respectively.

For relation extraction and multi-label tasks, we
followed the steps in fine-tuning with BERT but
used the averaged ELMo embeddings of all words
in each sentence as the sentence embedding.

5 Benchmark results and discussion

We pre-trained four BERT models: BERT-Base
(P), BERT-Large (P), BERT-Base (P+M), BERT-
Large (P+M) on PubMed abstracts only, and the
combination of PubMed abstracts and clinical
notes, respectively. We present performance on
the main benchmark tasks in Table 3. More de-
tailed comparison is shown in the Appendix A.

11https://nlp.stanford.edu/projects/
glove/

Overall, our BERT-Base (P+M) that were pre-
trained on both PubMed abstract and MIMIC-III
achieved the best results across five tasks, even
though it is only slightly better than the one pre-
trained on PubMed abstracts only. Compared to
the tasks in the clinical domain and biomedical do-
main, BERT-Base (P+M) is significantly superior
to other models. This demonstrates the importance
of pre-training among different text genres.

When comparing BERT pre-trained using the
base settings against that using the large settings,
it is a bit surprising that BERT-Base is better
than BERT-Large except in relation extraction and
document classification tasks. Further analysis
shows that, on these tasks, the average length
of sentences is longer than those of others (Ta-
ble 1). In addition, BERT-Large pre-trained on
PubMed and MIMIC is worse than other models
overall. However, BERT-Large (P) performs the
best in the multilabel task, even compared with
the feature-based model utilizing enriched ontol-
ogy (Yan and Wong, 2017). This is partially be-
cause the MIMIC-III data are relatively smaller
than the PubMed abstracts and, thus, cannot pre-
train the large model sufficiently.

In the sentence similarity tasks, BERT-Base
(P+M) achieves the best results on both datasets.
Because the BIOSSES dataset is very small (there
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are only 16 sentence pairs in the test set), all BERT
models’ performance was unstable. This prob-
lem has also been noted in the work of Devlin
et al. (2019) when the model was evaluated on the
GLUE benchmarking. Here, we obtained the best
results by following the same strategy: selecting
the best model on the development set after sev-
eral runs. Other possible ways to overcome this
issue include choosing the model with the best per-
formance from multiple runs or averaging results
from multiple fine-tuned models.

In the named entity recognition tasks, BERT-
Base (P) achieved the best results on two biomedi-
cal datasets, whereas BERT-Base (P+M) achieved
the best results on the clinical dataset. In all
cases, we observed that the winning model ob-
tained higher recall than did the others. Given that
we use the pre-defined vocabulary in the original
BERT and that this task relies heavily on the to-
kenization, it is possible that using BERT as per-
taining to a custom sentence piece tokenizer may
further improve the model’s performance.

6 Conclusion

In this study, we introduce BLUE, a collection of
resources for evaluating and analyzing biomedical
natural language representation models. We find
that the BERT models pre-trained on PubMed ab-
stracts and clinical notes see better performance
than do most state-of-the-art models. Detailed
analysis shows that our benchmarking can be used
to evaluate the capacity of the models to un-
derstand the biomedicine text and, moreover, to
shed light on the future directions for developing
biomedicine language representations.
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A Appendices

TP: true positive, FP: false positive, FN: false neg-
ative, P: precision, R: recall, F1: F1-score

A.1 Named Entity Recognition

BC5CDR-disease TP FP FN P R F1

(Yoon et al., 2018) - - - 85.6 82.6 84.1
ELMo 3740 749 684 83.3 84.5 83.9
BioBERT 3807 637 617 85.7 86.1 85.9
Our BERT

Base (P) 3806 635 564 85.9 87.3 86.6
Base (P+M) 3788 655 636 85.3 85.6 85.4
Large (P) 3729 847 695 81.5 84.3 82.9
Large (P+M) 3765 799 659 82.5 85.1 83.8

BC5CDR-chemical TP FP FN P R F1

(Yoon et al., 2018) - - - 94.3 92.4 93.3
ELMo 4864 386 521 92.6 90.3 91.5
BioBERT 5029 404 356 92.6 93.4 93.0
Our BERT

Base (P) 5027 336 358 93.7 93.4 93.5
Base (P+M) 4914 341 471 93.5 91.3 92.4
Large (P) 4941 454 444 91.6 91.8 91.7
Large (P+M) 4905 484 480 91.0 91.1 91.1

ShARe/CLEFE TP FP FN P R F1

(Leaman et al., 2015) - - - 79.7 71.3 75.3
ELMo 3928 1117 1423 77.9 73.4 75.6
BioBERT 3898 1024 1453 79.2 72.8 75.9
Our BERT

Base (P) 4032 1010 1319 80.0 75.4 77.6
Base (P+M) 4126 948 1225 81.3 77.1 79.2
Large (P) 3890 1441 1461 73.0 72.7 72.8
Large (P+M) 3980 1456 1371 73.2 74.4 73.8

A.2 Relation extraction
DDI TP FP FN P R F1

(Zhang et al., 2018) - - - 74.1 71.8 72.9
ELMo - - - 79.0 78.9 78.9
BioBERT 786 229 193 77.4 80.3 78.8
Our BERT

Base (P) 737 172 242 81.1 75.3 78.1
Base (P+M) 775 198 204 79.7 79.2 79.4
Large (P) 788 206 191 79.3 80.5 79.9
Large (P+M) 748 234 231 76.2 76.4 76.3

Chem-Prot TP FP FN P R F1

(Peng et al., 2018) 1983 746 1475 72.7 57.4 64.1
ELMo - - - 66.7 66.6 66.6
BioBERT 2359 803 1099 74.6 68.2 71.3
Our BERT

Base (P) 2443 834 1015 74.5 70.6 72.5
Base (P+M) 2354 996 1104 70.3 68.1 69.2
Large (P) 2610 948 848 73.4 75.5 74.4
Large (P+M) 2355 1423 1103 62.3 68.1 65.1

i2b2 TP FP FN P R F1

(Rink et al., 2011) - - - 72.0 75.3 73.7
ELMo - - - 71.2 71.1 71.1
BioBERT 4391 1474 1902 74.9 69.8 72.2
Our BERT

Base (P) 4592 1459 1701 75.9 73.0 74.4
Base (P+M) 4683 1291 1610 78.4 74.4 76.4
Large (P) 4684 1805 1609 72.2 74.4 73.3
Large (P+M) 4700 1719 1593 73.2 74.7 73.9

A.3 Document classification
HoC P R F1

(Du et al., 2019) 81.3 81.7 81.5
ELMo 78.2 81.9 80.0
BioBERT 83.4 82.4 82.9
Our BERT

Base (P) 86.2 84.4 85.3
Base (P+M) 84.0 82.3 83.1
Large (P) 91.0 83.9 87.3
Large (P+M) 88.8 82.1 85.3
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Abstract

The goal of this work is to utilize Electronic
Medical Record (EMR) data for real-time
Clinical Decision Support (CDS). We present
a deep learning approach to combining in real
time available diagnosis codes (ICD codes)
and free-text notes: Patient Context Vectors.
Patient Context Vectors are created by averag-
ing ICD code embeddings, and by predicting
the same from free-text notes via a Convolu-
tional Neural Network. The Patient Context
Vectors were then simply appended to avail-
able structured data (vital signs and lab results)
to build prediction models for a specific condi-
tion. Experiments on predicting ARDS, a rare
and complex condition, demonstrate the utility
of Patient Context Vectors as a means of sum-
marizing the patient history and overall condi-
tion, and improve significantly the prediction
model results.

1 Introduction
A key goal in critical care medicine is the early

identification and timely treatment of rapidly pro-
gressive, life-threatening conditions, such as Sep-
sis, Septic Shock, and Acute Respiratory Distress
Syndrome (ARDS). Such life-threatening condi-
tions, are both rare, and at the same time, com-
plex and heterogeneous, involving the interaction
of multiple risk factors, comorbidities, and current
symptoms. Hospital alert systems typically rely
on screening of structured data such as vital signs
and lab results, and, in the case of such rare condi-
tions, are often associated with “alert fatigue” and
require manually entered clinical judgement.

The information needed for a reliable risk eval-
uation of such rare and complex conditions is typi-
cally dispersed across the patient EMR, and avail-
able at different times throughout the patient stay.
The patient demographics, past medical and visit
history, chronic conditions, risk factors, current
signs and symptoms can be found in the form of

clinical notes (e.g. nursing notes, radiology re-
ports, etc.), diagnosis and procedure codes, vital
signs, lab orders and results. The challenge of
real-time CDS systems is the variability and the
availability of real-time EMR data, resulting from
different charting behaviors, health care delivery
models, hospital settings, etc.

The goal of this work is to utilize all available
EMR patient information for real-time predictive
modelling. While our experiments are focused on
identifying ARDS cases, the described method is
applicable to a variety of use cases needing infor-
mation dispersed across the EMR patient record.
The primary contribution of this work is the use
of low-dimensional representation of the patient’s
history, current symptoms and conditions, which
we refer to as Patient Context Vector. At pre-
diction time, Patient Context Vectors are gener-
ated from the combination of available up-to-date
ICD codes (if any) and available nursing notes.
Patient Context Vectors (vectors of real numbers)
are then simply added to the list of existing struc-
tured data variables (vital signs and lab results)
and used to identify patients at risk of developing
life-threatening conditions that require rapid inter-
vention.

2 Method
In this work, we combine ICD codes, clinical

notes, vital signs, lab results, and demographic in-
formation to build a real-time ARDS prediction
model. Low-dimensional representation of ICD
codes (ICD embeddings) is generated from a large
corpus of patient ICD records. Patient visit EMR
data is used to look up recorded up-to-date ICD
codes, clinical notes, vital signs, and lab results.
The visit ICD codes are converted to embeddings
and averaged to produce Patient Context Vectors.

Pertinent patient information might not be nec-
essarily ”ICD-coded” during prediction time, but
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can be available in the form of nursing notes. A
deep learning model was trained to predict the pa-
tient’s Patient Context Vector from nursing notes.
The Patient Context Vectors obtained from avail-
able in the system ICD codes, and from free-text
notes are then used in conjunction with vital signs,
and lab results to predict the patient’s outcome.
Details for each step of the approach are provided
in subsequent sections.
2.1 Dataset

We utilized the freely available database com-
prising deidentified health-related data associated
with over 40,000 patients who stayed in critical
care units of the Beth Israel Deaconess Medical
Center between 2001 and 2012: the MIMIC3 In-
tensive Care Unit (ICU) database (Johnson et al.,
2016). The dataset contains over 2 million free-
text clinical notes and over 650,000 diagnosis
codes for over 58,000 visits. Included ICUs are
medical, surgical, trauma-surgical, coronary, and
cardiac surgery recovery units. EMR data includes
vital signs, laboratory results, diagnosis codes,
free text nursing notes, radiology reports, medi-
cations, discharge summaries, treatments, etc.
2.2 ICD Embeddings and Patient Context

Vectors
Clinicians viewing properly coded patient di-

agnosis codes (ICD9 and ICD10 codes1) are typ-
ically capable of deducing the overall condition,
history, and risk factors associated with a patient.
Intuitively, the totality of patient’s diagnosis codes
represent a meaningful medical summary of the
patient. Diagnosis codes are used to describe
both current diagnoses (e.g. Community-acquired
Pneumonia ), but also a variety of additional facts.
For example, ICD codes can describe patient’s his-
tory and chronic conditions (e.g. Chronic kid-
ney disease; Personal history of traumatic frac-
ture; etc.); information regarding past and current
treatments and procedures (e.g. Infection due to
other bariatric procedure). In some cases, ICD
codes contain information such as the patient age
group (e.g. Sepsis of newborn; Elderly multi-
gravida); expected outcome (Encounter for pal-
liative care); patient’s social history (e.g. Adult
emotional/psychological abuse); the reason for the
visit, (e.g. Railway accidents; Motor Vehicle acci-
dents, etc).

While there are a large number of ICD codes
(around 15,000 ICD9 codes and around 68,000

1The International Classification of Diseases, c©The World Health Orga-
nization.

ICD10 codes), they tend to be interdependent,
and to co-occur. For example, Pneumonia ICD
codes are often accompanied with ICD codes
describing Cough, Fever, Pleural effusion, etc.
Inspired by word embeddings (Mikolov et al.,
2013), it has been suggested that this medical code
co-occurence can be exploited to generate low-
dimensional representations of ICD codes: ICD
Embeddings (Choi et al., 2016b,a; Kartchner et al.,
2017).

All available MIMIC3 patient data was used to
generate the ICD embeddings following the ap-
proach of (Choi et al., 2016b). In our approach, we
attempted to generate a low-dimensional represen-
tation of the patient history, symptoms, risk fac-
tors, diagnosis, etc, by averaging the patient ICD
code embeddings (creating Patient Context Vec-
tors). The optimum size of the vectors was deter-
mined to be 50.
2.3 Predicting Patient Context Vectors from

Clinical Texts
While averaged ICD embeddings appear to be a

useful summary of the overall patient history, con-
dition, symptoms, and risk factors, ICD code data
is not necessarily available for real-time CDS sys-
tems. Some ICD codes associated with patients’
history and symptoms might be entered early on
in the EMR system. However, diagnosis ICD
codes are typically obtained after tests and lab re-
sults and might not be available during prediction
time. Similarly, not all relevant patient history and
symptoms are necessarily ICD-coded.

At the same time, nursing notes typically con-
tain all currently available information, even if not
present in the form of ICD codes. Nursing notes
include information such as past medical history,
reason for visit, current symptoms, summary of
test outcomes, etc.

In order to capture information present in free-
text notes, we also built a word-level CNN model
that predicts the patient Patient Context Vector
from the note text. The model was trained
on available nursing and discharge notes and
achieved a mean squared error of 0.179 on the val-
idation set. The network was trained on 1,081,176
free-text notes, with pre-trained word-embeddings
of size 100. The texts were truncated/padded to
the 90th percentile length (785 tokens). The net-
work consists of a Convolutional, Max Pooling
layers, followed by 2 hidden layers of size 500.
The last layer uses linear activation with loss func-
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tion of mean squared error to predict the Patient
Context Vector2.
2.4 Patient Context Vectors in Prediction

Models
In order to test the utility of the Patient Con-

text Vectors for predicting patient outcomes, we
focused on building a real-time ARDS prediction
model. ARDS is a rare and life-threatening condi-
tion that require an early intervention (Fan et al.,
2017).

ARDS patients were limited to adult patients
only (age 18 or older). The patients inclusion cri-
teria consist of the presence of acute respiratory
failure and continuous mechanical ventilation, ex-
cluding patients with acute exacerbation of asthma
or chronic obstructive pulmonary disease (Bime
et al., 2016) 3. This resulted in 4,624 ARDS ad-
missions from a total of 48,399 admissions.

An ARDS prediction model was built utilizing a
combination of vital signs, lab results, ICD codes
and free-text notes. Features considered in the
baseline predictive model building include: 1) vi-
tal signs: heart rate, respiratory rate, body tem-
perature, systolic blood pressure, diastolic blood
pressure, mean arterial pressure, oxygen satu-
ration, tidal volume, BMI; 2) laboratory tests:
white blood cell count, bands, hemoglobin, hema-
tocrit, lactate, creatinine, bicarbonate, pH, PT,
INR, BUN, blood gas measurements (partial pres-
sure of arterial oxygen, fraction of inspired oxy-
gen, and partial pressure of arterial carbon diox-
ide); 4) motor, verbal, and eye sub-score of Glas-
gow Coma Scale ; and 5) demographics: gender
and age.

In addition to the baseline features (available in
structured format in MIMIC), we also included as
features the patient’s Patient Context Vectors com-
puted from ICD codes and from notes. In real-time
CDS systems, it is likely that not all ICD or nurs-
ing notes will be available at prediction times. To
test this most realistic scenario, we also built a Pa-
tient Context Vector by averaging the first half of
the patient’s ICD codes, and the first half of the
patient’s nursing notes CNN model predictions.

A Gradient Boosting Machine (GBM) model
(Friedman, 2001) and a Distributed Random For-
rest Model (DRF) (Geurts et al., 2006) were used
to predict ARDS patients from the total popula-

2https://github.com/ema-/patient-context-vectors
3Inclusion ICD9 Codes: 51881, 51882, 51884, 51851, 51852, 51853,

5184, 5187, 78552, 99592, 9670, 9671, 9672; Exclusion ICD9 Codes: 49391,
49392, 49322, 4280

GBM
Features AUC P R F1
Baseline 90.42 41.76 67.80 51.68
Baseline + ICD 93.30 53.02 68.44 59.75
Patient Context Vector
Baseline + Notes 91.88 48.25 64.25 55.11
Patient Context Vector
Baseline + first 93.59 56.35 66.52 61.01
half of notes/ICD
DRF
Features AUC P R F1
Baseline 89.14 38.58 66.43 48.81
Baseline + ICD 92.08 51.87 63.75 57.20
Patient Context Vector
Baseline + Notes 91.18 47.89 62.11 54.08
Patient Context Vector
Baseline + first 92.61 57.02 61.08 58.98
half of notes/ICD

Table 1: 10-fold cross-validation GBM and DRF results of
predicting ARDS patients. P=Precision, R=Recall, F1= F1-
score for the positive (ARDS) class. The Baseline set of fea-
tures consists of vital signs, lab results, Glasgow Coma Scale
score, gender and age, in the form of structured data. ”Base-
line + ICD Patient Context Vector” includes all baseline fea-
tures, plus the Patient Context Vector (of size 50). ”Baseline
+ Notes” includes all baseline features, plus Patient Context
Vectors predicted from all visit nursing notes. ”Baseline +
first half of notes/ICD” includes the average of the first half
of entered visit ICD codes embeddings, and Patient Context
Vectors predicted from the first half of the visit nursing notes.

tion of adult patients. In all cases default model
parameters were used (h2o). All results were pro-
duced via 10-fold cross evaluation. Table 1 shows
the result from the experiments.

Introducing information from both ICD codes
and nursing notes data significantly increased the
overall performance. Most importantly, the com-
bination of the use of half of the visit notes (used to
predict Patient Context Vectors) and the first half
of the patient ICD codes produced the best results
in both models (GBM and DRF), and proves the
utility of the method for combining structured and
free-text data for prediction models.

The benefit of averaged ICD-code embeddings,
and using notes to predict the same embedding
vectors is also illustrated by the model variable im-
portances shown in Figures 1 - 4. As shown, the
predictive value of certain embedding dimensions
is on a par with important vital signs, such as Tidal
Volume, Glasgow Coma Scale, and Mean Respi-
ratory Rate. Intuitively, clinicians’ experience uti-
lizes all information present in nursing notes (also
coded as ICD codes) to evaluate a patient’s condi-
tion. Our approach demonstrates that it is possible
to summarize that knowledge by combining nurs-
ing and ICD codes in the form of predicted and
averaged ICD embeddings.
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Figure 1: GBM scaled variable importance of Baseline
model features.

Figure 2: DRF scaled variable importance of Baseline
model features.

Figure 3: GBM scaled variable importance of Baseline
model features plus Patient Context Vectors from first half
of ICD codes/notes.

Figure 4: DRF scaled variable importance of Baseline
model features plus Patient Context Vectors from first half
of ICD codes/notes.

3 Related Work
A large volume of literature on combining

structured and free-text EMR data pre-processes
the free-text data by applying some information
extraction (IE) technique (most frequently, Med-
ical Concept detection). For example, DeLisle et
al.(2010) and Zheng et al. (2014) apply free-text
search on the notes to find a set of hand-crafted
non-negated symptoms, later used as variables in
their ML models. Ford et al. (2016) present
a review of various approaches to IE from free-
text notes for the purpose of detecting cases of a
clinical condition, often in conjunction with struc-
tured data. The majority of approaches extract
UMLS4 or SNOMED-CT5 concepts from free-
text with their negation status with various off-the-
shelf tools (Gundlapalli et al., 2008; Carroll et al.,
2011; Karnik et al., 2012; Ananthakrishnan et al.,
2013; Zheng et al., 2014).

More recently, deep learning has been used to
combine free-text and structured EMR data. Rele-
vant ICD embeddings work was mentioned in Sec-
tion 2.2. Shickel et al. (2018) present a survey of
various deep learning techniques. Most notably,
Miotto et al. (2016) convert notes to concepts,
which are then used in conjunction with structured
data to build a Deep Patient representation in an
unsupervised manner via denoising autoencoders.

4 Conclusion
Intuitively, the information available in notes

and ICD codes, enhances the knowledge of the
overall patient condition, which is indicative of the
patient outcome. Results show that Patient Con-
text Vectors can be easily combined with struc-
tured data in the form of vital signs an lab results
and improve significantly the prediction model re-
sults. Results also indicate that Patient Context
Vectors are suitable for real-time CDS as they per-
form equally well when only the first half of avail-
able ICD codes and notes is used.
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Abstract

In an era when large amounts of data are gen-
erated daily in various fields, the biomedical
field among others, linguistic resources can
be exploited for various tasks of Natural Lan-
guage Processing. Moreover, increasing num-
ber of biomedical documents are available in
languages other than English. To be able to
extract information from natural language free
text resources, methods and tools are needed
for a variety of languages. This paper presents
the creation of the MoNERo corpus, a gold
standard biomedical corpus for Romanian, an-
notated with both part of speech tags and
named entities. MoNERo comprises 154,825
morphologically annotated tokens and 23,188
entity annotations belonging to four entity se-
mantic groups corresponding to UMLS Se-
mantic Groups.

1 Introduction

Natural Language Processing (NLP) is a research
area that provides methods to convert (human-
understandable) unstructured textual information
into (machine-readable) structured data and uses
it for different objectives. NLP techniques can
be used to process and exploit the large amount
of biomedical information which is continuously
generated. Examples of such repositories are
MEDLINE1, which contains more than 25 mil-
lion documents belonging to the biomedical do-
main, or PubMed Central2, which is an archive
of biomedical journal literature and contains more
than 5 million full-text articles. These resources
can be exploited and used together with different
NLP systems previously adapted to the biomedi-
cal field to improve the quality of the health care

1https://www.nlm.nih.gov/bsd/medline.
html

2https://www.nlm.nih.gov/bsd/medline.
html

process, to further develop research in the field
and benefit both physicians and patients. Infor-
mation Extraction (IE) tools can be used to ex-
tract relevant information from biomedical textual
resources (Goeuriot et al., 2017; Li et al., 2017).
Reaching suitable results for this NLP subtask is
not trivial and there is still room for improve-
ment of results. Advances of these IE tools de-
pend on the existence of annotated resources spe-
cific to the field of study (Wilbur et al., 2006;
Thompson et al., 2009; Kilicoglu, 2017), anno-
tated corpora being relevant in both phases: de-
velopment of the models that will determine the
behaviour of the system and system performance
evaluation. Even though the availability of these
resources has increased lately, the main part of the
efforts have been directed to the development of
annotated corpora for English in different subdo-
mains. However, MoNERo is a resource created
for the Romanian language that helps the develop-
ment of named entity recognition and classifica-
tion task especially for this language. Romanian
benefits from the existence of other corpora cre-
ated in our institute: the representative corpus of
contemporary language (CoRoLa) (Barbu Mititelu
et al., 2018), a balanced corpus (ROMBAC) (Ion
et al., 2012), the corpus annotated with verbal mul-
tiword expressions (Barbu Mititelu et al., 2019).
Just like all of these, MoNERo is annotated at the
morphological level. However, it stands out given
its annotation with four types of Named Entities
(NEs) for the medical domain, which are relevant
to the identification of: anatomy parts, diseases
and disorders, chemicals and drugs, and medical
procedures.

This paper has four main objectives: (i) to
present the construction of a biomedical gold stan-
dard corpus annotated both with part-of-speech
tags and named entities; (ii) to present general
statistics over the corpus; (iii) to release the final
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version of the corpus to the scientific community,
(iv) to show the contribution in the development
of NLP tools for Romanian language. All the re-
sults are discussed in parallel for the two types of
annotations.

2 Related Work

This section reviews relevant corpora annotated
with NEs specific to the biomedical domain.

1. For English we mention:

• CLEF corpus (Roberts et al., 2009) –
it contains 150 documents of clinical
narratives, histopathology reports and
imaging reports. It was subtracted from
a corpus of 565,000 documents and
manually annotated with six types of
NEs (condition, intervention, investiga-
tion, result, drug or device, locus);
• i2b2 corpus (Uzuner et al., 2010) – it

contains 1243 discharge summaries au-
tomatically pre-annotated, out of which
a subset of 251 was manually revised.
This corpus contains seven types of NEs
(medications, dosages, modes, frequen-
cies, durations, reasons of administra-
tion, list/narrative);
• NCBI corpus (Doğan et al., 2014) – a

gold-standard corpus for disease men-
tions and concepts that contains 793 ab-
stracts extracted from PubMed;
• CHEMDNER corpus (Krallinger et al.,

2015) – a corpus of 10,000 abstracts col-
lected from PubMed annotated with two
types of NEs: chemicals and drugs.

2. For French there is the Quaero corpus
(Névéol et al., 2014) which contains 103,056
words collected from three types of docu-
ments: texts with information on drugs ex-
tracted from European Medicines Agency
(EMEA), titles from research articles com-
prised in MEDLINE and patents. This corpus
was annotated with ten types of NEs defined
using UMLS: anatomy, chemical and drugs,
devices, disorders, geographic areas, living
beings, objects, phenomena, physiology, pro-
cedures.

3. For Spanish the following corpora exist:

• IxaMedGS corpus (Oronoz et al., 2015)
– it is composed of 142,154 discharge
records out of which 75 were annotated
with two types of NEs: diseases and
drugs;
• DrugSemantics corpus (Moreno et al.,

2017) – it has 226,729 tokens anno-
tated with ten types of NEs: chemi-
cal composition, disease, drug, excipi-
ent, food, medicament, pharmaceutical
form, route, therapeutic action, and unit
of measurement.

All these corpora are available and have had a
significant role in information extraction research,
especially in named entity recognition (NER) re-
search and were developed for well-established
purposes, having in mind the possibility of re-
usability.

3 Corpus Development Description

3.1 Selection of Corpus Documents

The gold standard morphologically and named en-
tity annotated Romanian medical corpus (MoN-
ERo) was extracted from the BioRo corpus
(Mitrofan and Tufiş, 2018), a Romanian biomed-
ical corpus. MoNERo contains texts extracted
from three types of documents: scientific medi-
cal literature books, scientific medical journal ar-
ticles and medical blog posts, but predominant are
those coming from medical literature. The medi-
cal books were chosen as the main source because
they contain descriptive materials, full of domain-
specific terms. In addition, the texts are of good
quality and the use of medical terms is correct.
The medical journal3 from which a part of the texts
were extracted is a scientific journal that addresses
the specialists, so the language used is specific to
the medical domain. In the case of blog posts those
collected were texts of popularization and aware-
ness of various medical problems.

The texts were selected so that they belong to
three medical subdomains: cardiology, diabetes
and endocrinology (see table 3). The main mo-
tivation behind choosing these three medical do-
mains is that our textual resources available were
centered around the pathology of Diabetes. Since
Diabetes is an endocrine disorder it is naturally in-
cluded in the Endocrinology category. In the same

3https://rmj.com.ro/
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time because of a very close relation between dia-
betes and cardiovascular diseases we also obtain a
significant category from Cardiology field. Other
categories such as neurology, nephrology would
have had a very low contribution and we chose not
to take them separately but in Diabetes field, be-
cause the terms were related to diabetes complica-
tions.

The selection was made based on the metadata
scheme associated with each document present in
the BioRo corpus. The order of the sentences was
preserved.

All these texts are Intellectual Property Right
(IPR) cleared, thus enabling us to make it avail-
able to the community (see section 6).

3.2 MoNERo Annotation Scheme
The annotation scheme of MoNERo has two dif-
ferent levels: (i) a morphologic level at which all
part of speech tags were revised by an experienced
linguist; and (ii) a named entity level at which NEs
were identified and classified in the corresponding
semantic group.

3.2.1 Part of Speech Annotation Scheme
The process of the annotation of the corpus with
part of speech tags had two phases: automatic
annotation (all the texts comprised in this cor-
pus were previously processed when included in
BioRo, the source from which MoNERo was ex-
tracted) and manual verification of the tags allo-
cated by the tool used (see below section 3.3.1).
Here we present the manual verification phase
which was done by an expert linguist. The an-
notation scheme used for morphologic annota-
tion was based on the MSD tagset developed in
the Multext-East project (Dimitrova et al., 1998),
which contains 715 tags for Romanian. This tagset
is very complex and precise, containing fourteen
classes of words (noun, verb, adjective, adverb,
pronoun, determiner, article, adposition, conjunc-
tion, numeral, interjection, abbreviation, residual
and particle), each class having a set of attributes
such as: type, gender, number, case, definiteness,
clitic, verb form, tense, person, degree, etc. (Tufiş
et al., 1997).

3.2.2 Named Entities Annotation Scheme
In the case of named entities identification the an-
notation scheme was based on UMLS4 (Unified
Medical Language System) semantic groups. This

4https://semanticnetwork.nlm.nih.gov/

resource contains concepts from different termi-
nologies specific to the biomedical domain. More-
over, UMLS is organized as a hierarchical se-
mantic network that comprises semantic types and
semantic relations. All the semantic types are
grouped in 15 semantic groups (McCray et al.,
2001). For this work the annotation scheme con-
tains four semantic groups chosen from the UMLS
scheme: anatomy, chemicals and drugs, disorders
and procedures. The attributes of each entity type
are described below:

1. Anatomy (ANAT): body location or region,
body part, organ, or organ component, body
substance, body system, cell, fully formed
anatomical structure, tissue;

2. Chemicals and Drugs (CHEM): amino
acid, peptide, protein, antibiotic, biologically
active substance, chemical, clinical drug, hor-
mone, organic chemical, pharmacologic sub-
stance, receptor, steroid, vitamin;

3. Disorders (DISO): acquired abnormality,
anatomical abnormality, cell or molecular
dysfunction, congenital abnormality, disease
or syndrome, experimental model of disease,
finding, injury or poisoning, sign or symp-
tom;

4. Procedures (PROC): diagnostic procedure,
health care activity, laboratory procedure,
molecular biology research technique, ther-
apeutic or preventive procedure.

Examples for each type can be seen in Table 1.

Named Entity Example

Anatomy
pancreas (“pancreas”)

nerv optic (“optic nerve”)

Chemicals
and

Drugs

paracetamol (“paracetamol”)
acid folic (“folic acid”)

Disorders
diabet (“diabetes”)

fibrilaţie (“fibrillation”)

Procedures
EKG (“EKG”)

CT (“CT”)

Table 1: Examples of named entities extracted from
MoNERo.
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The main reason for choosing these four types
of entities was a trade off between the minimum
number of entities (due to an increased complex-
ity of the annotation process) and the maximum
relevance for our corpus. However we had some
challenges. For example, Physiology was a cate-
gory that could be included, but due to the fact that
the medical texts available were mainly related to
pathology, the contribution would have been lim-
ited (less than 5%).

Having a tokenized corpus with each token on
a separate line, we chose IOB2 (Insid-Outside-
Beginning) (Sang and Veenstra, 1999) as the an-
notation format for named entities. Lately, this
format has become popular within the scientific
community, being also supported by the CoNLL
challenges 5. The B-tag is used for the first token
of every NE, I-tag indicates the token that is inside
a named entity and O-tag is used for surrounding
tokens that do not belong to a NE (În/O schimb/O,
HDL-colesterolul/ B-CHEM, apolipoproteinele/B-
CHEM A/I-CHEM şi/O B/I-CHEM sunt/O su-
periori/O ca/O indicatori/O de/O risc/B-DISO
cardiovascular/I-DISO ./O) (“On the other hand,
HDL-cholesterol and lipoproteins A and B are su-
perior as cardiovascular risk indicators.”). For ease
of reading, in all the examples below we chose not
to mention the O-tag, but only the B- and I-tags.

3.3 Annotation Guidelines
3.3.1 Part of Speech
In the initial phase the corpus was automatically
preprocessed (sentence split, tokenized, lemma-
tized) and annotated with POS tags using the
TTL annotator (Ion, 2007; Mitrofan and Tufiş,
2018), which was trained on news corpora of
about 200,000 tokens with POS labeling checked
by trained linguists (Tufiş, 2000). The accuracy
for this task was 98.23%. When TTL was trained
in order to perform domain adaptation for biomed-
ical domain the accuracy was 97.83% (Mitrofan
and Ion, 2017). Therefore, in order to annotate
this corpus with POS tags the baseline model was
chosen. The second phase of the annotation pro-
cess, which makes the focus of this paper, was to
manually check all the automatically assigned la-
bels. A trained and experienced linguist revised all
the tokens included in MoNERo. For this task the
guidelines were:

1. correct the token if needed;
5http://www.conll.org/previous-tasks

2. correct the lemma if needed;

3. correct the POS tag if needed;

4. compounds written as separate words should
be split.

3.3.2 Named Entities
The guidelines for named entity annotation were:

1. a complex entity will not be decomposed into
simpler entities belonging to different seman-
tic groups; only one semantic group will be
associated to the longest entity (cancer de fi-
cat (“liver cancer”) will be annotated only as
a disorder, not as a disorder (cancer/B-DISO
de/I-DISO ficat/I-DISO (“cancer”/B-DISO)
“of”/I-DISO “liver”/I-DISO) and an anatom-
ical part (ficat/B-ANAT (“liver”/B-ANAT));
so, there is no embedded annotation;

2. in cases when one head noun is shared
by two or more biomedical named enti-
ties (coordinations or disjunctions) the an-
notation will be done as follows: in case
of coordinations ateroscleroza aortei şi a
vaselor periferice (“atherosclerosis of the
aorta and peripheral vessels”), should be
annotated as ateroscleroza/B-DISO aortei/I-
DISO şi vaselor/I-DISO periferice/I-DISO or
in case of disjunctions celule beta pancre-
atice sau hepatice (“pancreatic beta or hep-
atic cells”) should be annotated as celule/B-
ANAT beta/I-ANAT pancreatice/I-ANAT sau
hepatice/I-ANAT);

3. discontinuous entities will be annotated
as contiguous terms and classified in the
same semantic group: in the examples
Anevrismele/B-DISO pot fi fusiforme/I-
DISO (aspect cilindric al vasului/B-ANAT
sangvin/I-ANAT) sau sacciforme/I-DISO
(“Aneurysms/B-DISO may be fusiforms/I-
DISO (cylindrical appearance of the blood/B-
ANAT vessel/I-ANAT) or sacciforms/I-
DISO”) the NEs Anevrismele fusiforme and
anevrismele sacciforme are discontinuous;

4. in case of cascaded constructions when one
entity is incorporated in another entity (eg.
parenthetical constructions) the annotation
will be done as: Anevrismele/B-DISO
pot fi fusiforme/I-DISO (aspect cilindric
al vasului/B-ANAT sangvin/I-ANAT) sau
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sacciforme/I-DISO (“Aneurysms/B-DISO
may be fusiforms/I-DISO (cylindrical
appearance of the blood/B-ANAT vessel/I-
ANAT) or sacciforms/I-DISO”). Within the
discontinuous NE Anevrismele sacciforme
there is another NE, vasului sangvin.

3.4 Annotation Development

3.4.1 Part of Speech Tags
Even though the accuracy of the automatic anno-
tation with POS tags was very high (subsection
3.3.1), given the high number of POS tags in the
Romanian MSD tagset, there was a lot of manual
work to be done by the linguist. This task involved
manual validation of tokenization, lemmatization,
and also correcting the errors of part of speech and
errors of morphological categories (see 3.5.1) for
each token.

3.4.2 Named Entities
For the named entities annotation task two annota-
tors were employed: one physician and one expe-
rienced annotator, both having Romanian as native
language. The physician was chosen as annotator
due to her capacity of understanding the medical
field. Prior to the annotation process there was a
training period for both annotators. In this phase
they debated issues such as whether or not to anno-
tate overlapping terms, when and if complex terms
should be decomposed, how conjunctions should
be treated.

Even though the initial guidelines gave them in-
structions on what should and should not be anno-
tated, they collaborated and discussed throughout
the annotation process. Even if the identification
of a biomedical entity was a relatively easy task,
fitting it into the correct semantic group some-
times required prior knowledge of the biomedical
vocabulary. Therefore the experienced annotator
has accessed various terminological resources in
order to better understand the terms and to cate-
gorized them into the correct semantic group. In
a post-annotation phase, the two annotators dis-
cussed the annotation differences in order to reach
agreement.

3.5 Discussion Over the Annotation Process

3.5.1 Part of Speech
During the manual correction process of the part
of speech tags the annotator encountered several
types of errors generated by the tool used:

1. tokenization errors: wrong segmentation of
time intervals (2000-2001) was annotated as
a single token), typos that led to wrong tok-
enization of the word (fi cat instead of ficat
(“liver”));

2. lemmatization errors: in case of the unknown
words (adenoamă instead of adenom (“ade-
noma”)) or in case of morphologically am-
biguous forms: the form copii can be the
plural indefinite of either the masculine noun
copil (“child”) or of the feminine noun copie
(“copy”); given this homography, the lemma-
tizer mistakes one of the words with the other
one;

3. tagging errors where classified in two cate-
gories:

• errors of part of speech – wrong auto-
matic identification of the part of speech
(nouns as adjectives, adjectives as ad-
verbs and vice versa, verbs as adjec-
tives);
• wrong identification of the morphologi-

cal class – the part of speech is correctly
identified but some of the specifications
are wrongly identified: gender, number,
case, etc.

Even though the overall error rate of the tool
used was low (1.77% see section 3.3.1) and pre-
annotation with POS tags of the corpus was use-
ful, the task of correcting it was a difficult one
due to the complexity of the tag set and the labori-
ous manual work needed to determine if the token,
lemma and POS tag are correct for each word in
the corpus. Annotation time ranges between 17 to-
kens per minute (at the beginning of the task) and
33 tokens per minute (after the annotator became
accustomed with the task and the types of errors).
The use of only one annotator for correcting the
POS tags is justified, on the one hand, by the low
error rate and, on the other, by the expense of the
task. However, we are aware of the limitation rep-
resented by the lack of inter-annotator agreement
measurements (even on a sample) on the morpho-
logical annotation.

3.6 Named Entities

The task of annotating the corpus with named en-
tities had an increased difficulty due to several fac-
tors such as:
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• the need to understand specialized terminol-
ogy. Several cases can be identified here:

– completeness of NEs: given the lack
of expertise in the biomedical domain,
the expert annotator sometimes omit-
ted components of the complex entities,
thus attributing the NE a wrong class;

– ambiguity: both annotators needed to
agree upon the cases when to annotate
conjunctions present in some entities:
for example, although in the vast major-
ity of cases, the conjunction şi (“and”)
is not part of an NE, there are a few
cases when it is: one such example is the
NE ocluzia/B-DISO arterelor/I-DISO
mici/I-DISO şi/I-DISO mijlocii/I-DISO
(“occlusion of small and medium sized
arteries”) in which the conjunction şi is
part of the entity (see its annotation as I-
DISO) and does not get unannotated as
in an example such as ateroscleroza/B-
DISO aortei/I-DISO şi vaselor/I-DISO
periferice/I-DISO (“atherosclerosis of
aorta and peripheral vessels”);

– abbreviations: this challenge was en-
countered especially by the experienced
annotator. It is known that biomedical
literature is very rich in abbreviations
(Federiuk, 1999). Unless their meaning
is clear to the annotator, a wrong type
can be assigned to it. What is more,
many abbreviations are difficult to cor-
rectly classify because of their multi-
ple meanings. For example, depending
on the context, ACE can be angiotensin
convertază (“angiotensin-converting en-
zyme”) and it belongs to ”Chemicals
and Drugs” semantic class or electro-
foreză capilară de afinitate (“affinity
capillary electrophoresis”) and in this
case it is correctly labeled as “Proce-
dure”; notice also that the abbreviation
is borrowed from English, thus posing
challenges to the annotator lacking med-
ical background;

• four different entities types.

Annotating all relevant entities was itself a
challenge. One reason for this is the lack of
prior knowledge of biomedical terminologies
by the experienced annotator, some of the

terms encountered not being covered in the
terminological resources used for this task or
being present with other senses than the one
needed;

• the use of IOB2 format, which is an elabo-
rated type of annotation format.

Estimated annotation time for this task was
about 15 tokens per minute (for the experienced
annotator) and 30 tokens per minute (for the physi-
cian).

The consistency of the annotations was estab-
lished computing the (Carletta, 1996) coefficient
on a sample of 1,628 tokens annotated by the two
annotators, especially for this, after they finished
the annotation. For this set the Kappa coefficient
was 92.8%, denoting high agreement between the
two annotators and indicates that the annotation
was reliable.

4 Corpus General Statistics

Table 2 presents general corpus statistics offering
an overview of the MoNERo corpus. Currently
it contains 154,825 tokens (including the punctua-
tion) distributed in 4,989 sentences, all of them an-
notated with POS tags and NEs. It can be seen that
the average sentence length, 31 tokens/sentence, is
above 16.06 tokens/sentence, the average sentence
length in a balanced Romanian corpus, containing
legal, news, medical (i.e. pharmacological), fic-
tion and biographical texts (Ion et al., 2012).

Sentences 4,987
Tokens 154,825
Tokens/Sentence 31.04
Punctuation 20,741
Punctuation/Sentence 4.15

Table 2: MoNERo statistics.

Table 3 presents the distribution of sentences
across the domains addressed. As can be seen,
the distribution of sentences is not balanced, this
being the result of the fact that due to copyright
restrictions, the same number of sentences could
not be collected for each of the selected domains,
especially in the case of endocrinology.

Table 4 presents the distribution of content
words. As can be seen, nouns are the most fre-
quent ones, followed by adjectives: medical lit-
erature (especially medical literature books) has a
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Domain #tokens #sentences
Cardiology 63,043 2,028
Diabetes 69,085 2,136
Endocrinology 22,697 823
Total 154,825 4,987

Table 3: Distribution of corpus sentences correspond-
ing to each medical field.

descriptive structure, there are cases when nouns
are modified by two or more adjectives: bronşită
cronică obstructivă (“chronic obstructive bronchi-
tis”). We notice quite an important number of
abbreviations: the scientific subcomponent of the
Romanian reference corpus, CoRoLa (Barbu Mi-
titelu et al., 2018), contains 1.16% abbreviations,
whereas MoNERo contains 1.9%. In the medical
domain, as opposed to other scientific domains, it
is common practice to designate concepts by ab-
breviated forms.

Tag Percentage
Noun 27.8%
Verb 10.4%
Adjective 11.5%
Adverbs 3.5 %
Abbreviations 1.9 %
Total 55.1 %

Table 4: Percentages of content words.

Table 5 presents the distribution of entity an-
notation over each of the four semantic groups.
This table highlights the fact that the most frequent
NE categories are CHEM and DISO, PROC and
ANAT being less frequent.

NE type No. of entities
ANAT 1,964
CHEM 4,156
DISO 6,611
PROC 1,402
Total 14,133

Table 5: NEs distribution.

5 Corpus format

The corpus is available in a tabular format that
contains four columns, UTF-8 encoded, with LF
character as line break. Each line contains an-
notations of a token in four fields separated by

a tab character: word form or punctuation sym-
bol (token), lemma of the word form, NER tag
and POS tag. We show below the annotation of
the sentence: Abordul arterei iliace comune se
face retroperitoneal, iar grefonul folosit este unul
sintetic din Dracon sau PTFE. (“The access to
the common iliac artery is retroperitoneal, and
the graft used is a synthetic one from Dracon or
PTFE.”)

Abordul abord B-PROC Ncmsry
arterei arter I-PROC Ncfsoy
iliace iliac I-PROC Afpfson
comune comun I-PROC Afpfson
se sine O Px3--a--------w
face face O Vmip3s
retroperitoneal retroperitoneal O
Rgp
, ,O COMMA
iar iar O Rc
grefonul grefon O Ncmsry
folosit folosit O Afpms-n
este fi O Vmip3s
unul unul O Pi3msr
sintetic sintetic O Afpms-n
din din O Spsa
Dacron dacron O Ncms-n
sau sau O Ccssp
PTFE PTFE O Yn
. . O PERIOD

6 Utility of the corpus

There are several reasons for which MoNERo has
an important contribution in named entity recog-
nition and information extraction:

• it is the first Romanian gold standard biomed-
ical corpus annotated with both part of speech
tags and named entities;

• it was annotated with four types of named
entities, making it very useful for training
and testing NER systems based on supervised
learning;

• it is pre-processed: tokenized, lemmatized
and annotated with part of speech tags;

• it has a tabular format that makes it easy to
use and the annotations are compliant with
IOB2 format standards;
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• it is a resource in a language other than En-
glish, which can help to train and test NER
systems to perform language and domain
adaptation;

• it is freely available for download6 and non-
commercial use. The archive contains three
files, one for each medical domain, and an-
other file containing all the other ones.

To prove the maturity and utility of this re-
source we used it to train and test a NER sys-
tem (Boroş et al., 2018) for biomedical named
entity recognition task for Romanian language.
The architecture used is based on Bidirectional
Long-Short-Term Memory (BDLSTM) networks
(Graves, 2012). The system is trained to pro-
duce fully connected subgraphs. The feature-set
is composed of word embeddings and character-
level embeddings. In order to train the system the
corpus was split in three sets: training set 80%,
development set 10% and test set 10%. The eval-
uation of the performance of the system was done
computing the F1 score and a score of 81.4 was
obtained 7. This experiment represents a starting
point for the development/adaptation of NER sys-
tems for biomedical domain in Romanian.

7 Conclusions

We presented the MoNERo corpus, a gold stan-
dard biomedical corpus for Romanian language
enhanced with two types of annotations: morpho-
logical and named entities specific to the biomedi-
cal field. To our knowledge this is the first biomed-
ical corpus of this type for the Romanian language.
This resource has already proven its value and util-
ity, having been used in the development of the
NER systems for the Romanian language. The
MoNERo corpus is freely available for download
and non-commercial use, which makes it even
more valuable for the community.
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M Teresa Romá-Ferri. 2017. Drugsemantics: a
corpus for named entity recognition in spanish
summaries of product characteristics. Journal of
biomedical informatics, 72:8–22.
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Abstract

Domain adaptation remains one of the most
challenging aspects in the wide-spread use
of Semantic Role Labeling (SRL) systems.
Current state-of-the-art methods are typically
trained on large-scale datasets, but their per-
formances do not directly transfer to low-
resource domain-specific settings. In this
paper, we propose two approaches for do-
main adaptation in biological domain that in-
volve pre-training LSTM-CRF based on ex-
isting large-scale datasets and adapting it for
a low-resource corpus of biological processes.
Our first approach defines a mapping between
the source labels and the target labels, and the
other approach modifies the final CRF layer
in sequence-labeling neural network architec-
ture. We perform our experiments on Pro-
cessBank (Berant et al., 2014) dataset which
contains less than 200 paragraphs on biologi-
cal processes. We improve over the previous
state-of-the-art system on this dataset by 21
F1 points. We also show that, by incorporat-
ing event-event relationship in ProcessBank,
we are able to achieve an additional 2.6 F1
gain, giving us possible insights into how to
improve SRL systems for biological process
using richer annotations.

1 Introduction

Semantic Role Labeling (SRL) is shallow seman-
tic representation of a sentence, that allows us to
capture the roles of arguments that anchor around
an event. Despite significant recent progress in
Deep SRL systems (He et al., 2017; Tan et al.,
2017), there has been limited work in adapting
such systems to low resource domain-specific sce-
narios where the label space of both domains are
completely different. Additionally, existing do-
main adaptation for SRL requires an overhead of
annotating the new corpus using guidelines similar

∗∗Both authors equally contributed to the paper.

to the source dataset, and every domain-specific
corpora might not necessarily adhere to the same
label structure and similar annotation guidelines.

We present two different domain adaptation
strategies that rely on training the model on a large
corpora (source dataset) and fine-tuning on a low-
resource domain-specific corpus (target dataset),
more specifically biological processes domain.
The first approach uses mappings from the source
label space to the target label space. For this, we
present DeepSRL-CRF, which incorporates a CRF
layer over the DeepSRL model (He et al., 2017)
with an intermediate step of mapping labels from
source to target domain. For the second approach,
we use a CNN-LSTM-CRF model to pre-train the
neural network weights on the source domain, and
adapt the final CRF layer of the network based on
the target label space. We then fine-tune the model
on the target dataset.

For empirical evaluation, we explore the chal-
lenge of SRL in ProcessBank dataset, where the
target domain (biological processes) is drastically
different compared to the source domain (news).
Both of our approaches are effective for adapt-
ing SRL systems for biological processes. Com-
pared to the previous best system, we get an im-
provement of about 24 F1 points when we use
label-mapping approach, and about 21 F1 point
improvement when we adapt the final CRF layer.
Our contributions can be summarized as follows:

1. Two different approaches for domain adap-
tation of SRL for biological processes, with our
code and models publicly available 1

2. An in-depth analysis for each of the do-
main adaptation strategies, both perform signifi-
cantly better in low-resource SRL for biological
processes

3. Analysis of the model performance when the

1https://github.com/dheerajrajagopal/SciQA
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target corpus is annotated with event-event rela-
tionships to the SRL corpus

2 Models

To label the event-argument relationships, we pro-
pose two models inspired from the current state-
of-art on the SRL and NER literature. Since our
downstream task lends itself to a low-resource set-
ting, we hypothesize that an LSTM-CRF architec-
ture would be better suited for the role-labeling
task.
DeepSRL-CRF : We introduce DeepSRL-CRF,
that is inspired from DeepSRL (He et al., 2017).
The DeepSRL-CRF model uses a stacked BiL-
STM network structure as its representation layer
with a CRF layer on top. The overall model
uses stacked BiLSTMs using an interleaved struc-
ture, as proposed in Zhou and Xu (2015). As de-
scribed in the original model, we use gated high-
way connections (Zhang et al., 2016; Srivastava
et al., 2015) to prevent over-fitting.
CNN-LSTM-CRF : We adapt the state-of-art
sequence-labeling model by Ma and Hovy (2016).
This is an end-to-end model, which uses a BiL-
STM, Convolutional Neural Network (CNN) and
CRF to capture both word- and character-level
representations. The model first uses a CNN
to capture character-level representation. These
embeddings are concatenated with the word-level
embeddings and fed into a BiLSTM to capture the
contextual information at word-level. Here, we
adapt this model to additionally concatenate 100-
dimensional predicate indicators for every word
before feeding the result into a BiLSTM. The out-
put vectors from the BiLSTM are fed into the CRF
layer, which jointly decodes the best sequence.
The model uses dropout layers for both CNN and
BiLSTM to prevent overfitting.

3 Domain Adaptation

Label Mapping : In our first approach, we per-
form domain by mapping each label from the tar-
get label-space to the source label-space by align-
ing it to the closest label from the source dataset.
Since we used the CoNLL-2005 and CoNLL-2012
datasets for pre-training, we used the PropBank la-
bels to map each relation in ProcessBank accord-
ing to the PropBank annotation guidelines. Al-
though there is human intervention in the pipeline,
it is time-efficient since this process has to be done
only once for a target dataset. We asked three in-

dependent annotators to perform the mapping of
these labels, and the majority voted mapping was
used as the final mapping scheme. In case of no
majority vote, the annotators discussed to reach a
consensus. We had an inter-annotator agreement
of 0.8. The entire process for ProcessBank dataset
took approximately two hours. The mapping for
individual relationships are given in Table 1. The
network architecture did not change throughout
the training process for both source and target do-
mains. The final CRF layer of the neural network
maintains the same dimensions as the source do-
main.

PropBank ProcessBank

ARG0 Agent
ARGM-LOC Location
ARG2 Theme
ARG3 Source
ARG4 Destination
ARG1 Result
ARGM-MNR Other

Table 1: Label Mapping: PropBank to ProcessBank

Adapting the CRF Layer : In the second ap-
proach, we maintain the network weights for the
BiLSTM layers constant from the pre-training and
we learn the transition and emission probabilities
from scratch in the target domain dataset. More
specifically, we first train the entire model on
CoNLL-2005 and CoNLL-2012 SRL data. Next,
we replace the final CRF layer with the label-space
dimensions in our target domain, and keep the re-
maining weights in the model as is. Finally, we
start fine-tuning the entire model by training it on
the target data. Contrary to the previous approach,
this approach does not require any manual inter-
vention.

Event Interactions : The ProcessBank dataset
is also annotated with event-event interactions.
In our model, we also study whether event-event
structure is important in predicting the event-
argument structure. We leverage this additional
event-event interaction annotations, and add them
to the input to predict the event-argument role-
labels. From an annotation perspective, this ex-
periment helps us analyze whether the event-event
structure labels are the bottle-neck for better SRL
performance - especially in domain specific set-
tings.
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4 Experiments

Experimental Setup : For evaluation, we use
the CoNLL-2005 (Carreras and Màrquez, 2005)
and CoNLL-2012 (Pradhan et al., 2013) datasets
as our primary large-scale datasets with the stan-
dard splits. For the domain adaptation scenario,
we use the ProcessBank dataset (Berant et al.,
2014)2. We used 134 annotated paragraphs for
training, 19 for development and 50 for test-
ing. Each passage in the ProcessBank dataset
describes a process, defined by a directed graph
(T,A,Ett, Eta), where nodes T denote event
triggers and A denote their corresponding argu-
ments. Ett represents labeled edges event-event
relations and Eta describe event-argument rela-
tions. The edges Eta are annotated with seman-
tic roles AGENT, THEME, SOURCE, DESTINA-
TION, LOCATION, RESULT and OTHER. Each
Ett edge between event and another event is an-
notated with the relations CAUSE, ENABLE and
PREVENT. Our experiments primarily focus on
the prediction of the event-argument structures
Eta since the source datasets that we use for do-
main adaption do not contain any event-event re-
lationship annotation.
Baselines : In our first set of baselines, we com-
pare our models on the CoNLL-2005 and CoNLL-
2012 tasks. We use the previous state-of-the-art
SRL system from He et al. (2018) as our baseline.
3. Since our model is based on LSTM-CRF hybrid
architecture, we implement two other baselines for
our approach. We use a standard BiLSTM-CRF
model (Huang et al., 2015), and a model based
on the structured attention proposed in Liu and
Lapata (2017) which uses CRF style structure in
the intermediate layer. For a fair comparison, we
augmented this structured attention based network
with a CRF layer on top. We use 300D GLoVe em-
beddings (Pennington et al., 2014) across all mod-
els. For domain adaptation, we use the original
system from Berant et al. (2014) as the baseline.
It uses the approach in Punyakanok et al. (2008),
where for each trigger, a set of argument candi-
dates are first determined, and then a binary classi-
fier uses argument identification features to prune

2For dataset statistics, we refer readers to Berant et al.
(2014), Table 1. We use the same training and test split pro-
vided in the original dataset. We further split the training set
into training and development set.

3Due to resource limitations, we were unable to run the
same model for 500 epochs, so we report results from their
paper for CoNLL-2005 and CoNLL-2012 datasets

this set with high recall.

5 Results

Semantic Role Labeling : Table 2 shows the
SRL results4 for the CoNLL-2005 and CoNLL-
2012 datasets across all baseline models. From
the table, it is evident that our DeepSRL-CRF
model with ELMo embeddings performs slightly
lesser than the current state-of-the-art SRL model
DeepSRL with ELMo. We were able to per-
form significantly better than the other baselines –
BiLSTM-CRF and Strucutured Attention model.
Our DeepSRL-CRF model without ELMo per-
formed significantly lower and the improvement
was notably higher with ELMo.
Domain Adaptation : For all our domain adapta-
tion experiments, we found that the DeepSRL and
DeepSRL-CRF models reach similar F1 scores
without any pre-training. Table 3 shows the re-
sults for the set of models that were trained for do-
main adaptation using label mapping. After pre-
training it on the CoNLL 2005 and CoNLL-2012
dataset for 50 epochs, we fine-tuned the weights
on the ProcessBank dataset without making any
changes to the network. The results signify that
the models that were effective for a large dataset,
might not achieve similar gains when restricted
to specific low-resource domains. The DeepSRL-
CRF model, after incorporating event-event rela-
tionships, outperforms the previous system from
Berant et al. (2014) by about 24 F1 points.

In our second domain adaptation approach,
we test the CNN-LSTM-CRF model by learn-
ing the final CRF layer with transition and
emission probabilities for the target label space.
The CNN-LSTM-CRF model, without any pre-
training achieves 40.62 F1 which is similar to
previous performance from Berant et al. (2014).
However, after pre-training it on CoNLL 2005 and
CoNLL-2012 dataset for 50 epochs, the models
outperforms by about 21.7 F1 points. Adapting the
CRF layer, with transition and emission probabili-
ties for the target domain data in its label space,
shows impressive gains in the low-resource set-
ting, specially when there is a limitation for using
any human-intervention in the domain adaptation
process. Although empirically effective, we be-
lieve that there is immense scope to understanding
the impact of better initialization from a theoreti-
cal perspective. We also observe that pretraining

4We use span-based precision, recall and F1 measure
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Model CoNLL-2005 (WSJ) CoNLL-2012 (OntoNotes)

P R F1 P R F1

BiLSTM-CRF 80.9 79.4 80.3 80.0 77.8 78.9
Structured Attention 81.0 80.1 80.5 79.6 77.9 78.8
CNN-LSTM-CRF 82.1 82.7 82.4 81.7 83.0 82.3
DeepSRL 81.6 81.6 81.6 81.8 81.4 81.6
DeepSRL-ELMo - - 87.4 - - 85.5
DeepSRLCRF 35.0 46.3 40.0 51.6 78.1 62.2
DeepSRLCRF-ELMo 84.7 83.6 84.1 84.4 85.8 85.1

Table 2: SRL results for CoNLL-2005 and CoNLL-2012 datasets. DeepSRL-ELMo resuls from He et al. (2018)

Model Development Test

P R F1 P R F1

Berant et al. (2014) - - - 43.4 34.4 38.3

CoNLL-2005

DeepSRL 46.7 53.7 50.0 46.1 51.0 48.5
DeepSRL-ELMo 55.0 48.0 51.7 48.8 41.7 44.5

DeepSRLCRF 51.4 58.1 54.5 50.8 57.0 53.7
DeepSRLCRF-ELMo 53.5 66.2 59.2 49.1 63.2 55.3

+ Event relations 63.0 63.7 63.3 61.0 62.2 61.6
CoNLL-2012

DeepSRL 51.1 56.9 53.9 43.9 49.0 46.3
DeepSRL-ELMo 52.6 50.0 51.2 48.1 43.2 44.6

DeepSRLCRF 45.9 63.1 53.1 40.3 56.7 47.2
DeepSRLCRF-ELMo 44.6 67.5 53.7 36.9 62.1 46.3

+ Event relations 65.0 65.0 65.0 62.1 63.0 62.6

Table 3: SRL results for ProcessBank dataset - Domain adaptation using label mapping.

Model Test

P R F1

Berant et al. (2014) 43.4 34.4 38.3
No pre-training 40.6 40.6 40.6

CoNLL-2005

BiLSTM-CRF 44.7 42.3 43.4
CNN-LSTM-CRF 56.8 55.5 56.1
+Event relations 55.3 53.4 54.4

CoNLL-2012

BiLSTM-CRF 42.8 41.0 42.3
CNN-LSTM-CRF 59.7 60.2 60.0
+ Event relations 58.8 57.7 58.3

Table 4: Results for ProcessBank - Domain adaption
by replacing the CRF layer

on CoNLL-2012 dataset was more effective com-
pared to pre-training on CoNLL-2005 dataset for
this model. The former has about 35000 more
training data instances than later.

Which domain adaptation technique works
best? Our results show that the DeepSRL-CRF
model based on label mapping approach perform
the best overall (improvement of 24 F1 points)
assuming we have event-event relationship anno-

tations. In a setting where there are multiple
datasets of different domains, training different
network for each of the datasets might be cum-
bersome. We believe that the domain adaptation
based on label mapping would suit such situa-
tions better. However, in the cases where there
is no explicit label mapping possible or no read-
ily available event-event interaction annotations
in target domains, resorting to replacing the CRF
layer would be the most effective for domain adap-
tion gains. Our CNN-LSTM-CRF model achieves
an improvement of 21 F1 points by replacing the
CRF layer without event-event annotations. One
of the drawbacks of this system is that it cannot
be trained end-to-end. Given that there is limited
overhead in modifying the architecture, we believe
this wouldn’t be a bottleneck for NLP systems. If
end-to-end training is a hard constraint, we resort
to our DeepSRL-CRF model. In terms of gener-
alization capability and performance, pre-training
on the CoNLL-2012 dataset and fine-tuning on the
ProcessBank dataset with explicit label mapping
with additional event-event relations gives us the
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best results. 5

6 Related Work

Domain adaptation leverages on large-scale
datasets to help improve the performance on other
smaller and similar tasks. From the SRL perspec-
tive, one of the earliest work from Daume III and
Marcu (2006) showed simple but effective ways
for ‘transferring the learning’ from a source to
a target domain. Building on strong feature-rich
models, Dahlmeier and Ng (2010) analyzed vari-
ous features and techniques that are used for do-
main adaptation and conducted an extensive study
for biological SRL task. Later, Lim et al. (2014)
proposed a model that uses structured learning
for domain adaptation. Although effective, these
methods rely on hand-annotated features. Re-
cently, there have been neural-network based at-
tempts at Domain adaptation in SRL. Do et al.
(2015) combined the knowledge from a neural lan-
guage model and external linguistic resource for
domain adaptation for biomedical corpora. Our
work closely aligns to this work from a modeling
stand-point. Our target domain is biological pro-
cess descriptions from high-school biology with-
out restrictions of PropBank style annotations.

Our work builds on multiple existing works,
especially the dataset from Berant et al. (2014),
using the thematic roles defined in Palmer et al.
(2005). Our approach is inspired by the recent
success in including structured representations in
deep neural networks (He et al., 2017; Ma and
Hovy, 2016) for structured prediction tasks. Our
primary motivation is to improve the system per-
formance for low-resource domain-specific event-
argument labeling tasks, particularly biological
processes. Argument labeling, specifically, SRL
as been used for biomedical domain previously.
E.g. Shah and Bork (2006) applied SRL in the
LSAT system to identify sentences with gene tran-
scripts, and Bethard et al. (2008) applied SRL
to extract information about protein movement.
However, developing annotated SRL data for each
task can be expensive.

7 Conclusion

In this work, we present two new approaches
to adapt deep learning models trained on large

5Please refer to the supplemental material 9 for a detailed
discussion on results

scale datasets, to smaller domain-specific biolog-
ical process dataset. We present a LSTM-CRF
based architectures which perform on-par with the
state-of-the-art models for SRL but significantly
better than them in low-resource domain-specific
settings. We show significant improvement of ap-
proximately 24 F1 points over current best model
for role-labeling on the ProcessBank - notably dif-
ferent in nature compared to CoNLL dataset.
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8 Appendices

8.1 Parameter Settings

CNN-LSTM-CRF : The words that are ab-
sent in GloVe embeddings are replaced with
<UNK> and intialized randomly. The character-
embeddings are intialized with uniform samples as
proposed in He et al. (2015). Weight matrices are
initialized using Glorot initialization (Glorot and
Bengio, 2010). Bias vectors are initialized to zero
except the bias vector of Bi-LSTM (bf ) which is
initialized to 1. Parameter optimization is per-
formed using Adam optimizer with batch size of
32 and learning rate of 0.0001. We use a non-
variational dropout of 0.5 on CNN and BiLSTM
layers. We use a hidden size of 512, and use 5
layers for the BiLSTM. For character embeddings,
we use a hidden size of 30. The CNN’s use 30 fil-
ters.
DeepSRL-CRF : We maintain most of the exper-
imental settings similar to He et al. (2017). We
convert all tokens to lower-case, initialize with the
embeddings. We use the Adadelta with ε = 1e−6

and ρ = 0.95 with mini-batch size 64. The
dropout probability was set to 0.1 and gradient
clipping at 1. The models are trained for 50 epochs
(compared to 500 epochs in the original DeepSRL
model) and use the best model from 50 epochs for
pretraining. We do not add any constraints for de-
coding and we use the viterbi decoding to get our
output tags.

9 Supplemental Material

9.1 Additional Discussion

DeepSRL-CRF: The DeepSRL-CRF model
achieves comparable but slightly lower perfor-
mance compared to the current state-of-the-art in
the CoNLL-2005 and CoNLL-2012 SRL datasets.
We observed that these performances did not
directly translate to the ProcessBank dataset. In
the limited-resource domain of ProcessBank,
the final CRF layer had a more pronounced
performance improvements. Adding CRF layer to
DeepSRL model improves performance by atleast
4 F1 points when pre-trained using CoNLL-2005
and 1 F1 point when pre-training using CoNLL-
2012 dataset. Adding ELMo embeddings to
the DeepSRL and DeepSRL-CRF models did
not result in performance gains in ProcessBank
except for one experimental setup (DeepSRL-
CRF pre-trained on CoNLL-2005). Across both
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datasets, we acheived our best results when we
incorporated event-event relations in the SRL
annotation. Although a performance improvement
is expected, the best results for domain adaptation
was achieved after adding the event relations. The
tags that gain most from the event relationships
are Agent, Destination, Source and Location.
The improvements primarily come from the gain
in precision with a slight drop in recall. We
believe that the reason for this improvement is the
artifact of the dataset’s event-event relationships
tend to correlate often with these entities given
the nature of these biological processes. Across
CoNLL-2005 and CoNLL-2012, it did not make
a considerable difference as to which dataset we
used for pre-training. Although CoNLL-2012 has
slighly better performance (shown in table 3, there
could be additional hyper-parameter tuning that
could lead to slightly different results between the
two datasets.

CNN-LSTM-CRF: The CNN-LSTM-CRF
model on ProcessBank achieves 40.62 F1 without
any pre-training. This result is comparable to
the baseline, showing the importance of ini-
tialization of weights while training a neural
network based model. However, we achieve
substantial improvement of about 21.7 F1 with
pre-training on CoNLL data and later adapting
only the final CRF layer for the target label space.
In contrast to DeepSRL-CRF, we notice that
performance difference between pre-training on
CoNLL-2005 and CoNLL-2012 is considerable
(4 F1 points). We have to note that CoNLL-2012
dataset has about 35000 more training data
instances than CoNLL-2005. We hypothesize that
these additional training instances might have
contributed to the final F1 score while training
using CoNLL-2012 dataset. We also observe that
pre-training improves the performance of tags
that have less number of instances in the target
domain (ProcessBank). One of the unique cases
is shown in table 7, where Source tag prediction
shows huge improvements (57.0 F1) after the
model was pre-trained using the CoNLL data.
However, we do not see the same trend for the
Other tag. Further, as per table 5 and 6, the
model particularly confused the Other tag with
the O tag of the BIO scheme. In the original
ProcessBank dataset, the tags that do not belong
to the original proposed categories, were classified
as one single Other category and this category

had the least number of annotated examples.
We believe that the combination of these factors
made it challenging for the model to predict this
particular category. According to table 5 and 6,
the most frequent tags – Theme and Agent have
high prediction accuracy. However, their spans
are sometimes incorrectly identified. For instance
the Theme tags are identified incorrectly as O or
vice-versa. Overall B tags have higher precision
than the I tags, and the model is able to better
predict the start of a span than the end of a span.

From table 7, we also notice that annotating
a dataset with event-event relationships does not
consistently improve the performance which we
observed in DeepSRL-CRF. These results also
show that adding the CNN-layer of character em-
beddings to the BiLSTM-CRF model helps the
model perform better across all the labels. em-
phasizing the relevance of these character embed-
dings.
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% Agt. Dest Loc Oth. Res. Src. The. O

Agt. 71.1 1.0 0.0 0.0 0.0 1.0 6.2 20.6
Dest. 0.0 53.9 7.7 0.0 7.7 0.0 15.4 15.4
Loc 0.0 3.0 45.5 0.0 3.0 0.0 9.1 39.4
Oth. 0.0 25.0 25.0 0.0 0.0 0.0 0.0 50.0
Res. 0.0 0.0 2.2 0.0 31.1 0.0 24.4 42.2
Src. 0.0 15.8 0.0 0.0 0.0 68.4 15.8 0.0
The. 4.0 1.6 0.0 0.0 1.2 0.8 85.9 6.5

Table 5: Best performing CNN-LSTM-CRF model’s breakdown of true (rows) and predicted (columns) B tags with
BIO tagging scheme. (Agt.=Agent; Dest.=Destination; Loc.=Location; Oth.=Other; Res.=Result; Src.=Source;
The.=Theme; O=O tag in BIO tagging)

% Agt. Dest Loc Oth. Res. Src. The. O

Agt. 65.6 1.1 0.0 0.0 0.0 0.0 7.1 26.2
Dest. 0.0 43.0 15.8 0.0 5.3 0.0 16.7 19.3
Loc 0.0 9.2 48.7 0.0 5.3 0.0 6.6 30.3
Oth. 0.0 16.7 16.7 0.0 0.0 0.0 0.0 66.7
Res. 0.0 0.0 0.8 0.0 43.0 0.0 20.3 35.9
Src. 0.0 6.5 0.0 0.0 0.0 71.0 22.6 0.0
The. 3.2 2.7 3.4 0.0 1.7 1.2 73.2 14.6

Table 6: Best performing CNN-LSTM-CRF model’s breakdown of true (rows) and predicted (columns) I tags with
BIO tagging scheme. (Agt.=Agent; Dest.=Destination; Loc.=Location; Oth.=Other; Res.=Result; Src.=Source;
The.=Theme; O=Otag in BIO tagging)

BiLSTM-CRF CNN-LSTM-CRF

#Instances PB only
+Pretrain.

+Dom. adp.
PB only

Pretrain.
+Dom. adp.

+Verb
Relations

Agent 280 25.8 37.0 35.5 62.1 63.3
Destination 153 8.0 2.7 38.5 51.3 53.1

Location 109 4.8 1.8 26.1 44.1 38.8
Other 11 0.0 0.0 0.0 0.0 0.0
Result 173 2.8 12.0 11.1 34.7 25.0
Source 50 8.7 15.4 0.0 57.9 59.1
Theme 838 44.9 57.3 52.1 67.2 66.0

Table 7: F1 scores on different tags in ProcessBank with BiLSTM-CRF and CNN-LSTM-CRF model
(PB=ProcessBank). Pre-training was done on CoNLL-2012 dataset
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Abstract

Automatic identification and expansion of
ambiguous abbreviations are essential for
biomedical natural language processing ap-
plications, such as information retrieval and
question answering systems. In this paper,
we present DEep Contextualized Biomedical
Abbreviation Expansion (DECBAE) model.
DECBAE automatically collects substantial
and relatively clean annotated contexts for 950
ambiguous abbreviations from PubMed ab-
stracts using a simple heuristic. Then it uti-
lizes BioELMo (Jin et al., 2019) to extract
the contextualized features of words, and feed
those features to abbreviation-specific bidi-
rectional LSTMs, where the hidden states of
the ambiguous abbreviations are used to as-
sign the exact definitions. Our DECBAE
model outperforms other baselines by large
margins, achieving average accuracy of 0.961
and macro-F1 of 0.917 on the dataset. It also
surpasses human performance for expanding a
sample abbreviation, and remains robust in im-
balanced, low-resources and clinical settings.

1 Introduction

Abbreviations are shortened forms of text-strings.
They are prevalent in biomedical literature such as
scientific articles, clinical notes and user queries in
information retrieval systems. Abbreviations can
be ambiguous (e.g.: ER can refer to estrogen re-
ceptor, endoplasmic reticulum, emergency room
etc.), especially when they appear in short or pro-
fessional texts where the definitions are not given.
For instance, about 15% of PubMed queries in-
clude abbreviations (Islamaj Dogan et al., 2009),
and about 14.8% of all tokens in a clinical note
dataset are abbreviations (Xu et al., 2007). In
both cases, the definitions of the abbreviations are
rarely provided. Thus, automatic expansion of am-
biguous abbreviations to their full forms is vital

in biomedical natural language processing (NLP)
systems.

In this paper, we focus on the cases where defi-
nitions of ambiguous abbreviations are not directly
available in the contexts, so reasoning over the
contexts is required for disambiguation. Under the
conditions where definitions are provided in the
contexts, one can easily extract them using rule-
based methods.

We present DEep Contextualized Biomedi-
cal Abbreviation Expansion (DECBAE) model.
DECBAE uses a simple heuristic to automati-
cally construct large supervised disambiguation
datasets for 950 abbreviations from PubMed ab-
stracts: In scientific writing, authors define abbre-
viations the first time they are used, and the same
abbreviations in the following sentences have the
same definitions as those of the first ones. We ex-
tract all the sentences containing the same abbre-
viations in each PubMed abstract, and use the def-
inition given in the first sentence as the full form
label of abbreviations in the following sentences.
We group the definitions for each abbreviation and
formulate abbreviation expansion as a classifica-
tion task, where input is an ambiguous abbrevia-
tion with its context, and the output is one of its
possible definitions.

Recent breakthroughs of language models (LM)
pre-trained on large corpora like ELMo (Peters
et al., 2018) and BERT (Devlin et al., 2018)
clearly show that unsupervised LM pre-training
can vastly improve performance of downstream
models. To fully utilize the knowledge encoded
in PubMed abstracts, DECBAE uses BioELMo
(Jin et al., 2019), a domain adapation verison of
ELMo, to embed the words. After the embed-
ding layer, DECBAE applies abbreviation-specific
bidirectional LSTM (biLSTM) classifiers to do the
abbreviation expansion, where the biLSTM pa-
rameters are trained separately for each abbrevi-
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ation. We train DECBAE from the automatically
collected dataset of 950 ambiguous abbreviations.

At inference time, DECBAE feeds the
BioELMo embeddings of the whole sentence
and uses the corresponding abbreviation-specific
biLSTM classifiers to perform disambiguation
of abbreviations in the sentence. We show that
DECBAE outperforms other baselines by large
margins and even performs better than single
human expert. Although training instances of
DECBAE are collected from PubMed, it covers
85% of clinically related abbreviations mentioned
in a previous work (Xu et al., 2012). Moreover,
DECBAE remains robust in low-resource and
imbalanced settings.

2 Related Work

Contextualized word embeddings: Recently,
contextualized word representations pre-trained
by large corpora like ELMo (Peters et al., 2018)
and BERT (Devlin et al., 2018) significantly im-
prove the performance of various NLP tasks.
ELMo is a pre-trained biLSTM language model.
ELMo word embeddings are calculated by a
weighted sum of the hidden states of each biLSTM
layer. The weights are task-specific learnable
parameters while biLSTM layers are fixed. In-
domain trained contextual embeddings further im-
prove the performance on domain-specific tasks.
In this paper, we use BioELMo, which is a
biomedical version of ELMo trained on 10M
PubMed abstracts (Jin et al., 2019). BioELMo
outperforms general ELMo by large margins on
several biomedical NLP tasks.

We don’t use BERT for contextualized embed-
dings due to its fine-tuning nature: users just need
to download 1 BioELMo and N abbreviation-
specifc biLSTM weights to run DECBAE locally,
which takes significantly less disk size than N
fine-tuned BERTs for each abbreviation. N is the
number of abbreviations.

Word sense disambiguation (WSD): The goal
of WSD is to determine the correct sense of words
in different contexts. Abbreviation expansion is a
specific case of WSD where the ambiguous words
are abbreviations. In this paper, we use abbre-
viation expansion and abbreviation disambigua-
tion interchangeably. Several human-annotated
datasets are available for supervised WSD (Nav-
igli et al., 2013; Camacho-Collados et al., 2016;
Raganato et al., 2017b). However, human anno-

tations could be expensive, especially in domain
specific settings. To address this problem, some
automatic dataset collection methods have been
proposed (Yu et al., 2007; Ciosici et al., 2019),
where abbreviations are automatically labeled if
they are defined previously in the same docu-
ments. We use a similar approach in this work.

Peters et al. (2018) report that just matching
the ELMo embedding of the target words with the
nearest sense representations, calculated by aver-
aging their ELMo embeddings, leads to compara-
ble WSD performance with state-of-the-art mod-
els using hand crafted features (Iacobacci et al.,
2016) or task-specific biLSTM trained with mul-
tiple tasks (Raganato et al., 2017a). Instead of
searching the nearest contextualized embeddings
neighbors of the abbreviation and definitions, we
model abbreviation expansion as classification.

Biomedical abbreviation expansion: Various
methods have been introduced for automatically
expanding biomedical abbreviations. Yu et al.
(2007) train naive Bayes and SVM classifiers with
bag-of-word features on an automatically col-
lected dataset from PubMed. Some works dis-
ambiguate abbreviations to their senses in con-
trolled vocabularies like Medical Subject Head-
ings1 (MeSH) and Unified Medical Language Sys-
tem2 (UMLS). Xu et al. (2015) use pooled neigh-
bor word embeddings of the abbreviations as fea-
tures to train SVM classifiers for clinical abbrevi-
aiton disambiguation. Jimeno-Yepes et al. (2011)
introduced MSH WSD dataset to test the perfor-
mance of supervised biomedical WSD systems
and several supervised models have been proposed
on it (Antunes and Matos; Yepes, 2017). Re-
cently Pesaranghader et al. (2019) presented deep-
BioWSD which sets new state-of-the-art perfor-
mance on it. DeepBioWSD uses a single biLSTM
encoder for disambiguation of all abbreviations by
calculating the pairwise similarity between con-
text representations and sense representations.

To the best of our knowledge, DECBAE is the
first model that uses deep contextualized word em-
beddings for biomedical abbreviation expansion.

3 Methods

Figure 1 shows the architecture of DECBAE. Dur-
ing training, we first construct abbreviation ex-

1https://www.nlm.nih.gov/mesh
2https://www.nlm.nih.gov/research/

umls/
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Figure 1: Architecture of DECBAE. Training and inference phases are illustrated in the left and right boxes,
respectively. The PubMed corpus is used in training BioELMo (Jin et al., 2019) and collecting the disambiguation
dataset. We train a separate biLSTM classifier for each abbreviation, and the specific pre-trained classifier is
retrieved in inference phase.

pansion datasets from PubMed (§3.1). We use
BioELMo (§3.2) to get the contextualized rep-
resentations of words, and train a specific biL-
STM classifier (§3.3) for each abbreviation. Dur-
ing inference (§3.5), we first detect whether there
are ambiguous abbreviations in input sentences by
the expert-curated ambiguous abbreviation vocab-
ulary. If so, we use BioELMo and the correspond-
ing abbreviation-specific biLSTM classifiers to do
the disambiguation.

3.1 Dataset Collection

Figure 2 shows our approach of automatically col-
lecting disambiguation dataset. For each abstract,
we first detect and extract the pattern of “Defini-
tion (Abbreviation)”, e.g.: “endoplasmic reticulum
(ER)”. Then we collect all the following sentences
that contain the abbreviation, and label them with
the definition.

This would generate a noisy label set due
to the variations of writing the same definition
(e.g.: emergency department and emergency de-
partments). To group the same definitions to-
gether, we use MetaMap-derived MeSH terms
(Demner-Fushman et al., 2017) as features of def-
initions and define the MeSH similarity between
definition a and definition b as:

s =
|Ma ∩Mb|√
|Ma| |Mb|

whereMa andMb are the MeSH term sets of def-
inition a and b, respectively. We group those def-
initions with high MeSH similarity and close edit
distance by heuristic thresholds.

We collected 1970 abbreviations. However, due
to the unsupervised nature of the collection pro-
cess, some abbreviations are invalid or not am-
biguous. For this, one biomedical expert3 filtered
the abbreviations we found, based on 1) Validity:
abbreviations should be biomedically meaningful;
2) Ambiguity: abbreviations should have mul-
tiple possible definitions, and prevalence of the
dominant one should be < 99%. After the filter-
ing, there are 950 valid ambiguous abbreviations.
Their statistics are shown in Table 1. We split the
instances of each abbreviation into training, devel-
opment and test sets: If there is more than 10k in-
stances, we randomly select 1k for both develop-
ment and test sets. Otherwise, we randomly select
10% of all instances for both development and test
sets.

3.2 BioELMo

BioELMo is a biomedical version of ELMo pre-
trained on 10 millions of PubMed abstracts (Jin
et al., 2019). It serves as a contextualized feature
extractor in DECBAE: given an input sentence of

3A post-doctoral fellow with a Ph.D. degree in biology.
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The endoplasmic reticulum: structure, function and response to cellular signaling.

Abstract
The endoplasmic reticulum (ER) is a large, dynamic structure that serves many roles in the cell including
calcium storage, protein synthesis and lipid metabolism. The diverse functions of the ER are performed by
distinct domains; consisting of tubules, sheets and the nuclear envelope. Several proteins that contribute
to the overall architecture and dynamics of the ER have been identified, but many questions remain as to
how the ER changes shape in response to cellular cues, cell type, cell cycle state and during development
of the organism. Here we discuss what is known about the dynamics of the ER, what questions remain,
and how coordinated responses add to the layers of regulation in this dynamic organelle.

Context: … functions of the ER are performed by … Definition: endoplasmic reticulum
Context: … dynamics of the ER have been identified … Definition: endoplasmic reticulum 
Context: … as to how the ER changes shape … Definition: endoplasmic reticulum
Context: … dynamics of the ER, what questions … Definition: endoplasmic reticulum

Automatically generate training contexts of abbreviations, labeled by their extracted definitionsFigure 2: An example of automatically generated training instances for disambiguation from the abstract of
Schwarz and Blower (2016). In this case, we extract “endoplasmic reticulum” as the definition for all ER mentions
in the abstract, and store those instances to the dataset.

Statistic Whole Random Imbalanced Low-resources Clinical Human

# of all abbreviations 950 100 42 28 11 1
Average # of instances 8790.0 6564.3 19493.1 958.8 28642.8 8312.0
Average # of possible definitions 4.1 3.7 2.3 2.2 8.5 4.0
Average % of dominant definition 64.1 63.5 96.7 66.7 53.3 63.8

Table 1: Statistics of the automatically generated abbreviation disambiguation dataset and its subsets.

L tokens:

input = [t1; t2; ...; tL]

We use BioELMo to embed it to

E = [e1; e2; ...; eL] ∈ RL×D

where e ∈ RD is the token embedding and D is
the embedding dimension4.

3.3 Abbreviation-specific biLSTM Classifiers

For each abbreviation, we train a specific biLSTM
classifier, denoted as biLSTMi for abbreviation
i. We feed the BioELMo representations of sen-
tences containing abbreviation i to biLSTMi:

biLSTMi(E) = [h1;h2; ...;hL] ∈ RL×2H

where h ∈ R2H is the concatenation of forward
and backward hidden states of the biLSTM. We
take as input the concatenated hidden states of the
abbreviation i (i.e. the ambiguous token) ha and
use several feed-forward neural network (FFN)

4Note that it’s after scaling and averaging the 3 BioELMo
layers using task-specific weights.

layers with softmax output unit to predict its defi-
nition:

p(defk | input) ∝ exp(wT
k FFNi(ha))

where wk is the learnt weight vector correspond-
ing to definition k, and defk is the k-th definition
of abbreviation i in our dataset. Similarly, we train
FFN separately for different abbreviations.

3.4 Training

The weights of BioELMo are pre-trained and
fixed, while the averaging weights and scal-
ing factor of BioELMo embeddings are trained
separately for each abbreviation along with the
abbreviation-specific biLSTM classifiers. We
use Adam (Kingma and Ba, 2014) to optimize
the cross-entropy loss of the predicted label and
ground-truth label.

3.5 Inference

At inference time, we denote the tokenized input
sentence as [t1; t2; ...; tL] and our ambiguous ab-
breviation set as A. If ∃tj ∈ A, we run DECBAE
to expand the tj : First, we use BioELMo to com-
pute the representations of all the input tokens to
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E = [e1; e2; ...; eL]. The trained biLSTM for ab-
breviation tj , denoted as biLSTMtj , is retrieved
and used to calculate the hidden states given the
BioELMo embeddings of the input sentence:

biLSTMtj (E) = [h1;h2; ...;hL] ∈ RL×2H

Then htj , which is the concatenated hidden states
of the ambiguous abbreviation tj , is used for
disambiguation through the trained abbreviation-
specific FFN:

Definition(tj) = defargmaxk wT
k FFNtj (htj

)

4 Experiments

4.1 Baseline Settings

A trivial baseline is to predict the majority of def-
inition for all cases, which could still lead to high
accuracy in severely imbalanced datasets. We
denote this method as Majority. We also test
other baseline settings of different feature learn-
ing schemes. They are all followed by several FFN
layers and a softmax output unit.

Bag-of-words: Following most of the previous
works, we use bag-of-words features to represent
the context by c ∈ R|V|, where |V| is the vocabu-
lary size.

BioELMo: We take the BioELMo embeddings
of the ambiguous abbreviations as input features.

biLSTM: We use biomedical w2v (Moen and
Ananiadou) as word embeddings and train task-
specific biLSTMs and use the hidden states of the
ambiguous abbreviations as input features.

We also measure the human performance: due
to limitation of resources, we just study single-
expert performance on one sampled abbreviation.
For this, the expert is shown with the test sen-
tences, and asked to classify the ambiguous abbre-
viation to its possible definitions. An ensemble of
experts will obviously generate better results, so
our single-human results just represent the lower
bound of human performance.

4.2 Subset Settings

We report the model performance on different sub-
sets of our dataset. Statistics of those datasets are
shown in Table 1.

Random samples: It’s computationally expen-
sive5 and unnecessary to test the models on all 950

5 The rate-determining step is BioELMo due to its large
size and recurrent nature.

abbreviations. Instead, we use randomly sampled
100 abbreviations to represent the whole set.

Imbalanced samples: We define abbreviations
whose dominant definitions have over 95% fre-
quency as imbalanced samples. Multi-label clas-
sification with imbalanced classes is considered as
a hard machine learning task.

Low-resources samples: We define abbrevia-
tions that have less than 1k training instances as
low-resources samples. It’s motivated by the fact
that most biomedical datasets are typically limited
by scale, so models that can still perform well un-
der low-resources settings have the potential to be
applied in real world settings.

Clinical samples: Though our abbreviations
are collected from PubMed abstracts, we have in-
cluded 11 out of 13 of clinical ambiguous abbre-
viations mentioned in a previous work of clinical
abbreviation disambiguation (Xu et al., 2012). We
also test our models on the subset of these 11 clin-
ically related abbreviations.

Testing sample for human expert: We test hu-
man performance on one abbreviation (DAT), due
to limited resources. The statistics of DAT abbre-
viation expansion dataset are close to the averages
of the whole dataset, as shown in Table 1. Possible
definitions of DAT include: 1) Dopamine trans-
porter (63.9%); 2) Direct antiglobulin test (5.8%);
3) Direct agglutination test (5.8%); 4) Dementia
of the Alzheimer type (24.5%).

4.3 Evaluation Metrics
We model abbreviation expansion as a multi-label
classification task, and use the following metrics
to measure the performance of different models:

Accuracy: Accuracy is defined as the propor-
tion of right predictions in all predictions. Most of
the definition labels are imbalanced, so accuracy
could be misleadingly high for a trivial majority
solution in these cases, thus may not reflect the
real capability of models.

Macro-F1: In multi-label classification, macro-
F1 is calculated as an unweighted average of F1
score for each class. Class-wise F1 score is de-
fined as follows:

F1 = 2 · precision · recall
precision + recall

where precision and recall are calculated for each
class.

Kappa Statistic: Cohen’s kappa was origi-
nally introduced as a metric to measure inter-rater
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Figure 3: Confusion matrix for the predictions of DECBAE (left) and the human expert (right). Def. 1: dopamine
transporter; Def. 2: direct antiglobulin test; Def. 3: direct agglutination test; Def. 4: dementia of the Alzheimer
type.

Model Random Set Imbalanced Set Low-resources Set Clinical Set Human Set

Majority

Accuracy 63.6± 21.0† 96.7± 1.0† 67.0± 15.6† 53.3± 25.7† 63.9
Macro-F1 28.3± 14.9† 45.4± 8.8† 37.2± 8.8† 12.0± 10.6† 19.5
Kappa Statistic 0.0± 0.0† 0.0± 0.0† 0.0± 0.0† 0.0± 0.0† 0.0

BoW-FFN

Accuracy 84.4± 11.2† 97.5± 1.7† 89.6± 7.5† 76.1± 12.5† 84.3
Macro-F1 73.1± 17.1† 71.5± 19.9† 83.4± 14.6† 57.9± 14.2† 71.9
Kappa Statistic 63.8± 25.3† 50.4± 33.7† 71.1± 24.8† 60.6± 8.9† 69.6

BioELMo

Accuracy 94.1± 7.2† 96.3± 15.3 98.1± 2.7 91.1± 8.4 97.1
Macro-F1 86.0± 17.4† 81.3± 23.5† 95.4± 9.3 75.5± 21.7 92.6
Kappa Statistic 86.1± 19.8† 73.2± 34.2† 93.2± 10.8† 86.6± 9.3 94.6

biLSTM

Accuracy 88.0± 16.8† 98.0± 1.9† 92.7± 10.5† 88.2± 8.2† 97.3
Macro-F1 77.1± 26.0† 70.2± 27.0† 82.9± 24.5† 68.8± 26.1 93.2
Kappa Statistic 69.3± 37.2† 49.1± 45.7† 70.4± 41.5† 70.5± 35.3 94.9

DECBAE

Accuracy 96.1± 5.5 98.9± 1.4 98.7± 2.2 95.1± 3.3 98.4
Macro-F1 91.7± 13.2 87.2± 17.8 98.3± 3.5 83.0± 21.9 93.9
Kappa Statistic 90.9± 15.5 79.6± 30.2 96.8± 6.8 91.7± 5.5 97.0

Human Expert

Accuracy – – – – 96.3
Macro-F1 – – – – 89.0
Kappa Statistic – – – – 92.8

Table 2: Mean and standard deviation of model performance on different subsets. †Significantly lower than the
corresponding metric of DECBAE. Significance is defined by p < 0.05 in paired t-test. All numbers are in
percentages. High deviations are expected due to the variety of abbreviations in each subset.
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agreement (Cohen, 1960). It can also be used to
evaluate predictions of multi-label classification:

κ =
po − pe
1− pe

where po is the observed agreement and in the case
of classification po = accuracy, pe is the expected
agreement which can be achieved by pure chance:

pe =
∑

c

pcp̂c

pc and p̂c refer to the proportion of class c in
ground truth labels and predictions, respectively.
Empirical results in Table 2 show that Kappa
statistics are often lower than accuracy and macro-
F1, and thus serving as a more distinctive metric
for our task.

4.4 Results

In Table 2, we report means and standard devi-
ations of each model’s performance on different
subsets evaluated by the three metrics. In all sub-
sets, DECBAE performs significantly better than
most other models by large margins. A general
trend of DECBAE > BioELMo > biLSTM >
BoW-FFN > Majority conserves across subsets.

In the Random subset which represents the
whole dataset, all metrics of DECBAE exceed
0.90, setting very promising state-of-the-art per-
formance despite the potential noise of the dataset.

In the Imbalanced subset where the most fre-
quent definitions consist of over 95% of all the la-
bels, a trivial Majority solution gets over 95% ac-
curacy. However, for macro-F1 and kappa statis-
tic, performance of the baselines drop dramatically
while DECBAE can still generate decent results.

DECBAE and BioELMo alone remain robust in
Low-resources setting. This is due to the trans-
fer learning nature of BioELMo, which utilizes the
knowledge encoded in the PubMed abstracts.

Our abbreviation expansion dataset covers
roughly 85% of clinical abbreviations mentioned
in Xu et al. (2012). On this Clinical subset,
DECBAE gets pretty good results and vastly out-
perform other baselines despite its variety in pos-
sible definitions (8.5 possible definitions per ab-
breviation, as shown in Table 1).

On the testset for human performance (i.e.:
abbreviation expansion for DAT), DECBAE and
even some neural baselines outperform single hu-
man expert.

5 Analysis

In Fig. 3, we use confusion matrices to visual-
ize the differences between DECBAE or the hu-
man expert and the ground truth labels, for disam-
biguation of abbreviation “DAT”. The high agree-
ment level between human expert predictions and
the automatically assigned labels indicates that
our pipeline of collecting the abbreviation disam-
biguation dataset is valid.

In general, both DECBAE and the human expert
perform well in the task, with only few misclassi-
fications. Specifically, DECBAE, and even other
neural baselines like biLSTM and BioELMo, out-
perform the human expert in all metrics. Com-
pared to DECBAE, the human expert is more
likely to misclassify direct agglutination test with
direct antiglobulin test (9 v.s. 1), and misclassify
dementia of the Alzheimer type with dopamine
transporter (7 v.s. 0). We show several instances
of human and DECBAE’s errors in Table 3.

One limitation of this work is that we just test
DECBAE on our automatically collected dataset.
Since the proposed model can also be used on
other biomedical abbreviation expansion datasets
as well, evaluating on other datasets like MSH
WSD is a clear future work to do.

Another potential direction for improvement
is to accelerate the inference speed. Currently
DECBAE uses BioELMo for embedding and
abbreviation-specific biLSTM for classification,
resulting in two recurrent models in total. Our re-
sults show that just BioELMo with several FFN
layers also generates decent results, so in some
cases we might use only BioELMo as a compro-
mise for faster inference.

6 Conclusion

We present DECBAE, a state-of-the-art biomedi-
cal abbreviation expansion model on the automat-
ically collected dataset from PubMed. The results
show that, with only minimum expert involve-
ment, we can still perform well in such a domain-
specific task by automatically collecting training
data from a large corpus and utilize embeddings
from pre-trained biomedical language models.
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Test sentence Label Human DECBAE

The reduction of the number of different segments in DAT compared to controls and
patients suffering from depression may be helpful for differential diagnosis. Def. 4 Def. 1 Def. 4

Reliance on objective brain phenotype measures, for example, those afforded by brain
imaging, might critically improve detection of DAT genotype-phenotype association. Def. 1 Def. 1 Def. 4

DAT was more commonly positive among BO incompatible (21.5% in BO vs. 14.8%
in AO , P=0.001) and black (18.8% in blacks vs. 10.8% in nonblacks , P=0.003) infants. Def. 2 Def. 3 Def. 2

NPY-LI showed a significant reduction in DAT but not in FTD. Def. 4 Def. 1 Def. 4

The study included 122 healthy subjects, aged 18-83 years, recruited in the multicentre
‘ENC-DAT’ study (promoted by the European Association of Nuclear Medicine). Def. 1 Def. 4 Def. 1

Table 3: Some samples of errors made by the human expert and DECBAE. Def. 1: dopamine transporter; Def. 2:
direct antiglobulin test; Def. 3: direct agglutination test; Def. 4: dementia of the Alzheimer type.
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Abstract

Patients and their families often require a bet-
ter understanding of medical information pro-
vided by doctors. We currently address this
issue by improving the identification of diffi-
cult to understand medical words. We intro-
duce novel embeddings received from RNN
- FrnnMUTE (French RNN Medical Under-
standability Text Embeddings) which allow to
reach up to 87.0 F1 score in identification
of difficult words. We also note that adding
pre-trained FastText word embeddings to the
feature set substantially improves the perfor-
mance of the model which classifies words ac-
cording to their difficulty. We study the gen-
eralizability of different models through three
cross-validation scenarios which allow test-
ing classifiers in real-world conditions: under-
standing of medical words by new users, and
classification of new unseen words by the au-
tomatic models. The RNN - FrnnMUTE em-
beddings and the categorization code are being
made available for the research.

1 Introduction

Specialized areas, such as medical area, convey
and use technical words, or terms, which are typi-
cally related to knowledge developed within these
areas. In the medical area, this specific knowledge
often corresponds to fundamental medical notions
related to disorders, procedures, treatments, and
human anatomy. For instance, technical terms like
blepharospasm (abnormal contraction or twitch of
the eyelid), alexithymia (inability to identify and
describe emotions in the self), appendicectomy
(surgical removal of the vermiform appendix from
intestine), or lombalgia (low back pain) are fre-
quently used by experts in the medical area texts.
As in any specialized areas, two main kinds of
users exist in the medical area: experts of the do-
main, i.e. medical doctors, both researchers or
practitioners; consumers of the healthcare process,

i.e. patients and their relatives. The latter usually
do not have expert knowledge in the medical do-
main, while it is important that they understand the
purpose and issues of their healthcare process.

The existing literature provides several stud-
ies dedicated to the understanding of medical no-
tions and terms by non-expert users, and of how
the level of health literacy of patients impacts on
a successful healthcare process (McCray, 2005;
Eysenbach, 2007), as indeed it is quite common
that patients and their relatives must face technical
health documents and information. These obser-
vations provide the main motivation for our work.
Hence, we address the need of non-specialized
users in the medical domain to understand medi-
cal and health information.

In this paper, we propose to apply deep learning
techniques to improve identification of readability
and understandability of medical words by non-
expert users. In particular, we will tackle the word
categorization task and compare the performance
of classification model on different feature sets:
standard linguistic and non-linguistic features de-
scribed in section 4, features obtained using dif-
ferent deep learning approaches, and the combi-
nations of all of them. We also investigate how
different feature sets perform with three different
cross-validation settings, described in section 5.
The medical data used in this work are in French.
Three human annotators participated in the cre-
ation of the reference data (specifying the under-
standability of words).

2 Related Work

Related work is globally positioned in the text
simplification task which involves the detection of
complex contents in documents and their adapta-
tion for the target population. We are also inter-
ested in the first aspect with additional constraints:
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detection and diagnosis of technical contents in
texts from medical domain.

Traditional readability measures rely on two
main factors: the familiarity of semantic units
such as words or phrases, and the complexity
of syntax. To make these measures straightfor-
ward for applications, some simplifying assump-
tions were used. As a result, final formulas mostly
rely on the number of letters and/or of syllables
a word contains and on linear regression mod-
els (Flesch, 1948; Gunning, 1973). While such
readability measures are easy to compute, they
are based on shallow characteristics of text, ig-
noring deeper levels of text processing which are
important factors in readability, such as cohesion,
syntactic ambiguity, rhetorical organization, and
propositional density (Collins-Thompson, 2014).
Moreover, traditional readability measures were
demonstrated to be unreliable for non-traditional
documents (Si and P. Callan, 2001). As a result
of such limitations and due to the recent growth
of computational and data resources, the focus of
NLP researchers moved to computational read-
ability measurements, which rely on the use of ma-
chine learning algorithms on richer linguistic fea-
tures (Malmasi et al., 2016; Ronzano et al., 2016;
Bingel et al., 2016).

Not so much effort has been devoted to the ex-
ploitation of NLP potential in the measurement
of readability of medical texts. In the biomed-
ical domain, as well as in general language, the
readability assessment is currently approached as
a classification task. The difference is that in
the former a much smaller variety of features has
been tested: a combination of classical readabil-
ity formulas with medical terminologies (Kokki-
nakis and Toporowska Gronostaj, 2006); n-grams
of characters (Poprat et al., 2006); stylistic (Grabar
et al., 2007) or discursive (Goeuriot et al., 2008)
features; morphological features (Chmielik and
Grabar, 2011); combinations of different features
from those listed above (Zeng-Treiler et al., 2007).
Among the recent experiments dedicated to read-
ability study in the medical domain are, for exam-
ple, manual rating of medical words (Zheng et al.,
2002), automatic rating of medical words on the
basis of their presence in different vocabularies
(Borst et al., 2008), exploitation of machine learn-
ing approach with various features (Grabar et al.,
2014). The last experiment achieved up to 85.0
F-score on individual annotations.

Due to the recent significant advance in read-
ability study in general language and relatively
slow progress with the task in the medical area,
there is a great potential of experimenting with
the machine learning-based approaches on medi-
cal texts. This fact motivated us for choosing this
kind of methodology.

3 Materials

For the experiments, we used the publicly avail-
able set of words with annotations1. The process
of words collection and annotation is briefly de-
scribed below.

3.1 Linguistic data description

The set of required biomedical terms was obtained
from the French part of Snomed International2

(Côté et al., 1993). Snomed Int contains 151,104
medical terms organized into eleven semantic axes
such as disorders and abnormalities, procedures,
chemical products, living organisms, anatomy, so-
cial status, etc. For the word understandability
study, five axes related to the main medical no-
tions were chosen: disorders, abnormalities, pro-
cedures, functions, and anatomy. These cate-
gories are assumed to be faced frequently by lay-
man. In contrast, chemical products and living or-
ganisms are excluded because they mainly corre-
spond to Latin borrowings and are typically non-
understandable by laypeople.

The 104,649 selected terms were then pro-
cessed. First, they were tokenized, POS-tagged
and lemmatized using TreeTagger (Schmid, 1994).
Then the lemmatization was checked with
FLEMM (Namer, 2000). After that we received
29,641 unique words. For instance, the term trisul-
fure d’hydrogène provided three words (trisulfure,
de, hydrogène). The final dataset contains com-
pound words which contain several bases (ab-
dominoplastie (abdominoplasty), dermabrasion
(dermabrasion)), constructed words which contain
one base and at least one affix (lipoı̈de (lipoid),
cardiaque (cardiac)), simple words which con-
tain one base, no affixes and possibly infections
when the lemmatization fails (acné (acne), frag-
ment (fragment)).

1http://natalia.grabar.free.fr/
resources.php#rated

2https://esante.gouv.fr/
terminologie-snomed-35vf
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Annotators / Categories Cat1 Cat2 Cat3 Total
O1 (%) 8,099 (28) 1,895 (6) 19,647 (66) 29,641
O2 (%) 8,625 (29) 1,062 (4) 19,954 (67) 29,641
O3 (%) 7,529 (25) 1,431 (5) 20,681 (70) 29,641

Table 1: Number (and percentage) of words assigned to reference categories by seven annotators (O1, O2, O3).

3.2 Annotation process

The set of 29,641 unique words was annotated
by three French speakers, 25-40-year-old, without
medical training, without specific medical prob-
lems, but with the linguistic background. The an-
notators were expected to represent the average
knowledge of medical words among the popula-
tion as a whole. They were presented with a list
of terms and asked to assign each word to one of
the three categories: (Cat1) I can understand the
word; (Cat2) I am not sure about the meaning of
the word; (Cat3) I cannot understand the word.
The annotators were asked not to use dictionaries
during the annotation process. The interannotator
agreement shows substantial agreement: Fleiss’
Kappa 0.735 and Cohen’s Kappa 0.736. This is
a very good result, especially when working with
linguistic data for which the agreement is usually
difficult to obtain. The annotation results are rep-
resented in Table 1.

4 Method

We aim to categorize medical words according
to whether they can be understood or not by
non-specialized people, using features obtained
with NLP tools and with deep learning meth-
ods. The manual annotations of these words de-
scribed in the previous section provide the refer-
ence data. The proposed method includes calcula-
tion of NLP features associated with the annotated
words, training machine learning models for word
classification, and evaluation of classification us-
ing cross-validation.

4.1 Feature sets

We distinguish and use two kinds of features: stan-
dard features provided by the NLP analysis of
words, and features issued from existing or specif-
ically trained word embeddings. These two types
of features are first opposed and then combined.

4.1.1 Standard NLP features
The standard NLP features include 24 linguistic
and extra-linguistic features related to general and

specialized languages. The features are computed
automatically and can be grouped into ten classes:

• Syntactic categories. Syntactic categories
and lemmas are computed by TreeTag-
ger (Schmid, 1994) and then enriched by
FLEMM (Namer, 2000).

• Presence of words in reference lexica. Two
reference lexica of the French language were
exploited: TLFi3 and lexique.org4. TLFi is
a dictionary of the French language cover-
ing XIX and XX centuries. It contains al-
most 100,000 entries. lexique.org is a lexicon
created for psycholinguistic experiments. It
contains over 135,000 entries, among which
inflectional forms of verbs, adjectives and
nouns, and almost 35,000 lemmas.

• Frequency of words through a non special-
ized search engine. Each word were queried
on Google to find out the frequency of the
word on the web.

• Frequency of words in the medical terminol-
ogy. The frequency of words in the medical
terminology Snomed Int corresponds to the
number of different terms containing a given
word.

• Number and types of semantic categories as-
sociated to words. The information on the
semantic categories of Snomed Int was ex-
ploited.

• Length of words in number of their charac-
ters and syllables. For each word, the number
of its characters and syllables was computed.

• Number of bases and affixes. Each lemma
was analyzed by the morphological analyzer
Dérif (Namer and Zweigenbaum, 2004),
adapted to the treatment of medical words.
It performs the decomposition of lemmas
into bases and affixes known in its database

3http://www.atilf.fr/
4http://www.lexique.org/
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and it provides also semantic explanation of
the analyzed lexemes. The morphological
decomposition information (number of af-
fixes and bases) was exploited. For instance,
hématomètre (haemometer) is analyzed and
decomposed into two basis (hémato mean-
ing blood and mètre meaning measure, while
myélite (myelitis) is decomposed into myél
meaning marrow and ite meaning inflamma-
tion.

• Initial and final substrings of the words. Ini-
tial and final substrings of different length,
from three to five characters, were computed.

• Number and percentage of consonants, vow-
els and other characters. The number and the
percentage of consonants, vowels and other
characters (i.e., hyphen, apostrophe, comas)
was computed.

• Classical readability scores. Two classical
readability measures were applied: Flesch
(Flesch, 1948) and its variant Flesch-Kincaid
(Kincaid et al., 1975). Such measures are
typically used for evaluating the difficulty
level of a text.

4.1.2 FastText word embeddings usage.
FastText word embeddings (Bojanowski et al.,
2017) is a good candidate feature for the detec-
tion of word difficulty because they are able to use
the morphological information of words and gen-
eralize over it. Since the word embeddings cap-
ture context and morphological information, we
assume that using them as features will improve
classification accuracy for our specific problem.

We note that FastText word embeddings trained
on Wikipedia and Common Crawl5 texts have an
important part of words from our dataset. Accord-
ing to our analysis, the currently published Fast-
Text6 model for French contains 44.26% (13,118
out of 29,641) medical words from our dataset and
up to 56.00% (16,598 out of 29,641) lowercased
medical words from our dataset.

4.1.3 French RNN Medical
Understandability Text Embeddings
(FrnnMUTE).

According to the general functionality of RNNs,
the final hidden state aggregates the informa-

5http://commoncrawl.org/
6https://fasttext.cc

tion about all input sequence. This idea is fre-
quently used to receive hidden representations of
sequences. Sequence-to-sequence model is a well-
known example of how this idea works in practice
(Sutskever et al., 2014). Such models consist of
two parts: an encoder is an RNN which encodes
the input sequence into a representation in hidden
space (which is also called thought vector), and a
decoder which generates a new sequence out of
the hidden representations.

We used this idea for representing words from
our dataset. To receive words representations from
an RNN, we first trained it to classify words based
on labels by one annotator (we choseO1), then for
each word we collect values of the last hidden state
of the RNN and use this vector as features during
the detection of words understandability for dif-
ferent users (or annotators). Train/test split was
70%/30% of randomly shuffled samples.

As a direct classifier, we trained a character-
level RNN using PyTorch framework7 and one
GPU Tesla K80. We lowercased all words, lem-
matized them and substituted all Unicode symbols
with their ASCII analogs. We tested several RNN
architectures and hyperparameter sets. The best
performance was reached with a model consist-
ing of two unidirectional long short-term mem-
ory (LSTM) units, each with 50 hidden units. The
dropout of the model is 0.7. The input size is 57 as
the number of unique characters in lowercased and
converted to ASCII input words. The output size is
3 as the number of classes in our data. This model
reached the best performance on the eighth epoch
with F1 = 78.94 and accuracy = 81.21% on de-
velopment set. Using this model we received 50-
dimensional word representations which we called
FrnnMUTE (French RNN Medical Understand-
ability Text Embeddings).

5 Experiments and Results

We study the impact of adding words embeddings
as features for identifying difficult for understand-
ing words. First, we observe how FastText word
embeddings influence the quality of classification
in different cross-validation scenarios. Then, we
study how FrnnMUTE used as features impact
on classification quality in all the same cross-
validation scenarios. The quality of the classifi-
cations is evaluated using four standard macroav-
eraging (Sebastiani, 2002) measures: accuracy A,

7https://pytorch.org/
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precision P , recall R and F1-measure F .

5.1 Cross-validation scenarios

For a thorough study of generalization abilities of
the classification models, we propose to consider
three distinct cross-validation scenarios based on
different combinations of users and vocabulary in
train and test sets.

5.1.1 User-in vocabulary-out cross-validation
The cross-validation is performed on each dataset
(i.e., each user annotation) separately. We aim to
measure the ability of the classification model to
generalize class recognition on the known user and
to predict annotations for unknown words. From
the practical perspective, user-in means learning
the profile of a user. Hence, a model trained by
such scenario represents the word understanding
or knowledge of the annotator.

The experiments use (i) the standard features
only, (ii) the FastText word embeddings only and
(iii) their combination. The experiments with iso-
lated FastText word embeddings as features re-
sulted in poor F1 scores (Table 2), that can be
explained by the fact that contextual information,
which is dominant in these word embeddings, is
not enough to define the word understandability.
Adding the FastText word embeddings to the stan-
dard feature set resulted in up to 1.0 higher F1
score due to higher Precision (up to 1.8), meaning
that contextual information slightly impacts on the
understandability of a word by a given person.

5.1.2 User-out vocabulary-in cross-validation
We then learn from all the annotations of one user
and then test the model on annotations of another
user. Thereby, in such a setting, we measure the
ability of the classifier to generalize on all known
words, but for unknown users. This scenario is re-
alistic to a real-world situation: the reference an-
notations can be obtained only from a couple of
users, presumably representing the overall popu-
lation, but not from all the possible users. In this
scenario, the model learns the profile of a user and
we want to identify whether a new user has the
same profile as another user. Then it can be used
for identification of not understandable words for
the new users.

These experiments show a substantial improve-
ment of combined features in comparison to the
standard features (Table 3). When knowledge of
words understandability of one user is used to

predict it for another user, adding the FastText
word embeddings provides up to 2.9 better F1
score. Used separately, standard features and em-
beddings show similar performance as in user-in
vocabulary-out cross-validation (Table 2). We as-
sume that there exists a robust nonlinear depen-
dency between some subsets of standard features
and subword-level components of FastText word
embeddings. Testing this hypothesis is the topic
of future work.

5.1.3 User-out vocabulary-out
cross-validation

Finally, we consider (k-1) folds of data from one
user for training and use k-th fold for testing from
the remaining user. We aim to measure the abil-
ity of the method to generalize both on unknown
users and unknown vocabulary. This experiment
should be helpful in identifying the number of
words needed for determining whether the profile
of one user is the same as profile of other users in
case the model achieves good performance.

In these experiments, FastText word embed-
dings provide approximately 0.5% higher F1 score
in case of learning on users O1 and O3 (Table 4).
When learning on user O2, embeddings decrease
F by 0.5, which means that annotations and health
literacy of user O2 are different from users O1 and
O3. It seems that adding embeddings makes over-
fitting the machine learning model to the dataset.
As a result, tests on other ”kind of word under-
standability” and combined features are less suc-
cessful compared to using standard features only
for learning. This may also be due to the lack of
systematicity in annotations of O2.

5.2 FrnnMUTE impact study

The FrnnMUTE embeddings were used separately
and in combination with standard features and
with FastText word embeddings for classifying
medical words with the decision tree algorithm.
To simplify the process of analyzing and compar-
ing the results of this and the previous part, we ag-
gregated the resulting F1 scores for combinations
of a feature set and cross-validation scenario over
all available users (Table 5). We observed that,
in all cross-validation scenarios, our FrnnMUTE
performs better when used separately by compari-
son with the FastText word embeddings used sepa-
rately. FrnnMUTE provides the maximal F1 score
(79.5) among user pairs versus the F1 score pro-
vided by the FastText word embeddings in user-in
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Train
user

Test
user

Standard features FastText embeddings
Standard features +
FastText embeddings

A P R F A P R F A P R F

O1 O1 82.5 77.2 82.5 79.8 72.5 67 72.5 69.3 82.4 79 82.4 80.2
O2 O2 82 78.9 82 80 73.5 69.9 73.5 71.3 81.9 79.5 81.9 80.3
O3 O3 85.5 81.2 85.5 83.2 74.9 70.4 74.9 72.3 85.9 83 85.9 84.2

Table 2: Experiments on user-in vocabulary-out cross-validation. The best score for a combination of quality
measure and experiment is in bold.

Train
user

Test
user

Standard features FastText embeddings
Standard features +
FastText embeddings

A P R F A P R F A P R F

O1 O2 81.7 78.6 81.7 80.1 74 70.3 74 71.2 84.2 82 84.2 82.8
O1 O3 85 81.2 85 83 75.4 70.7 75.4 72.6 87.6 84.9 87.6 85.9
O2 O1 82.2 77 82.2 79.1 72.8 67.3 72.8 69.6 83.9 80.2 83.9 81.1
O2 O3 85.4 81.1 85.4 83 75.3 71.1 75.3 73 86.8 83.5 86.8 84.7
O3 O1 82.8 77.4 82.8 79.7 72.7 67.1 72.7 69.4 84.9 81.3 84.9 82.4
O3 O2 82.2 79 82.2 80.2 74.1 70.4 74.1 71.6 84.2 82.1 84.2 82.8

Table 3: Experiments on user-out vocabulary-in cross-validation.

Train
user

Test
user

Standard features FastText embeddings
Standard features +
FastText embeddings

A P R F A P R F A P R F

O1 O2 81.7 78.6 81.7 80.1 73.6 69.9 73.6 71.3 81.8 79.8 81.8 80.6
O1 O3 85 81.2 85 83 74.8 70.4 74.8 72.4 84.9 82.2 84.9 83.4
O2 O1 82.2 76.9 82.2 79.1 72.5 66.9 72.5 69.3 81.7 77.5 81.7 79.1
O2 O3 85.3 81 85.3 83 75.1 70.7 75.1 72.7 84.4 81.3 84.4 82.5
O3 O2 82.7 77.3 82.7 79.7 72.5 66.9 72.5 69.2 82.6 78.9 82.6 80.2
O3 O3 82.1 79 82.1 80.1 73.8 70.2 73.8 71.4 82.2 80 82.2 80.7

Table 4: Experiments on user-out vocabulary-out cross-validation.

user-in user-out user-out
vocabulary-out vocabulary-in vocabulary-out
µ ± σ max µ ± σ max µ ± σ max

Standard features 77.7 ± 5.2 83.4 77.7 ± 4.9 84.4 77.6 ± 4.9 84.3
FT emb 67.9 ± 5.7 75.1 67.6 ± 5.3 75.3 67.3 ± 5.2 74.9
FrnnMUTE 75.1 ± 3.9 79.5 77.1 ± 3.9 82.4 74.5 ± 3.9 79.6
Standard features + FT emb 78.9 ± 5.1 85.2 79.5 ± 4.6 86.9 77.1 ± 4.6 84.6
Standard features + FrnnMUTE 80.0 ± 5.1 85.8 80.3 ± 4.3 87.0 78.6 ± 4.4 85.2

Standard features + FT emb
+ FrnnMUTE

79.9 ± 5.0 85.8 80.4 ± 4.3 87.4 78.1 ± 4.3 85.2

Table 5: Mean, standard deviation and maximum of F1 scores
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vocabulary-out cross-validation (75.1). Similarly,
the F1 score is higher on the user-out vocabulary-
in experiment (82.4 versus 75.3), and in the user-
out vocabulary-out experiment (79.6 versus 74.9).
The FrnnMUTE results have the smallest disper-
sion (3.8-3.9) among all considered ”solo” fea-
ture sets types (4.8-5.3) when aggregated by all
available users. This means that FrnnMUTE are
more robust in generalizing information from user
to user and between different subsets of vocabu-
lary. For the user-in vocabulary-out and the user-
out vocabulary-out experiments the combination
of standard features and FrnnMUTE in almost all
cases shows the best performance among all fea-
ture sets. We can observe that the difference in F1
reaches 2.9 for some user pairs and that the max-
imum improvement achieved by combining stan-
dard features with FrnnMUTE over using standard
features only hits 5.2 in F-measure. This testifies
that FrnnMUTE helps standard linguistic and non-
linguistic features to capture word understandabil-
ity better than FastText embeddings. The fact that
the combination of all three feature sets performs
insignificantly better of even worse than standard
features with only FrnnMUTE can be explained
by the overfitting of the classification model in the
first case because the resulting feature vector has
the biggest dimensionality.

6 Conclusion

We tackle the prediction of understanding of
French medical words by using FastText word em-
beddings as features. Yet, the embeddings solely
as features are not enough for good word catego-
rization. Whereas adding FastText word embed-
dings to standard features results in a substantial
improvement of classification model performance
when generalizing them to unknown users. We
also proposed a novel type of embeddings trained
on reference data from one annotator, and called
them FrnnMUTE (French RNN Medical Under-
standability Text Embeddings). Compared with
the case of using only standard features with and
without FastText word embeddings, the combi-
nation of our FrnnMUTE with standard features
substantially improves the performance of clas-
sification model. This indicates that FrnnMUTE
capture better the specifics of medical words re-
quired for identifying their understandability by
users, than FastText word embeddings. The Frn-
nMUTE embeddings and the categorization code

are being made publicly available for scientific
non-commercial purposes8.

We have several directions for future work. Cur-
rently we use the existing word embeddings pre-
trained on Wikipedia and Web Crawl. We assume
that training words embeddings on medical data
may improve their impact on the results from cate-
gorization of medical terms. Another issue is that,
after analysis of results of the application of Fast-
Text word embeddings in a categorization task, we
assumed the existence of a robust nonlinear de-
pendency between some subsets of standard fea-
tures and subword-level components of FastText
word embeddings. We plan to test this hypothesis
in further research. Finally, while the annotations
go forward, the annotators usually show learning
progress in decoding the morphological structure
of terms and their understanding. This progress is
not taken into account in the current experiments,
and is also the topic of our future research.
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Abstract
Systematic reviews are important in evidence
based medicine, but are expensive to produce.
Automating or semi-automating the data ex-
traction of index test, target condition, and ref-
erence standard from articles has the potential
to decrease the cost of conducting systematic
reviews of diagnostic test accuracy, but rele-
vant training data is not available. We create a
distantly supervised dataset of approximately
90,000 sentences, and let two experts manu-
ally annotate a small subset of around 1,000
sentences for evaluation. We evaluate the per-
formance of BioBERT and logistic regression
for ranking the sentences, and compare the
performance for distant and direct supervision.
Our results suggest that distant supervision can
work as well as, or better than direct supervi-
sion on this problem, and that distantly trained
models can perform as well as, or better than
human annotators.

1 Background

Evidence based medicine is founded on system-
atic reviews, which synthesize all published evi-
dence addressing a given research question. By
examining multiple studies, a systematic review
can examine the variation between different stud-
ies, the discrepancies between them, as well as
look at the quality of evidence across studies in
a way that is difficult in a single trial. Since a sys-
tematic review needs to consider the entire body
of published literature, producing a systematic re-
view is expensive and labor-intensive process, of-
ten requiring months of manual work (O’Mara-
Eves et al., 2015).

To ensure that the results of a systematic re-
view are as comprehensive and unbiased as pos-
sible, their production follows a strict and sys-

tematic procedure. To catch and resolve disagree-
ments, all steps of the process are performed in
duplicate by at least two reviewers. There have re-
cently been examples of systematic reviews using
automation in a limited capacity (Bannach-Brown
et al., 2019; Przybyła et al., 2018; Lerner et al.,
2019), but the impact of automation on the relia-
bility of systematic reviews is not yet fully under-
stood. Automation is not part of accepted practice
in current guidelines (De Vet et al., 2008).

After a set of potentially included studies have
been identified, systematic reviewers complete a
so-called data extraction form for each study.
These forms comprise a semi-structured summary
of the studies, identifying and extracting a consis-
tent, pre-specified set of data items from abstracts
or full-text articles in a coherent format (see the
left part of Table 1 for sample exerpts). The coher-
ent format allows the data from the studies to be
synthesized qualitatively or quantitatively to ad-
dress the research question of the review.

In this study we will focus on systematic re-
views of diagnostic test accuracy (DTA), which ex-
amine the accuracy of tests and procedures for di-
agnosing medical conditions, and which have seen
little attention in previous literature on automated
data extraction. To compare and synthesize re-
sults across studies, reviewers extract diagnostic
accuracy from each study, but also determine the
index test (the specific diagnostic test or proce-
dure that is being tested), what target condition the
test seeks to diagnose, and the reference standard
(the diagnostic test or procedure that is being used
as the gold standard) (see Fig 1 for an example).
These data must be determined for each study to
know if the diagnostic accuracy in different stud-
ies can be compared.
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Original Cleaned
Review: CD008892, study: Dutta 2006

Index tests: TUBEX Typhidot Index test: TUBEX
Index test: Typhidot

Target condition and
reference standard(s):

Target condition Salmonella Typhi
Reference standard: peripheral blood
culture

Target condition: Salmonella Typhi
Target condition: Typhoid fever

Reference standard: Peripheral blood culture
Note: These are the data items corresponding to the example text in Fig. 1

Review: CD010502, study: Schwartz 1997b

Index tests:

Throat swab: not reported Commer-
cial name of the RADT: QuickVue In-
Line Strep A (Quidel) Type of RADT:
EIA

Index test: QuickVue In-Line Strep A

Index test: EIA
Index test: ELISA Immunoassays

Target condition and
reference standard(s): See Schwartz 1997a Target condition: Group A streptococcus

Target condition: Group A streptococcal infection
Reference standard: Microbial culture
Reference standard: Bacterial culture

Note: Neither the target condition nor the reference standard were mentioned
in the table for Schwartz 1997a, but assumed the same for all studies included
in this systematic review (they were presumably considered obvious by the au-
thors).

Table 1: Examples of raw data from three data extractions forms in unstructured format (left) and a structured
summary of the data intended for distant supervision by pattern matching (right).

Although typhoid fever is confirmed by culture of

Salmonella enterica serotype Typhi , rapid and simple diag-

nostic serologic tests would be useful in developing coun-

tries. We examined the performance of Widal test in a

community field site and compared it with Typhidot and

Tubex tests for diagnosis of typhoid fever . [...] Sensitiv-

ity, specificity, positive predictive value (PPV), and negative

predictive value (NPV) of the 3 serologic tests were calcu-

lated using culture-confirmed typhoid fever cases as ”true

positives” and paratyphoid fever and malaria cases as ”true

negatives”. [...] The sensitivity, specificity, PPV, and NPV

of Typhidot and Tubex were not better than Widal test.

There is a need for more efficient rapid diagnostic test for

typhoid fever especially during the acute stage of the disease.

Until then, culture remains the method of choice.

Legend: Target condition Index Test Reference standard

Figure 1: Examples of data items highlighted in text,
with supporting context underlined. Based on the man-
ual annotation by one expert (ML) on a study by Dutta
et al. (2006).

1.1 BERT

BERT (Bidirectional Encoder Representations
from Transformers) is a deep learning model
that is unsupervisedly pretrained on a large gen-
eral language corpus, then supervisedly fine-

tuned on natural language processing tasks (De-
vlin et al., 2018). Despite being a general ap-
proach, with almost no task-specific modifica-
tions, BERT achieves state-of-the-art performance
across a number of natural language processing
tasks, including text classification, question an-
swering, inference, and named entity recognition.

Pretrained models like BERT can be used di-
rectly for screening automation or automated data
extraction. However, by default BERT is trained
on a general language corpus, which differs radi-
cally in word choice and grammar from the spe-
cial language found in biomedicine and related
fields (Sager et al., 1980). Pretraining on biomed-
ical corpora, rather than general corpora, has been
demonstrated to improve performance on several
biomedical natural language processing tasks (Lee
et al., 2019; Beltagy et al., 2019; Si et al., 2019).

1.2 Objectives
In this study we seek to:

1. Construct a dataset for training machine
learning models to identify and extract data
from full-text articles on diagnostic test accu-
racy. We focus on the target condition, index
test, and reference standard.

2. Train models to identify specific data items in
full-text articles on diagnostic test accuracy
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One of the main aims of our study is to deter-
mine how such a dataset should be constructed to
allow for training well performing models. In par-
ticular, do we need directly supervised data, or can
we build reliable models with distantly supervised
data? If we do need directly supervised data, how
much is necessary?

2 Related Work

There have been attempts to extract several types
of data relevant to systematic reviews, most no-
tably extracting PICO1 statements from article text
(Wallace et al., 2016; Kiritchenko et al., 2010;
Kim et al., 2011; Nye et al., 2018). Other data
items include background and study design (Kim
et al., 2011), as well as automatically performing
risk of bias assessments (Marshall et al., 2014).
There is also a recent TAC track for data extraction
in systematic reviews of environmental agents.2

Similarly, previous work by Kiritchenko et al.
(2010) aimed to extract 21 different kinds of data
from articles, including treatment name, sample
size, as well as the primary and secondary out-
come from article text. Furthermore, the key cri-
terion for extraction in a systematic review is not
the actual data, but the context it appears in. For
instance, both intervention studies and a diagnos-
tic studies have target conditions, but these refer
to different things: the intervention study seek
to treat the condition while the diagnostic study
seeks to diagnose it. As a consequence, in an in-
tervention study the inclusion criterion often men-
tions the disease, while in a diagnostic study inclu-
sion criteria may mention symptoms rather than
the actual disease. This means that a data extrac-
tion system trained on interventions may not work
as well (or at all) for systematic reviews of di-
agnostic test accuracy, even though it may seem
that the same data is extracted in both. Further-
more, unlike the data required in diagnostic re-
views, many previously considered data items are
mentioned once in articles, often using formulaic
expressions (e.g. sex, blinding, randomization).

Conventional methods for automated data ex-
traction split articles into sentences and clas-
sify these individually using conventional machine
learning methods (e.g. SVM, Naive Bayes) (Jon-
nalagadda et al., 2015), or label spans in the text

1Population, intervention, control group, and outcome.
2https://tac.nist.gov/2018/SRIE/index.

html

and classify these using sequence tagging (e.g.
CRF, LSTM) (Nye et al., 2018).

Despite the body of previous work on automa-
tion, many data items relevant to systematic re-
views have been overlooked. A 2015 systematic
review of data extraction found 26 articles de-
scribing the attempted extraction of 52 different
data items, but almost all focused on interventions
(Jonnalagadda et al., 2015). No study considered
any data item specific to diagnostic studies, ex-
cept for general data items common to both inter-
ventions and diagnostic studies, such as age, sex,
blinding, or the generation of random allocation
sequences. The likely reason for this is that tra-
ditional data extraction systems require bespoke
training data for each particular data item to ex-
tract, which is generally only available through ex-
pensive, manual annotation by experts.

A cheaper way to construct datasets for data ex-
traction is to use distant supervision, where the
dataset is annotated per article or per review, rather
than per sentence or per text span. Supervised
methods are then trained on fuzzy annotations de-
rived heuristically for each sentence. For instance,
Wallace et al. (2016) used supervised distant su-
pervision to learn to identify PICO statements in
full text, and Marshall et al. (2014) used super-
vised distant learning with SVMs to identify risk
of bias assessments.

There is likely a trade-off between quality and
data size. All else being equal, direct supervision
is generally better than distant supervision (dis-
tantly supervised training data adds a source of
noise not present for direct supervision). At the
same time, it may not be feasible for experts to
annotate large amounts of data. Crowd-sourcing
is sometimes used as an alternative to a group of
known experts, but if a high degree of expertise
is necessary to annotate, crowd-sourcing may not
give sufficient guarantees about the expertise of
the annotators.

3 Material

We used data from a previous dataset, the LIMSI-
Cochrane dataset (Norman et al., 2018),3 to iden-
tify references included in previous systematic re-
views of diagnostic test accuracy. The LIMSI-
Cochrane dataset comprises 1,738 references to
DTA studies from 63 DTA systematic reviews. The
dataset includes the data extraction forms for each

3DOI: 10.5281/zenodo.1303259
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Target Condition
pos neg total

Distant train 11,336 63,204 74,540
test 2,884 13,572 16,456

total 14,220 77,776 90,996
Annotated by ML 92 889 981
Annotated by RS 48 983 1,031

Index Test
pos neg total

Distant train 14,280 63,343 77,623
test 2,675 13,992 16,667

total 16,955 77,335 94,290
Annotated by ML 93 888 981
Annotated by RS 87 944 1,031

Reference Standard
pos neg total

Distant train 7,006 56,638 63,644
test 1,258 14,602 15,860

total 8,264 71,240 79,504
Annotated by ML 26 955 981
Annotated by RS 26 1,005 1,031

Table 2: The number of sentences in our dataset, bro-
ken into distantly annotated training and test sets, as
well as a manually annotated subset. Distant anno-
tations for each data type were not available for all
studies, and the total number of labelled sentences are
therefore different for each data type.

study completed by the systematic review authors.
The dataset itself does not contain abstracts or

full-texts, but include identifiers in the form of
PubMed IDs and DOIs which can be used to re-
trieve abstracts or full-texts.

We used the reference identifiers (PMID and/or
DOI) taken from the LIMSI-Cochrane dataset to
construct a collection of PDF articles. We used
EndNote’s ‘find full text’ feature, which retrieves
PDF articles from a range of publishers.4 The PDF

articles were then converted into XML format us-
ing Grobid (Lopez, 2009).

We randomly split the dataset into dedicated
training and evaluation sets, where we used 48 of
the systematic reviews as the training set, and we
kept the remaining 15 systematic reviews for eval-
uation. For each of the 15 systematic reviews in
the evaluation set, we randomly selected one arti-
cle to be annotated manually. The remaining arti-
cles in the evaluation set were not used for train-
ing, since training and testing on the same system-

4https://endnote.com/

atic review is known to overestimate classification
performance (Cohen, 2008). The goal of this work
is to learn the semantics of the context, rather than
the semantics of particular terms, and these con-
texts should be consistent across reviews.

3.0.1 Distant annotation

The data forms from the systematic reviews were
intended to be read by and be useful to the human
systematic review authors. The contents are there-
fore usually semi-structured rather than structured,
and will include different kinds of data depending
on what is relevant to the systematic review (see
Table 1).

We create a dataset of distant annotations from
the LIMSI-Cochrane dataset by manually convert-
ing the semi-structured data into structured data
items, and by ensuring that these items can be
found in the corresponding article using pattern
matching (see Table 1).

We split each of the XML documents into sen-
tences using the nltk sentence splitter.5 The sen-
tences are then divided into positive and negative
depending on whether the relevant data items oc-
cur as a partial match in the sentence. Partial
matches were calculated using tf·idf cosine sim-
ilarity between the data item and the sentence,
where we took the 20 top ranking sentences for
each pair of data item and article, with a sim-
ilarity score of 0.1 or higher. We chose 20 as
a target number of sentences since we felt this
was a reasonable upper limit on the number of
relevant sentences in a single article. We added
an absolute threshold of 0.1 to keep the system
from annotating obviously non-relevant sentences
(scores close to zero) when no matches could be
found in the article. For articles that have mul-
tiple data items we used the concatenation of all
data items. For example, in Table 1, the data items
for ‘Schwartz 1997b’ would be: target condition:
‘Group A streptococcus; Group A streptococcal
infection’, index test: ‘QuickVue In-Line Strep A;
EIA; ELISA Immunoassays’, and reference stan-
dard ‘Microbial culture; Bacterial culture’.

We excluded all articles where the data items
were not provided in the data form (because the
reviewers did not extract this data), or where data
forms were missing from the systematic review.
Since we do not know which sentences were rel-
evant or not in these articles we did not use these

5https://www.nltk.org/
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articles as either positive or negative data. As a
consequence the total amount of sentences differ
for the target condition, index test and reference
standard.

We repeated the matching precedure for the tar-
get condition, the index test and the reference stan-
dard, resulting in three distinct datasets.

3.0.2 Expert annotation
We randomly split the evaluation set into three sets
of five systematic reviews. Two experts (ML and
RS) on systematic reviews of diagnostic test accu-
racy manually annotated the 15 articles by high-
lighting all sentences in the text that 1) mentions
the target condition, index test, and reference stan-
dard 2) makes it clear that these are the target con-
dition, index test and reference standard, and 3)
do not simply mention these same items in an un-
related context. The annotation instructions were
written and adjusted twice to remove ambiguity,
and the reasons for disagreement were discussed
and resolved after two rounds of annotation. As a
compromise between getting more data and being
able to use the agreement between the experts as
baseline for the performance, one expert annotated
the first five studies, the second expert annotated
the next five studies, and both annotated the last
five studies.

4 Method

We construct three pipelines, one for each of the
target condition, index test, and reference stan-
dard, and we train and evaluate these separately.

We varied our experiments in three dimensions:
We tried A) two machine learning algorithms, B)
two levels of preprocessing, and C) distantly su-
pervised training data versus directly supervised
training data. The directly and distantly super-
vised models were evaluated on the same data.

4.0.1 A1: BioBERT
We here used a pointwise learning-to-rank ap-
proach, where we trained a sentence ranking
model by using BioBERT, a version of BERT pre-
trained on PubMed and PMC (Lee et al., 2019),
and fine-tuned the model by training it to regress
probability scores. This model was thus trained to
map sentences to relevance scores.

To train and evaluate, we used the default BERT

setup for the GLUE datasets,6 modified to output
6https://github.com/google-research/

bert

a relevance score rather than a binary value. We
used default parameters.

4.0.2 A2: Logistic Regression
We here used a pairwise learning-to-rank ap-
proach, where we trained a logistic regression
model using stochastic gradient descent (sklearn).
As features we used 1) lowercased, tf·idf weighted
word n-grams, 2) lowercased, binary word n-
grams, 3) lowercased, tf·idf weighted, stemmed
word n-grams, 4) lowercased, stemmed, bi-
nary word n-grams, as well as i) lowercased,
tf·idf weighted character n-grams, and ii) non-
lowercased, tf·idf weighted character n-grams. We
used word n-grams up to length 3, and character n-
grams up to length 6. The first set of features is in-
tended to capture contextual information (’for the
diagnosis of ...’); the second set of features is in-
tended to capture medical technical terms, which
are often distinctive at the morpheme level (e.g.
‘ischemia’, ‘anemia’). We deliberately did not use
stop-words, since doing so would discard almost
all the contextual information. This results in a
sparse feature matrix consisting of approximately
1.8 million features for the distantly supervised ex-
periments, and approximately 300,000 features for
the directly supervised experiments.

We handled class imbalance by setting the
weight for the positive class to 80. This was previ-
ously determined to be a reasonable weight in ex-
periments on screening automation in diagnostic
test accuracy systematic reviews, a problem with
similar class imbalance.

4.0.3 B1: Raw Sentences
Here we used the sentences as they appear in the
articles.

4.0.4 B2: Sentences with UMLS Concepts
In this setup we used the Unified Medical Lan-
guage System, a large ontology of medical con-
cepts maintained by the National Library of
Medicine (Bodenreider, 2004; Lindberg et al.,
1993). We used MetaMap7 to locate concept
mentions in the sentences, and to replace these
with their corresponding UMLS semantic types.
For instance the sentence ‘Typhoid fever is a
febrile and often serious systemic illness caused
by Salmonella enterica serotype Typhi’ was trans-
formed into ‘DSYN is a FNDG and TMCO serious
DSYN caused by BACT enterica BACT’.

7https://metamap.nlm.nih.gov/
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Target condition
Auto ML RS

Auto 1.00 0.07 0.04
ML 0.90 1.00 0.38
RS 1.00 0.62 1.00

Index test
Auto ML RS

Auto 1.00 0.09 0.07
ML 1.00 1.00 0.61
RS 0.93 0.70 1.00

Reference standard
Auto ML RS

Auto 1.00 0.01 0.03
ML 1.00 1.00 0.86
RS 1.00 0.40 1.00

Table 3: Agreement in terms of recall where columns are considered ground truth, e.g. annotator RS chose 62%
of ML’s annotations for the target condition.

4.0.5 C1: Directly Supervised Training
We here trained and evaluated on the articles man-
ually annotated by our two experts (ML and RS),
using leave-one-out cross-validation. In other
words, to evaluate on each of the ten articles an-
notated by each annotator we used the remaining
9 articles annotated by the same expert as training
data. This was done separately for each expert,
and the annotations from the other expert was not
used.

4.0.6 C2: Distantly Supervised Training
We here trained on the distant annotations from
the 48 systematic reviews in the training set, and
evaluated on the 15 manually annotated articles
in the evaluation set, where each annotator pro-
vided annotation data for 10 articles (with a 5 arti-
cle overlap). The articles used for evaluation were
the same as in C1.

4.1 Evaluation

Since our model output ranked sentences, rather
than a binary classification, we evaluated all ex-
periments in terms of average precision.

As a comparison, we also evaluated the aver-
age precision using the ranking given by the other
annotator. In plain language, we tried to evaluate
how useful it would have been for the expert to
highlight sentences for each other. The expert an-
notations were binary (Yes/No), rather than a rank-
ing score, so we calculated the average precision
by interpolating ties in the ranking.

5 Results

Out of the 1,738 references in the LIMSI-Cochrane
dataset, 1152 had either a PMID or DOI assigned.
EndNote was able to retrieve PDF articles for 666
of these references. A total of 90,996 sentences
were distantly labeled for target condition, 94,290
sentences were distantly labeled for index test, and
79,504 sentences were distantly labeled for refer-
ence standard. The first annotator (ML) annotated

981 sentences and the second annotator (RS) an-
notated 1,031 sentences (Table 2).

We present the results of our algorithm evalu-
ated on the annotations by ML in Table 4, and
evaluated on the annotations by RS in Table 5.

The ranking performance exhibited large vari-
ations. Neither BioBERT or logistic regression
were consistently better than the other, neither dis-
tant supervision or direct supervision were consis-
tently better than the other, and neither raw sen-
tence nor sentences augmented with UMLS con-
cepts were consistently better than the other. For
the target condition, the best performance was
achieved by logistic regression on raw sentences
using either distant or direct supervision, with a
maximum at 0.412 compared to human perfor-
mance at 0.376 and 0.386 respectively. For the
index test, the performance fell within the range
0.344–0.468 compared to human performance at
0.525 and 0.516 respectively. For the reference
standard, BioBERT exhibited substantially inferior
results on the reference standard compared to lo-
gistic regression, while logistic regression perfor-
mance fell within the range 0.345–0.467, com-
pared to human performance at 0.267 and 0.381
respectively.

The performance also varied between system-
atic reviews, with consistently close to perfect
performance on a few reviews (CD007394 and
CD0008782), and consistently very low perfor-
mance on a few (CD009647 and CD010339).
These also correspond to the articles with the high-
est and lowest inter-annotator agreement. The
consensus of the two experts is that CD010339 is
not a diagnostic test accuracy study.

6 Discussion

Raw sentences worked consistently better for lo-
gistic regression on the target condition (8/8),
and worked better than UMLS concepts as a
general trend (20/24). While general concepts
could theoretically improve performance by help-
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Target condition
BioBERT Logistic Regression As ranked

n pos Distant Supervised Distant Supervised by the other
Raw UMLS Raw UMLS Raw UMLS Raw UMLS expert (RS)

CD007394 1 1.000 0.500 0.143 0.250 1.000 0.500 1.000 0.500 0.500
CD007427 14 0.228 0.267 0.500 0.588 0.423 0.573 0.462 0.509 —
CD008054 10 0.197 0.353 0.060 0.182 0.167 0.118 0.170 0.148 —
CD008782 2 1.000 1.000 0.283 0.567 0.500 0.417 0.500 0.583 0.700
CD008892 29 0.182 0.274 0.384 0.247 0.368 0.439 0.290 0.333 0.338
CD009372 29 0.110 0.117 0.461 0.543 0.328 0.250 0.378 0.276 —
CD010339 16 0.192 0.179 0.642 0.513 0.537 0.432 0.482 0.495 0.154
CD010653 2 0.053 0.035 0.023 0.015 0.107 0.112 0.062 0.086 —
CD011420 6 0.070 0.074 0.239 0.175 0.189 0.138 0.254 0.157 0.190

mean: 0.336 0.311 0.304 0.342 0.402 0.331 0.400 0.343 0.376
Index test

CD007394 2 1.000 1.000 0.643 0.361 0.750 0.500 0.583 0.583 1.000
CD007427 17 0.354 0.225 0.580 0.568 0.551 0.526 0.534 0.484 —
CD008054 10 0.388 0.305 0.449 0.281 0.170 0.161 0.195 0.218 —
CD008782 2 0.833 1.000 0.079 0.523 0.750 0.750 0.750 0.750 0.700
CD008892 34 0.342 0.473 0.458 0.391 0.471 0.484 0.496 0.529 0.524
CD009372 8 0.269 0.351 0.194 0.225 0.261 0.270 0.303 0.390 —
CD010339 1 0.167 0.050 0.067 0.067 0.071 0.100 0.013 0.017 0.010
CD011420 19 0.251 0.342 0.284 0.218 0.288 0.266 0.280 0.256 0.391

mean: 0.450 0.468 0.344 0.329 0.414 0.382 0.394 0.403 0.525
Reference standard

CD007394 0 n/a n/a n/a n/a n/a n/a n/a n/a n/a
CD007427 2 0.145 0.032 0.081 0.034 0.052 0.037 0.035 0.041 —
CD008054 6 0.215 0.108 0.239 0.076 0.635 0.619 0.525 0.515 —
CD008892 13 0.112 0.097 0.152 0.154 0.408 0.351 0.264 0.255 0.201
CD009372 3 0.052 0.095 0.253 0.414 0.681 0.692 0.679 0.729 —
CD010653 1 0.020 0.016 0.020 0.059 0.029 0.034 0.067 0.067 —
CD011420 1 0.034 0.100 1.000 0.014 1.000 1.000 0.500 0.500 0.333

mean: 0.097 0.075 0.291 0.125 0.467 0.455 0.345 0.351 0.267

Table 4: Average precision results for the 8 different machine learning models on the data annotated by the first
annotator (ML), compared to the performance of an independent human expert (annotator RS). The ‘Raw’ columns
denote results for models trained and evaluated on raw sentences. The ‘UMLS’ columns denote results for models
trained and evaluated on sentences where the concept mentions have been replaced with their corresponding UMLS
semantic types. The ‘n pos’ column denotes the number of positive sentences labeled by ML for each article. Rows
were omitted for which no sentences were labeled positive. In the baseline results, cells are marked ‘—’ if the
article was not annotated by the other expert (RS).

ing the models generalize, this may also remove
important semantic information from the sen-
tences, keeping the models from ranking accu-
rately. We also note that BioBERT already encodes
a language model (similar to word embeddings),
and concepts may therefore be unhelpful for the
model.

BioBERT performed consistently better than lo-
gistic regression on the index test when using dis-
tant supervision (4/4), but not when using direct
supervision (0/4). Logistic regression performed
consistently better than BioBERT on both the tar-
get condition and the reference standard (16/16).
On the reference standard the difference in per-
formance is substantial, with BioBERT scoring
very poorly, and logistic regression performing
much better than human performance. The reason
for BioBERT’s poor performance on the reference
standard may be due to the relative sparsity of the

annotations for this subtask (see Table 2).
Distant supervision was consistently on par

with or better than direct supervision. The top
performing models also outperformed the human
annotators on the target condition and the refer-
ence standard, and came comparatively close on
the index test (0.468 versus 0.525 and 0.444 ver-
sus 0.516).

6.1 Limitations
We only manually annotated a small sample of the
dataset. The small size is further compounded by
problems with converting PDF to text, which may
also bias the training and evaluation in favor of ar-
ticles where the conversion works better (mainly
articles from big publishers).

The dataset was constructed from articles in-
cluded in previous systematic reviews of diagnos-
tic test accuracy. These include articles that con-
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Target condition
BioBERT Logistic Regression As ranked

n pos Distant Supervised Distant Supervised by the other
Raw UMLS Raw UMLS Raw UMLS Raw UMLS expert (ML)

CD007394 2 0.750 0.500 0.667 0.040 0.833 0.500 1.000 0.833 0.667
CD008081 8 0.136 0.198 0.213 0.371 0.504 0.380 0.394 0.388 —
CD008760 5 0.200 0.144 0.283 0.163 0.252 0.300 0.481 0.300 —
CD008782 1 1.000 1.000 0.500 1.000 0.500 0.333 1.000 0.500 0.500
CD008892 15 0.170 0.270 0.088 0.342 0.440 0.505 0.667 0.542 0.564
CD009647 2 0.036 0.021 0.021 0.047 0.020 0.026 0.012 0.023 —
CD010339 2 0.061 0.040 0.066 0.062 0.044 0.029 0.063 0.023 0.019
CD010360 2 0.089 0.080 0.093 0.261 0.181 0.083 0.244 0.064 —
CD010705 7 0.189 0.269 0.127 0.341 0.382 0.359 0.254 0.402 —
CD010420 4 0.036 0.044 0.209 0.097 0.210 0.214 0.302 0.132 0.178

mean: 0.267 0.257 0.227 0.273 0.337 0.273 0.412 0.321 0.386
Index test

CD007394 2 1.000 1.000 0.417 0.393 0.750 0.500 0.700 0.750 1.000
CD008081 11 0.464 0.229 0.463 0.454 0.431 0.412 0.394 0.447 —
CD008760 9 0.357 0.411 0.512 0.475 0.457 0.470 0.481 0.476 —
CD008782 1 1.000 1.000 1.000 0.500 1.000 1.000 1.000 1.000 0.500
CD008892 27 0.499 0.539 0.717 0.758 0.740 0.666 0.667 0.474 0.692
CD009647 1 0.053 0.015 0.020 0.006 0.006 0.009 0.012 0.040 —
CD010339 6 0.085 0.054 0.040 0.047 0.053 0.041 0.063 0.047 0.058
CD010360 8 0.154 0.119 0.233 0.278 0.222 0.202 0.244 0.242 —
CD010705 14 0.599 0.533 0.292 0.270 0.352 0.327 0.254 0.327 —
CD010420 8 0.234 0.296 0.280 0.251 0.259 0.235 0.302 0.257 0.328

mean: 0.444 0.420 0.397 0.343 0.427 0.386 0.412 0.406 0.516
Reference standard

CD008081 3 0.254 0.132 0.134 0.177 0.867 0.698 1.000 1.000 —
CD008760 2 0.101 0.553 0.529 0.013 0.667 0.833 0.667 0.833 —
CD008892 11 0.110 0.212 0.283 0.108 0.356 0.286 0.334 0.225 0.417
CD010339 1 0.012 0.010 0.029 0.009 0.224 0.031 0.071 0.028 n/a
CD010360 1 0.200 0.037 0.111 0.038 0.810 0.023 0.167 0.143 —
CD010705 5 0.150 0.152 0.194 0.086 0.224 0.122 0.172 0.125 —
CD010420 3 0.167 0.347 0.358 0.019 0.810 0.806 0.692 0.694 0.345

mean: 0.142 0.206 0.234 0.064 0.428 0.400 0.443 0.435 0.381

Table 5: Average precision results for the 8 different machine learning models on the data annotated by the second
annotator (RS), compared to the performance of an independent human expert (annotator ML). Abbreviations are
the same as in Table 4. In the baseline results, cells are marked ’—’ if the article was not annotated by the other
expert (ML).

tain diagnostic results, while not being diagnostic
test accuracy studies. Arguably, these should be
excluded from training or evaluation, and possibly
even from the dataset.

7 Conclusions

Our results suggest that distant supervision is suf-
ficient to train models to identify target condition,
index test, and reference standard in diagnostic ar-
ticles. Our results also suggest that such models
can perform on par with human annotators.

We constructed a dataset of full-text articles of
diagnostic test accuracy studies, with distant an-
notations for target condition, index test and ref-
erence standard, that can be used to train machine
learning models. We also provide a subset of the
data manually annotated by experts for evaluation.
Our dataset cannot be publicly distributed due to
copyright restrictions, but will be available upon

request. We also plan to distribute the code for the
distant annotations and data preprocessing, as well
as the cleaned data extraction forms.

7.1 Future Work

The dataset is being updated, and we plan to in-
crease the amount of manually annotated data to
improve the statistical reliability of the experi-
ments. We also plan to let all experts annotate the
same articles to simplify the comparisons.
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Abstract

In this paper, we address the problem of au-
tomatically constructing a relevant corpus of
scientific articles about food-drug interactions.
There is a growing number of scientific pub-
lications that describe food-drug interactions
but currently building a high-coverage corpus
that can be used for information extraction
purposes is not trivial. We investigate sev-
eral methods for automating the query selec-
tion process using an expert-curated corpus of
food-drug interactions. Our experiments show
that index terms features along with a decision
tree classifier are the best approach for this
task and that feature selection approaches and
in particular gain ratio outperform frequency-
based methods for query selection.

1 Introduction

Unexpected Food-Drug Interactions (FDIs) occa-
sionally result in treatment failure, toxicity and an
increased risk of side-effects. While drug-drug in-
teractions can be investigated systematically, there
is a much larger number of possible FDIs. There-
fore, these interactions are generally discovered
and reported only after a drug is administered on
a wide scale during post-marketing surveillance.
A notable example is the discovery that grapefruit
contains bioactive furocoumarins and flavonoids
that activate or deactivate many drugs in ways that
can be life-threatening (Dahan and Altman, 2004).
This effect was first noticed accidentally during a
test for drug interactions with alcohol that used
grapefruit juice to hide the taste of ethanol.

Currently, information about FDIs is available
to medical practitioners from online databases
such as DrugBank1 and compendia such as the
Stockley’s Drug Interactions (Baxter and Preston,
2010), but these resources have to be regularly

1https://www.drugbank.ca

updated to keep up with a growing body of evi-
dence from biomedical articles. Recent advances
in information extraction are a promising direction
to partially automate this work by extracting in-
formation about drug interactions. This approach
has already shown promising results in the context
of drug-drug interactions (Segura-Bedmar et al.,
2013) but in the case of FDIs, similar progress is
currently hindered by a lack of annotated corpora.
The work presented in (Jovanovik et al., 2015)
for inferring interactions between drugs and world
cuisine is based on a largely manual effort of ex-
tracting food-drug interactions from descriptions
provided in DrugBank.

Although a first corpus of MEDLINE abstracts
about FDIs called POMELO was recently made
available (Hamon et al., 2017), this corpus has a
low coverage of relevant documents for FDIs. The
authors made use of PubMed to retrieve all the
articles indexed with the Food-Drug Interactions
term from the MeSH thesaurus2, but the challenge
is that while articles annotated with Drug Interac-
tions are abundant, there is a much smaller num-
ber of documents indexed with Food-Drug Inter-
actions. A bibliographic analysis of the references
cited in the Stockley’s Drug Interactions in rela-
tion to foods shows that only 11% of these arti-
cles are indexed with the MeSH term Food-Drug
Interactions, while almost 70% of the articles are
available in MEDLINE (Bordea et al., 2018).

Constructing a high-coverage corpus of FDIs
using MeSH terms and PubMed is not trivial be-
cause there is a large number of articles that de-
scribe food interactions that were published be-
fore the introduction of the Food-Drug Interac-
tions MeSH term in the early nineties. At the same
time, MeSH terms are assigned to scientific arti-
cles based on their main topics of interest, miss-

2https://www.nlm.nih.gov/mesh/
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Figure 1: Timeline of MEDLINE articles cited in Stockley 2008 and retrieved using relevant MeSH terms

ing a considerable amount of articles that briefly
mention interactions with food. Furthermore, the
POMELO corpus has an even more narrow focus
on articles related to adverse effects, therefore it
covers only 3% of the references provided in the
Stockley compendium.

Figure 1 shows a comparison of scientific ar-
ticles cited in a reference compendium (Stockley
2008), with the articles annotated with the Food-
Drug Interactions MeSH term and the Herb-Drug
Interactions MeSH term (FDI+HDI). It is worth
noticing the overall ascending trend of scientific
articles that address FDIs, showing an increased
interest in this type of interactions. This makes in-
creasingly more costly the effort to manually sum-
marise related information in specialised compen-
dia. The figure also shows the timeline of the
articles gathered in the official POMELO corpus
(POMELO Official) and a more recent retrieval re-
sult of the POMELO query (POMELO 2018).

We address these limitations by considering
several approaches for automatically selecting
queries that can be used to retrieve domain-
specific documents using an existing search en-
gine. The approach takes as input a sample set
of relevant documents that are cited in the Stock-
ley compendium. In this way, the problem of FDI

discovery from biomedical literature is limited to
the task of interaction candidates search, that is the
task of finding documents that describe FDIs from
a large bibliographic database. We make use of a
large corpus of relevant publications to investigate
index terms used to annotate articles about FDIs
and we propose an automated method for query
selection that increases recall.

The main contributions of this work are:

• a discriminative model for automatically con-
structing high-coverage and domain-specific
corpora for information extraction,

• an approach for automatically selecting
queries using index terms as candidates,

• an automated method to evaluate queries
based on a sample corpus.

The paper is structured as follows. We begin
by discussing several design decisions for the sub-
task of classifying documents based on relevance,
adopting a discriminative model for information
retrieval in Section 3. In Section 4, we introduce
the subtask of query selection discussing candi-
date term selection and several methods for scor-
ing queries. Section 5 describes the datasets used
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Figure 2: Workflow for automated corpus construction using a collection of sample documents and a search engine

to evaluate our approach for automatically con-
structing a corpus for FDIs and Section 6 presents
the results of an empirical evaluation. Then we
provide an overview of related work for this task
in Section 7 and we discuss a formal definition for
the problem at hand in Section 2. We conclude this
work in Section 8.

2 Problem definition

We address the problem of automatically con-
structing a domain-specific corpus by making use
of a discriminative model for information retrieval
that defines the problem of document search as a
problem of binary classification of relevance (Nal-
lapati, 2004). This allows us to automatically ex-
tract queries making use of a sample of relevant
documents and then to use an existing search en-
gine as a black box, as can be seen in Figure 2.
Sample documents provided as input are used as
positives examples to train a binary classifier that
can filter retrieved documents based on their rele-
vance.

The problem of query selection for corpora con-
struction is formally defined following the nota-
tion introduced in (Bordea et al., 2018) as follows.
Given a test collection C of size n where each doc-
ument ci is associated with a vector of index terms
vi of a variable size from a set V of size n defined
as follows:

vi = {t1, ..., tk}
where tj is a term from a controlled vocabulary
that describes the contents of document ci, and k
is the number of index terms used to annotate the
document. We assume that a subset D of size m of
relevant documents known to report FDIs is also
given, where m < n. The subset of index vec-
tors associated with relevant documents is the set
V ′ of size m and each relevant document di is an-
notated with a vector v′ of index terms. We also
assume that there is a fixed retrieving function S,
where S(q, d) gives the score for document d with
respect to query q.

We define query selection as the problem of
finding a query scoring function R, that gives the
score R(D, q) for query q with respect to the col-
lection of relevant documents D. A desired query
scoring function would rank higher the queries
that perform best when selecting relevant docu-
ments.

3 Document classification

In this section, we give an overview of the features
and algorithms used to classify scientific articles
based on their relevance for the task of FDI discov-
ery, proposing a supervised method to select rele-
vant documents. Classification models are trained
using relevant documents as positive examples and
irrelevant documents as negative examples.

Preprocessing. Documents are represented as
a bag of words that are normalised by replacing
numbers by the ’#’ character. Additionally, other
special characters are removed and each word is
lowercased.

Word features. Word features are constructed
using 1-grams, 1-grams + 2-grams and 1-grams
+ 2-grams + 3-grams of words. Take for exam-
ple a document containing the following expres-
sion Food and drug interactions. The 1-gram fea-
tures are food, and, drug, interactions; 2-grams
features are food and, and drug, drug interactions;
3-grams are food and drug, and drug interactions.
In our task, features are constructed from words
contained in all documents.

Feature representation. To train classification
models, the dataset is transformed into a matrix of
size N ×M where N is the number of documents
in the dataset and M is the number of features. For
each word feature, three types of feature represen-
tation approaches are investigated for representing
input data:

• One-hot encoding. Raw binary occurrence
(RBO) matrices. Each document d is repre-
sented as a binary feature-document occur-
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rence vector Rbo = [rbo0, rbo1, ...rbom] of
size M where rboi = 1 if the feature i is in
the document d, 0 otherwise.

• Term frequency. Count occurrence matri-
ces. Each document d is represented by
a vector of counts of term-document occur-
rences Tf = [tf0, tf1, ...tfm] of size M
where tfi is the number of occurrences of the
feature i in the document d.

• TF-IDF. Term frequency-inverse document
frequency. Each document d is represented
by a vector of products of term frequency
(TF) and inverse document frequency (IDF).

Index terms features. There is a large num-
ber of infrequent index terms that are used to an-
notate a small number of training documents. To
reduce the feature space, we consider as features
only index terms that are used to annotate a mini-
mum number of documents. Additionally, we take
into account the IDF of each index term in the full
collection, that is the number of documents that
are annotated with an index term.

Generalised index terms. Index terms are
provided from a vocabulary that is hierarchically
structured. We exploit this hierarchy to identify
terms related to foods and drugs and we introduce
three features called Foods, Drugs, and Foods and
Drugs that identify documents annotated with one
or both types of concepts of interest for our do-
main. Table 1 gives several examples of nodes
from the MeSH hierarchy that are useful for iden-
tifying food and drug related concepts.

Classification algorithms. We compare the
performance of five classification algorithms with
default parameters provided by Scikit-Learn3: (1)
a decision tree classifier (DTree), (2) a linear SVM
classifier (LSVC), (3) a multinomial Naive Bayes
classifier (MNB), (4) a logistic regression classi-
fier (LogReg), and (5) a RandomForest classifier
(RFC).

4 Query selection

In this section, we discuss the query selection ap-
proach presenting first several methods for select-
ing candidate terms and then proposing different
approaches for scoring candidate terms to select
the best queries for automatically constructing a
domain-specific corpus.

3http://scikit-learn.org/stable/

Food concepts Node Drug concepts Node

Plants B01.650 Pharmacologic D27.505actions
Food and J02 Pharmaceutical D26beverages preparations
Diet, food, G07.203 Heterocyclic D03and nutrition compounds

Fungi B01.300 Polycyclic D04compounds
Nutrition E02.642 Inorganic D01therapy chemicals

Carbohydrates D09 Organic D02chemicals

Plant A18
Amino acids,

D12structures peptides,
and proteins

Table 1: Nodes from the MeSH hierarchy used to iden-
tify food and drug related index terms

4.1 Candidate terms for query selection

A first step in automatically selecting queries for
constructing a domain-specific corpus is to iden-
tify candidate terms that are likely to describe
and retrieve relevant documents for the given do-
main. In our experiments, we consider as can-
didate queries single terms but more complex
queries that combine multiple index terms can also
be envisaged.

Index terms. Scientific articles are often an-
notated with high quality index terms from a con-
trolled vocabulary that can be used as queries to
retrieve relevant documents. The controlled vo-
cabulary typically provides in addition hierarchi-
cal relations between terms that could be further
used to identify more general or abstract concepts.
One of the limitations of this approach is that in-
dex terms summarise the main topics of an article
but might miss some of the more fine-grained in-
formation.

Document n-grams. All the sequences of
words from a document could be considered as
candidate terms for query selection but compared
to index terms, this approach is more noisy and
increases the ambiguity of terms.

Background knowledge. There are several
sources of background knowledge that can be con-
sidered to identify terms of interest to retrieve doc-
uments that describe FDIs. Queries that men-
tion drugs and a food name are likely to retrieve
relevant documents for our domain. There are
multiple vocabularies and ontologies that partially
cover the food domain from different perspec-
tives, but currently the most complete list of foods
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can be found by exploiting the DBpedia4 cate-
gory structure. DBpedia entities linked to the
Foods category with the properties skos:broader
and dct:subject of are considered as candidate
food terms. Further filtering is required because
categories are not necessarily used to identify the
type of a DBpedia entity but rather a more loosely
defined relatedness relation that often leads to se-
mantic drift when iteratively exploring narrower
categories.

Entities are filtered based on their RDF type,
based on words but also by excluding categories
that are related to foods but are not of interest for
FDIs, as can be seen in Table 2. This table is not
meant to give an exhaustive list of filters but just a
few illustrative examples. We use leaf categories
to refer to categories that are taken into considera-
tion as candidate terms but that are not further ex-
plored to identify more narrow terms. We identi-
fied 15,686 foods from DBpedia and we evaluated
the precision of a random sample that is 88%. The
recall of this approach was also estimated using a
list of 57 foods mentioned in the Stockley 2008
compendium and is 65%.

This is because some of the foods such as
green tea or tonic water can only be found in
broader DBpedia categories such as Food and
drink, Drinks or Diets, which are more noisy and
hence more difficult to filter by hand. The rel-
atively low recall is also due to name variations
(e.g., edible clay vs. medicinal clay in DBpe-
dia), to missing food categories in DBpedia (e.g.,
xanthine-containing beverages and tyramine-rich
foods), and to errors in the RDF types assigned
by DBpedia (e.g., Brussels sprouts5 have the type
Person).

4.2 Query selection approaches

We consider two types of scoring functions, first
based on simple frequency counts of index terms
and a second type of scoring functions inspired
by existing approaches for feature selection used
in supervised classification. The most basic query
scoring function is frequency, denoted as the count
c(V ′, q) of query q with respect to the set V ′ of
index vectors associated with relevant documents.
The TF-IDF scoring function tfidf(V ′, V, q) of
query q with respect to the set of index vectors
associated with relevant documents V ′ discrimi-

4https://wiki.dbpedia.org/
5Brussels sprouts: http://dbpedia.org/page/

Brussels_sprout

RDF types Words Categories Leaf
categories

Book bakeries Alcoholic Beerdrink brands
Building books Carnivory Ducks
Company campaigns Cherry Geese

blossom

Location disease Decorative Onionsfruits and
seeds

Organisation history Forages Quails
Person people Halophiles Rubus
Place pizzerias Swans
Restaurant science Whisky
Software vineyards Wine

Table 2: Filters used for selecting candidate foods un-
der the DBpedia Foods category

nated against the full set of index terms V is de-
fined as:

tfidf(V ′, V, q) = c(V ′, q)/ln(c(V, q))

For the second category of scoring functions,
we consider a binary classifier that distinguishes
between relevant documents D and an equal num-
ber m of randomly selected documents from the
test collection C. Assuming that the size of the test
collection is much larger than the number of doc-
uments known to be relevant, there is a high prob-
ability that randomly selected documents are irrel-
evant. The first scoring function is the information
gain that measures the decrease in entropy when
the feature is given vs. absent (Forman, 2003) and
is defined as follows:

InfoGain(Class, t) = H(Class)−H(Class|t)

where the entropy H of a class with two possible
values (i.e., relevant pos and irrelevant neg) is de-
fined based on their probability p as:

H(Class) = −p(pos) ∗ log(p(pos))
− p(neg) ∗ log(p(neg))

The gain ratio is further defined as the informa-
tion gain divided by the entropy of the term t:

GainR(Class, t) = InfoGain(Class, t)/H(t)

Finally, we also consider the Pearson’s correla-
tion as a query scoring function for the same bi-
nary classifier.

5 Experimental setting

The corpus used in our experiments is manually
constructed through a bibliographic analysis of the
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(a) Results on Dataset for Experiment 1 (b) Results on Dataset for Experiment 2

(c) Results on Dataset for Experiment 3

Figure 3: Results of 10-fold cross-validation obtained on each dataset with different classifiers (i.e., decision tree
(DTree), linear SVM (LSVC), multinomial Naive Bayes (MNB), logistic regression (LogReg), and RandomForest
(RFC)) and vectorizers (i.e., term frequency (count), raw binary occurrence (rbo), and tfidf)

references provided in the Stockley compendium
on drug interactions in relation to food. These are
considered as positives examples that are used to
train a discriminative classifier. The problem of
finding negative examples is more challenging be-
cause of the problem of unbalanced data and be-
cause we aim to train a classifier that is sensitive
enough to distinguish between scientific articles
that are closely related in topic (i.e., published in
the same journals) but that do not describe FDIs.

We manually identify references from pages
listed in the index under individual foodstuffs and
Foods, for a total of 912 references and 460 ref-
erences, respectively. Using the title and the
year of each reference, we retrieve 802 unique
PubMed identifiers for references that are avail-
able in MEDLINE. In our experiments, we make
use of corpora built from MEDLINE abstracts
published before 2008 since the version of the
Stockley compendium that is available to us was
published at this date.

Starting from this collection, several subsets of
abstracts are constructed as follows:

(i) references cited in Stockley 2008 (subset
Stockley2008),

(ii) results of Food-Drug Interaction and Herb-

Drug Interaction MeSH term queries (subset FDI-
HDI),

(iii) results of the queries drug and [food name]
where food name is one of the 15,686 food names
collected from DBpedia as described in Subsec-
tion 4.1 (subset DRUGFOOD),

(iv) all the MEDLINE abstracts published be-
fore 2008 (subset MEDLINE2008).

From the first and third subsets, we analyse
the list of journals where the articles have been
published and all the abstracts published in those
journals. In that respect, we have two addi-
tional abstract subsets jrnlAbstracts() from Stock-
ley2008 and jrnlAbstracts() from DRUGFOOD re-
spectively. In our experiments, the set of posi-
tive abstracts is the union of Stockley’s references
with the results of the FDI-HDI queries. Table 3
presents the size of the subsets.

The problem of constructing a domain-specific
corpus for FDIs is characterised by unbalanced
training sets with the non-relevant class represent-
ing a large portion of all the examples, while the
relevant class has only a small percent of the ex-
amples. Dealing with unbalanced class distribu-
tions is inherently challenging for discriminative
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Abstracts Jrnls jrnlAbstracts()
Stockley2008 895 339 3,344,842

FDI-HDI 3593
DRUGFOOD 309,327 7421 23,383,538

MEDLINE2008 16,733,485

Table 3: Overview of different corpora used in our ex-
periments and their size in number of documents

algorithms resulting in trivial classifiers that com-
pletely ignore the minority class. We deal with
the problem of unbalanced data by under-sampling
the majority class such that the training exam-
ples in both classes are equal. We define three
sets of 4,500 randomly sampled abstracts as neg-
ative training examples that successively contain
an increasing number of restrictions based on doc-
ument relevance, publication venue and year of
publication:

Experiment 1: abstracts in jrnlAbstracts()
from DRUGFOOD subset that are not cited in
Stockley, FDI-HDI and DRUGFOOD abstracts;

Experiment 2: abstracts in jrnlAbstracts()
from DRUGFOOD subset that are not cited
in Stockley, FDI-HDI and jrnlAbstracts() from
Stockley2008 abstracts;

Experiment 3: MEDLINE abstracts published
before 2008 in jrnlAbstracts() from DRUGFOOD
subset which are not cited in Stockley, FDI-
HDI, jrnlAbstracts() from Stockley2008 and jrn-
lAbstracts() from DRUGFOOD abstracts.

6 Results

In this section, we give an overview of the results
obtained under different settings. We begin by dis-
cussing the results obtained for document classifi-
cation and we continue with a discussion of the
results obtained for the subtask of query selection.
In both cases, the classical measures of precision,
recall and F-score are used, but in the case of query
selection, we adapt these measures to reflect our
interest in discovering unseen documents.

6.1 Document classification evaluation
For the purpose of selecting relevant documents
regarding food-drug interactions, we evaluate sev-
eral configurations to construct an efficient classi-
fication model. Three sets of experiments are de-
signed around the three training datasets described
in the previous section. For each case, we eval-
uate the models using average of Precision (P),
Recall (R) and F1-score (F1) using 10-fold cross-
validation. Figure 3 shows the cross-validation re-

sults for different word-based features described
in Section 3. The best results in terms of F1-
score are obtained across all datasets for TF-IDF
features with an SVM classifier. TF-IDF of uni-
gram features combined with SVM classifier pro-
duce the best F1-score on all datasets. Focusing
on these configurations, results are detailed in Ta-
ble 4 where we can notice that the recall is higher
for the third dataset. The best F1-score presents a
low standard deviation, which shows that the ob-
tained model is relatively stable. We conclude that
results are better on datasets that use a more re-
strictive filter for selecting the negative examples
(Experiment 3). This demonstrates that the ran-
dom sampling approach for the majority class can
benefit from using a more informed strategy than
selecting documents from the full collection.

Exp. Precision Recall F1-score + Std
1 0.962 0.921 0.941 ± 0.010
2 0.965 0.922 0.943 ± 0.007
3 0.964 0.928 0.946* ± 0.004

Table 4: Results of 10-fold cross-validation on the three
datasets using an SVM classifier and 1-gram TF-IDF
features. The best result is marked with a star

The next set of experiments is focused on eval-
uating the performance of features based on index
terms as can be seen in Table 5. All the index
terms that are used to annotate at least 10 docu-
ments from our collection are considered as fea-
tures, ignoring the less frequent index terms. In
general, the results are comparable or better than
the best results using word features in terms of F1-
score. In the case of index terms features, the best
results are obtained for the decision tree classifier
that outperforms the linear SVM classifier on all
three datasets. The same conclusion can be drawn
from these experiments in relation to the random
sampling approach as the best results are obtained
again for the third experiment.

6.2 Query selection evaluation
The challenge for evaluating queries is that it is
preferable to rely on the training examples alone
for evaluation. But each selected query will re-
trieve documents that might be relevant but that
are not contained in the provided dataset. To ad-
dress this issue, we use the best performing classi-
fication approach described in the previous section
to predict the relevance of retrieved documents in-
stead of computing precision based on the docu-
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Exp. Algorithm Precision Recall F1-score

1

DTree 0.963 0.961 0.962
LSVC 0.947 0.942 0.944

LogReg 0.960 0.954 0.957
MNB 0.941 0.941 0.941
RFC 0.959 0.955 0.957

2

DTree 0.962 0.958 0.960
LSVC 0.954 0.950 0.952

LogReg 0.964 0.959 0.961
MNB 0.944 0.943 0.943
RFC 0.963 0.960 0.961

3

DTree 0.967* 0.965* 0.966*
LSVC 0.959 0.956 0.957

LogReg 0.965 0.961 0.963
MNB 0.946 0.946 0.946
RFC 0.963 0.961 0.962

Table 5: Results of 10-fold cross-validation using dif-
ferent classifiers: decision tree (DTree), linear SVM
(LSVC), multinomial Naive Bayes (MNB), logistic re-
gression (LogReg), and RandomForest (RFC) with in-
dex terms features. The overall best results are marked
with a star

ments known to be relevant alone. Our assump-
tion is that the high performance achieved by the
classifier allows us to compute a reliable estimate
of precision. Although not perfect, this evalua-
tion strategy allows us to avoid the need for further
manual annotation or relevant documents. Recall
is calculated for a limited number of retrieved doc-
uments as some of the MeSH index terms such as
Humans and Animals are broad enough to be used
for annotating most of the documents in the test
collection.

Word-based query candidates are not further
considered at this stage because the best classifica-
tion performance is achieved for 1-gram features
which are deemed to be too ambiguous for our
purposes. Table 6 gives an overview of the top 30
1-gram features selected using the SVM classifier.
Several names of drugs such as aminophylline,
cyclosporine, and ephedrine that are known to
have interactions with foods are among the high-
est ranked features. Foods such as caffeine, cof-
fee, cola and grapefruit are also known for their
high potential of interactions with drugs. Among
these features, names of plants with drug interac-
tions are present including biloba and kava. Al-
though interesting on their own, we conclude that
these features are too generic to be used as queries
to extract articles about FDIs without further com-
bining them with other features or index terms.

On the other hand, index term candidates are
much more precise, including many terms that
refer to food-drug interaction mechanisms such

absorption cyclosporine interaction
alcohol diet kava
aminophylline drug lithium
anticoagulation effects medication
biloba ephedrine milk
bioavailability ergotism monograph
caffeine food nutrition
cheese grapefruit oral
coffee herb pharmacokinetic
cola ingestion phytotherapy

Table 6: Top 30 1-gram features selected using the
SVM classifier

as Biological Availability and Cytochrome P-450
CYP3A. Also included in this list are chemi-
cal compounds such as Flavanones and Furo-
coumarins that are contained in certain foods such
as grapefruit and that interact with many drugs.

Table 7 gives an overview of the results obtained
by each scoring function discussed in the previous
section. Performance is computed for the top 20
ranked queries for each method. All the methods
score high the Food-Drug interactions MeSH term
but we remove this term from the results because
it was used to construct the FDIs corpus. Overall,
the best performance is obtained by the Gain ratio
scoring function. Selected queries using this ap-
proach include: Biological Availability, Drug In-
teractions, and Intestinal Absorption. Gain ratio
outperforms other approaches because it penalizes
high frequency terms that are too broad, such as
Adult, Aged, and Female.

Scoring Predicted Recall Predicted
function P@100 @16k F1-score

Frequency 0.2020 0.0032 0.0584
TF-IDF 0.2590 0.0084 0.0784
Info gain 0.2755 0.0084 0.0812
Gain ratio 0.3755 0.0557 0.0970
Correlation 0.2590 0.0081 0.0770

Table 7: Scoring functions evaluated for the top 20
MeSH terms using predicted precision at top 100, re-
call at top 16k and the combined predicted F1-score

7 Related work

Hand-crafted queries based on MeSH terms are
often used for retrieving documents related to ad-
verse drug effects (Gurulingappa et al., 2012), but
there is a much smaller number of documents
available for specific types of adverse effects such
as FDIs and herb-drug interactions. The prob-
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lem of building queries for finding documents re-
lated to drug interactions has been recently tack-
led for herb-drug interactions (Lin et al., 2016).
This work addresses a less challenging usage
scenario where users have in mind a pair of
herbs and drugs and are interested in finding ev-
idences of interaction. Queries are manually con-
structed by a domain expert using MeSH syn-
onyms for herbs and drugs together with the fol-
lowing MeSH qualifiers: adverse effects, pharma-
cokinetics, and chemistry. Two additional heuris-
tics rank higher retrieved articles that are anno-
tated with the MeSH terms Drug Interactions and
Plant Extracts/pharmacology. Another limitation
of this work is the size of the evaluation dataset
that is based on a single review paper (Izzo and
Ernst, 2009) that provides about 100 references.
In contrast, we propose an automated approach for
query selection and we make use of a considerably
larger dataset of relevant publications for training
and evaluation.

The food-drug interaction discovery task pro-
posed here is similar in setting with the subtask
on prior art candidates search from the intellec-
tual property domain (Piroi et al., 2011). In the
CLEF-IP datasets, topics are constructed using a
patent application and the task is to identify pre-
viously published patents that potentially invali-
date this application. Keyphrase extraction ap-
proaches were successfully applied to generate
queries from patent applications (Lopez and Ro-
mary, 2010; Verma and Varma, 2011). The input is
much larger for our task, that is a corpus of scien-
tific articles describing FDIs manually annotated
with index terms from the MeSH thesaurus. A
main difference between our work and the CLEF-
IP task is that we mainly focus on evaluating dif-
ferent methods for query selection by relying on
the PubMed search engine. This makes our task
more similar to the term extraction task (Aubin
and Hamon, 2006), as we aim to identify relevant
terms for a broad domain rather than for a specific
document, as done in keyphrase extraction.

The dataset used in (Jovanovik et al., 2015) to
infer interactions between drugs and world cuisine
is based on textual information from DrugBank
about food-drug interactions and optimum drug
intake time with respect to food. But this informa-
tion was manually extracted and structured. The
most closely related work to ours is (Bordea et al.,
2018) where the authors propose an approach for

query selection based on index terms. We extend
this work by considering multiple types of classifi-
cation algorithms and by analysing different query
candidates beyond index terms.

8 Conclusion and future work

In this paper, we introduced a large dataset of
articles that describe food-drug interactions an-
notated with index terms to investigate an ap-
proach for query selection that allows us to dis-
cover other food-drug interactions using an exist-
ing search engine. We investigated different strate-
gies for addressing the problem of unbalanced data
and we showed that a more informed approach
that takes into consideration publication venue and
year gives better results than a naive approach
for random sampling. We proposed an auto-
matic evaluation of retrieved results using a high-
performance classifier and we showed that feature
selection approaches outperform frequency-based
approaches for this task, with an approach based
on gain ratio achieving the best results in terms of
predicted F1-score.

In our experiments mainly focused on queries
constructed using a single index term, therefore a
first direction for future work is to investigate more
complex queries that combine multiple terms. The
number of queries that have to be evaluated would
increase considerably especially for combinations
with word-based features. Another improvement
would be to compare our results with keyphrase
extraction approaches instead of analysing all the
n-grams and to generate queries using background
knowledge about drugs and foods. Finally, the
datasets proposed here are based on an older ver-
sion of the Stockley compendium from 2008. The
results presented in this work could be more rele-
vant if a more recent version is considered as this
is a highly dynamic field of research.
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Abstract

Verbs play a fundamental role in many biomed-
ical tasks and applications such as relation and
event extraction. We hypothesize that per-
formance on many downstream tasks can be
improved by aligning the input pretrained em-
beddings according to semantic verb classes.
In this work, we show that by using semantic
clusters for verbs, a large lexicon of verb
classes derived from biomedical literature, we
are able to improve the performance of com-
mon pretrained embeddings in downstream
tasks by retrofitting them to verb classes. We
present a simple and computationally efficient
approach using a widely-available “off-the-
shelf” retrofitting algorithm to align pretrained
embeddings according to semantic verb clus-
ters. We achieve state-of-the-art results on text
classification and relation extraction tasks.

1 Introduction

Core tasks in biomedical natural language process-
ing (BioNLP) such as relation and event extraction,
text classification, syntactic and semantic parsing,
natural language inference, and entailment can
all benefit from rich computational lexicons
containing information about the behaviour and
meaning of words in biomedical texts. Verbs are
especially important in many of these tasks (Cohen
et al., 2008); for example, describing protein–
protein interactions in biomedical text can often
rely on a wide range of verbs, such as “bind,”
“activate,” “carry,” “facilitate,” “interact,” etc. in
order to determine the specific type of interaction.

Lexical semantic classes for verbs can be used to
abstract away from individual words, or to build a
lexical structure (taxonomy) which predicts much
of the behaviour of a new word by associating it
with an appropriate class (Levin, 1993; Kipper
et al., 2008). For example, the verbs “assess,”
“evaluate,” “estimate,” “explore,” and “analyze”

belong to the class examine, while the verbs
“utilize,” “employ,” and “exploit” belong to the
class use. In addition to simple synonyms of verbs,
semantic classes capture similarity in their use and
behaviour in text by analysing their contexts (Levin,
1993).

In the past, lexical verb classes have been
successfully shown to improve the performance
classifiers in a variety of tasks and down stream
applications in the biomedical domain; such
as relation extraction (Sharma et al., 2010),
biomedical fact extraction (Rupp et al., 2010),
text classification for cancer (Baker et al., 2015),
biomedical discourse analysis (Cox et al., 2017),
and biomedical information retrieval (Mahalak-
shmi, 2015).

Lexical classes are useful for their ability to
capture generalizations about a range of linguistic
properties (Kipper et al., 2000); our hypothesis is
therefore that by retrofitting embedded word repre-
sentations to semantic verb classes, semantically-
similar verbs (i.e. member verbs within the same
lexical class) like “suppress” and “inhibit” will be
pulled together in vector space, whereas verbs like
“collect” and “examine” will not. Consequently,
this allows NLP systems to generalize away from
individual verbs, alleviating the data sparseness
problem of representing each verb in the corpus
individually.

Retrofitting is a graph-based learning technique
for using lexical relational resources to obtain
higher quality semantic vectors (Faruqui et al.,
2015). It is applied as a post-processing step by
running belief propagation on a graph constructed
from lexicon-derived relational information to
update word vectors. It can be applied to any
pretrained word embedding vectors. The intuition
behind retrofitting is to encourage the retrofitted
vectors to be similar to the vectors of related word
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types and similar to their original distributional
representations.

Using a standard “off-the-shelf” retrofitting
algorithm, we apply the idea of retrofitting to
verb clusters to two sets of widely-used pretrained
embedding vectors in BioNLP (those by Pyysalo
et al. (2013a) and by Chiu et al. (2016)) to
obtain improved embeddings. We show that
by doing nothing more than using this simple
approach, we achieve state-of-the-art results on
two text classification tasks (both tasks evaluated
on document and sentence level classification),
and a relation extraction task. We make our
retrofitted embeddings freely available to the
BioNLP community along with our code.1

The main contribution of this work is to be the
first of its kind to apply verb-based retrofitting in
the biomedical domain. Retrofitting has thus far
only been applied for aligning vectors to Medical
Subject Headings (MeSH) (Yu et al., 2016), and
been validated only in an extrinsic setting. We
show that with very little effort, we can achieve
state-of-the art results on various downstream tasks
in a range of biomedical subdomains.

This paper will first describe relevant work on
retrofitting to lexical resources in BioNLP; we
then briefly give an overview of two verb cluster
and lexicons that we use in our methodology, and
then our task-based evaluation. We end with a
discussion of the evaluation results.

2 Related work

Lexical resources can be used to enrich represen-
tation models by providing them other sources of
linguistics information beyond the distributional
statistics obtained from corpora. In recent literature,
various methods to leverage knowledge available
in human- and automatically-constructed lexical
resources have been proposed.

One such method involves modifying the ob-
jectives in the original representation learning
procedures so that they can jointly learn both dis-
tributional and lexical information—for example,
Yu and Dredze (2014) modify the CBOW objective
function by introducing semantic constraints as ob-
tained from the paraphrase database (Ganitkevitch
et al., 2013) to train word representations which
focus on word similarity over word relatedness.

1Our retrofitted embeddings and code are
released under an open license and can be found
here: https://github.com/cambridgeltl/
retrofitted-bio-embeddings

Another class of methods incorporates lexical
information into the vector representations as a
post-processing procedure. The method fine-tunes
the pretrained word vectors to satisfy linguistic
constraints from the external resources. The
method can be applied to any off-the-shelf models
without requiring large corpora for (re-)training
as the joint-learning models do. Among these
methods, retrofitting (Faruqui et al., 2015) is widely
used.

Given any (pretrained) vector-space representa-
tions, the goal of retrofitting is to bring closer words
which are connected via a relation (e.g. synonyms)
in a given semantic network or lexical resource (i.e.
linguistic constraints). For example, Yu et al. (2016,
2017) retrofit word vector spaces of MeSH terms
by using additional linkage information from the
UMNSRS hierarchy to improve the representations
of biomedical concepts. Building on retrofitting,
Lengerich et al. (2018) generalize retrofitting meth-
ods by explicitly modelling individual linguistic
constraints that are commonly found in health
and clinical-related lexicons (e.g. causal-relations
between diseases and drugs).

In theory, the joint-learning models could be
as effective (or better) as those produced by fine-
tuning distributional vectors. However, the perfor-
mance of joint-learning models has not surpassed
that of fine-tuning methods.2 Furthermore, the
joint-learning objectives are usually model-specific
and are tailored to a particular model, making it
difficult to use them with other methods. In this
work, we will use retrofitting to incorporate our
lexical features into the word representations.

3 Verb clusters

In this work, we investigate retrofitting popular
word embeddings to two publicly available3

lexicons for verb clusters. The first is composed
of 192 relatively frequent verbs from a corpus
of 2230 biomedical journal articles which have
been hierarchically classified into three levels: 16,
34, and 50 verb classes. The three levels reflect
different granularity in the semantics of the verb
classes as illustrated in Figure 1. These clusters
were annotated by 4 domain experts and 2 linguists,
were used to create the gold standard (Korhonen

2The SimLex-999 home page (www.cl.cam.ac.uk/
˜fh295/simlex.html) lists state-of-the-art performance
models, none of which have learned representations jointly

3https://github.com/cambridgeltl/
bio-verbnet
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Figure 1: Examples of the verb classes introduced by Korhonen et al. (2006).

et al., 2006). We will refer to this lexicon for the
remainder of this paper as the annotated clusters.

Chiu et al. (2019) developed a methodology
to further extended the annotated clusters auto-
matically using text from PubMed abstracts and
full articles with the goal of facilitating the future
creation of a BioVerbNet resource, a specialized
resource similar to VerbNet (Schuler, 2005). We
will refer to this lexicon for the remainder of this
paper as the expanded clusters.

Chiu et al. (2019) use a two-step method.
In the first step, the best contexts for learning
biomedical verb representations are identified
using a model based on skip-gram with negative
sampling (SGNS). It involves first creating a
context configuration space based on dependency
relations between words, followed by applying
an adapted beam search algorithm to search
this space for the class-specific contexts, and
finally using these contexts to create class-specific
representations.

In the second step, the optimized representation
is used to provide word features for building a verb
classification. This is obtained by expanding the
verbs in the annotated clusters, where the candidate
verbs are selected from BioSimVerb (Chiu et al.,
2018) based on their frequent occurrence in
biomedical journals across 120 subdomains of
biomedicine. A Nearest Centroid classifier is
then used to connect the new candidates to an
appropriate class. The resulting classification
provides 1149 verbs assigned to the 50 classes
in the original annotated clusters. For each
verb, the expanded clusters lists the most frequent
dependency contexts that reflect their syntactic
behaviour along with example sentences.

For the rest of the work, we will investigate the
use of both the annotated and expanded clusters

4 Methodology

We apply retrofitting to our default pretrained
embeddings4 The goal is to change the vector-
space of the pretrained word embeddings to better
capture the semantics represented by the verb
classes in both the annotated and expanded clusters.
These verb classes provide different levels of
generalization to support various tasks, from the
coarse-grained level of 16 classes to a fine-grained
one of 50 classes.

We base our retrofitting method on that proposed
by Faruqui et al. (2015). Given any pretrained
vector-space representation, the main idea of
retrofitting is to pull words which are connected
in relation to the provided semantic lexicon closer
together in the vector space. The main objective
function to minimize in the retrofitting model is
expressed as

|V |
∑
i=1

(
αi

∥∥∥~vi−~̂vi

∥∥∥+ ∑
(i, j)∈S

βi j
∥∥~vi−~v j

∥∥
)

(1)

where |V | represents the size of the vocabulary,~vi

and~v j corresponds to word vectors in a pretrained
representation, and ~̂iv represents the output word
vector. S is the input lexicon represented as a set of
linguistic constraints—in our case, they are pairs
of word indices, denoting the pairwise relations
between member verbs in each class. For example,

4For our default embeddings, we use the embeddings by
Chiu et al. (2016) for our text classification tasks and Pyysalo
et al. (2013a) for relation extraction.
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Number of verb pairs

Annotated clusters Expanded clusters

16-classes 1,774 96,998
34-classes 638 54,063
50-classes 376 50,104

Table 1: Linguistic constraint counts under each
class as obtained from the Korhonen’s resource and
our automatically-created lexicon.

a pair (i, j) in S implies that the ith and jth words
in the vocabulary V belong to the same verb class.

The values of α i and β i j are predefined and
control the relative strength of associations between
members. We follow the default settings for these
values as stated in the authors’ work by setting
α = 1 and β = 0.05 in all of the experiments.
To minimize the objective function for a set of
starting vectors~v and produce retrofitted vectors ~̂v,
we run stochastic gradient descent (SGD) for 20
epochs. An implementation of this algorithm has
been published online by the authors;5 we used this
implementation in the present work.

Table 1 shows the linguistic constraint counts
under each class as derived from the two lexicons.
When retrofitted against the three top levels, the
member verbs at each subclass are merged with its
upper class, as in the work of Faruqui et al. (2015).

5 Evaluation

We apply retrofitting to incorporate the lexical
information into word representations. Then we
evaluate the quality of the retrofitted-representation
as features for two NLP tasks: text classification
and relation classification.

5.1 Task 1: Text classification
We evaluate our word representations using two
established biomedical datasets for text classifi-
cation: the Hallmarks of Cancer (HOC) (Baker
et al., 2015, 2017) and the Exposure taxonomy
(EXP) (Larsson et al., 2017). We evaluate each
based on their document-level and sentence-level
classifications.

The Hallmarks of Cancer depicts a set of
interrelated biological factors and behaviours that
enable cancer to thrive in the body. Introduced
by Weinberg and Hanahan (2000), it has been
widely used in biomedical NLP, including as part of

5https://github.com/mfaruqui/
retrofitting

the BioNLP Shared Task 2013, “Cancer Genetics
task” (Pyysalo et al., 2013b). Baker et al. (2015,
2017) have released an expert-annotated dataset of
cancer hallmark classifications for both sentences
and documents in PubMed. The data consists of
multi-labelled documents and sentences using a
taxonomy of 37 classes.

The Exposure taxonomy, introduced by Larsson
et al. (2017), is an annotated dataset for the
classification of text (documents or sentences)
concerning chemical risk assessments. The
taxonomy of 32 classes is divided into two
branches: one relates to assessment of exposure
routes (ingestion, inhalation, dermal absorption,
etc.) and the second to the measurement of
exposure bio-markers (biomonitoring). Table 2
shows basic statistics for each dataset.

HOC EXP

Document Sentence Document Sentence

Train 1,303 12,279 2,555 25,307
Dev 183 1,775 384 3,770
Test 366 3,410 722 7,100
Total 1,852 17,464 3,661 36,177

Table 2: Summary statistics of the Hallmarks of
Cancer (HOC) and the Chemical Exposure Assess-
ment (EXP) datasets.

The model follows the convolutional neural
network (CNN) model proposed by Kim (2014).
An implementation of this algorithm on HOC
and EXP has been published by Baker and
Korhonen (2017); we use this implementation
in our experiment. The input to the model is
an initial word embedding layer that maps input
texts into matrices, which is then followed by
convolutions of different filter sizes, 1-max pooling,
and finally a fully-connected layer leading to an
output Softmax layer predicting labels for text.
Model hyperparameters and the training setup are
summarized in Table 3.

Parameters Values

Vector dimension 200
Filter sizes 3,4 and 5
Number of filters 300
Dropout probability 0.5
Minibatch size 50
Input size (in tokens) 500 (documents), 100 (sen-

tences)

Table 3: Hyper-parameters used in (Baker and
Korhonen, 2017).
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For both tasks, we use the embeddings6 by Chiu
et al. (2016). Performance is evaluated using the
standard precision, recall, and F1-score metrics of
the labels in the model using the one-vs.-rest setup:
we train and evaluate K independent binary CNN
classifiers (i.e. a single classifier per class with the
instances of that class as positive samples and all
other instances as negatives). Due to their random
initialization, we repeat each CNN experiment
20 times and report the mean of the evaluation
results to account for variances in neural networks.
To address overfitting in the CNN, we follow the
authors’ early stopping approach, testing only the
model that achieved the highest results on the
development dataset.

5.2 Task 2: Relation classification
We evaluate our retrofitted representations on the
Bio-Creative VI Chemical–Protein relation ex-
traction dataset (CHEMPROT) (Krallinger et al.,
2017). The corpus provides mention and relation
annotations for complex events related to chemical–
protein interaction in molecular biology. The goal
of this task is to predict whether a given chemical–
protein pair is related or not, and to then verify its
corresponding relation type. There are five types of
relations: Up-regulator, Down-regulator, Agonist,
Antagonist, and Substrate. The corpus is provided
in the Turku Event Extraction System (TEES) XML
format and are installed with the Turku Extraction
System (Björne, 2014). It is parsed with the
the BLLIP parser (Charniak and Johnson, 2005)
with the McClosky bio-model (Mcclosky, 2010),
followed by conversion of the constituency parses
into dependency parses using the Stanford Tools
(MacCartney et al., 2006). Table 4 summarizes key
statistics for the dataset.

Documents Entities Relations

Train 1,020 25,769 4,157
Dev 612 15,571 2,416
Test 800 20,829 3,458
Total 2,432 62,169 10,031

Table 4: Summary statistics of the Chemical-
Protein interaction dataset (CHEMPROT).

The model follows the CNN model proposed by
Björne and Salakoski (2018). We directly use their
published implementation. The model input is an

6https://github.com/cambridgeltl/
BioNLP-2016

initial word embedding layer that maps input texts
into matrices, followed by convolutions of different
filter sizes and 1-max pooling, and finally a fully
connected layer, leading to an output Softmax layer
for predicting labels. Performance is evaluated
using the standard precision, recall, and F1-score
metrics of the labels in the model. Classification
is performed as multilabel classification where
each example may have 0 to n positive labels.
Model hyperparameters and the training setup are
summarized in Table 5.

Parameters Values

Vector dimension 200
Filter sizes 1, 3, 5 and 7
Number of filters 400 (100 of each size)
Dropout probability 0.5
Learning rate 0.001
Minibatch size 50

Table 5: Hyperparameters used by Björne and
Salakoski (2018).

To account for variance in neural networks due to
their random initialization, we adopt the ensemble
settings used by Björne and Salakoski (2018). We
train 20 models and take the n best ones (n = 5),
ranked with their F1-score on the development set,
and use their averaged predictions. The ensemble
predictions are calculated for each label as the
average predicted confidence scores from all the
models. We also incorporate the authors’ early
stopping approach where the model is trained until
the development loss no longer decreases. We train
for up to 500 epochs, stopping once validation
loss has no longer decreased for 10 consecutive
epochs. To focus on the effect of verb classes
on biomedical representations, we experiment
with word representations induced on biomedical
texts; this diverges from the authors who use the
embeddings7 by Pyysalo et al. (2013a), induced on
a combination of biomedical and general-domain
data (PubMed, PMC and Wikipedia texts).

6 Results

We compare the performance of the baseline with
the retrofitted embeddings models by measuring
their precision (P), recall (R), and F1-scores in text
classification and relation extraction when used as
input features.

For the text classification tasks, Tables 6 and 7
show the micro-averaged scores for the HOC and

7obtained from: http://bio.nlplab.org
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the EXP tasks respectively. Each table shows
the performance on document- and sentence-level
classification (as columns) with different semantic
lexicons (as rows).

For the relation classification task (CHEM-
PROT), Table 8 shows the micro-averaged scores.
The best results are shown in bold and statistically
significant scores are shown with an asterisk. All
statistical tests are performed using a two-tailed
t-test with α = 0.05.

We first describe experiments measuring im-
provements from the retrofitting method, followed
by comparisons against using different sets of
lexicons during retrofitting.

6.1 Retrofitting

We use Equation 1 to retrofit word representations
using linguistic constraints derived from verb
lexicons. Overall, the retrofitted models show
improvements in most tasks.

For text classification, the scores have improved
in three out of the four cases. For the HOC task
(Table 6) all retrofitted models outperform the
baseline in F1-score, which is largely attributed
to a substantial improvement in recall (particularly
for document-level classification, where there is a
15 point increase over the baseline). In total, five
out of the twelve improved scores reported are also
statistically significant.

The results for the EXP task (Table 7) are more
mixed. At the document level, all retrofitted models
achieve a slight F1-score gain and half of the scores
are significant. There is an improvement in recall
at the cost of lower precision when compared to
the baseline.

However, we can see that sentence-level classifi-
cation is more difficult, due to the smaller amount
of context information available. On the sentence
level, the baseline seems to outperform all others,
and only two out of six cases are significant. It
indicates that the lexicons did not aid sentence-
level classification in this particular task.

In relation classification, the word representation
achieves the state-of-the-art result after incorpo-
rating our lexical information (34 classes). From
Table 8, there is approximately a 1.5 point F1-
score increase over the baseline, and half of the
improvements reported are significant. The results
from both tasks suggest that the class-features
provided by verb lexicons improve performance
over the raw verb features.

6.2 Semantic lexicons

We compare the performance of our retro-fitted
embeddings using both expanded clusters and the
manually annotated clusters lexicon. The expanded
clusters retrofitted embeddings outperform the
original annotated clusters retrofitted embeddings
in all evaluated tasks. This is likely due to the
larger size of the expanded clusters in comparison
to annotated clusters (Table 1), thus providing
features for more verbs.

Lexical resources can be useful for NLP tasks
for their abilities to capture generalizations about a
range of linguistic properties; however, the degree
of generalization needed may vary from task to
task. When experimenting with retrofitting with
different levels of verb classes, we observe a
notable difference (1–2 points in F1-score) between
models retrofitted with the coarse-grained level of
16 classes and the fine-grained level of 50 classes.

For document-level text classification in both
datasets (Tables 6 and 7), models appear to benefit
from a finer-grained classification of 50 classes; on
the sentence level a medium level of generalization
(34 classes) seems optimal. The best result for
relation classification (Table 8) is also obtained
with 34 classes.

7 Discussion

The task-based evaluations suggest that verb
clusters and a verb-optimized representation, can
be a useful resource to support biomedical NLP
tasks. In text classification, it has been observed
that the occurrence patterns of verbs can be “topic-
related” and certain set of verbs frequently appear
within a specific topic of documents (Doan et al.,
2009; Hatzivassiloglou and Weng, 2002; Sekimizu
et al., 1998). Regarding this, expanded clusters
appears to have captured some of these topic-
related properties. On the HOC dataset, we note
that some frequent verbs (such as “proliferate”
and “grow”) appearing in documents relating
to the topic Sustaining proliferative signaling
also share the same classes in our automatically-
created lexicon. Similarly, for exposure assessment
documents describing air monitoring data in EXP,
we can frequently see member verbs such as
“inhale” and “breathe” in the proceed class.

Entities–relations described in the biomedical
literature are often expressed in a predicative form
where a trigger word (most commonly a verb)
connects two or more entities; here a range of
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Document classification Sentence classification

Lexicon P R F1 P R F1

No lexicon & SOTA 77.8 51.7 62.1 56.8 30.7 39.9

Annotated clusters
16-classes 75.1 56.4 64.8 47.1 34.6 39.9
34-classes 74.2 56.6 64.3 48.4 35.5 41.0
50-classes 74.9 59.2 66.2 48.4 35.2 *40.7

Expanded clusters
16-classes 75.5 64.4 *69.5 45.2 36.5 *40.4
34-classes 74.3 63.5 *68.5 52.7 35.6 42.5
50-classes 73.9 66.1 *69.8 50.9 34.7 41.3

Table 6: Performance results for the Hallmarks of Cancer task (HOC) when different sets of lexicons are used
for retrofitting the baseline model. Baseline denotes a skip-gram model generated with our optimized training
settings. Scores are adopted from Baker and Korhonen (2017). All figures are micro-averages expressed as
percentages (Bold: the best score, *: statistically significant).

Document classification Sentence classification

Lexicon P R F1 P R F1

No lexicon & SOTA 89.5 87.1 88.3 66.2 62.8 64.5

Annotated clusters
16-classes 88.9 87.7 *88.3 67.1 58.9 62.7
34-classes 89.4 87.8 *88.6 67.2 58.2 *62.4
50-classes 88.9 88.7 88.8 65.6 55.7 60.3

Expanded clusters
16-classes 89.2 87.9 88.5 66.7 60.0 63.2
34-classes 88.7 88.9 *88.8 67.3 58.7 62.7
50-classes 88.6 89.1 88.9 67.5 58.6 *62.7

Table 7: Performance results for the Chemical Exposure Assessment task (EXP). Baseline denotes a skip-
gram model generated with our optimized training settings. The “No lexicon” scores are from Baker and
Korhonen (2017). All figures are micro-averages expressed as percentages. (Bold: the best score, *: statistically
significant).

verbs can be used to describe similar relations.
Understanding the commonalities shared among
individual verbs helps NLP systems to identify the
particular type of relation the text is describing.
Consider as an example the suppress class in our
verb lexicons. It captures the fact that its members
are similar in terms of syntax and semantics, and
they can be used to make similar statements which
describe similar events. In CHEMPROT, member
verbs in the suppress class such as “suppress” and
“inhibit” can often be found in sentences depicting
the down-regulation relation between chemicals
and proteins.

For many NLP applications, lexical classes
are useful for their ability to capture general-
izations about a range of linguistic properties:
by retrofitting word representations to lexical
resources, semantically similar verbs (i.e. member
verbs within the same lexical class) like “suppress”
and “inhibit” will be pulled together in the vector

space, whereas verbs like “collect” and “examine”
will not. Consequently, this allows NLP systems to
generalize away from individual verbs, alleviating
the data sparseness problem of representing each
verb in the corpus individually. The lexical classes
provide different levels of generalization to support
tasks of various needs, from the coarse-grained
level of 16 classes to a fine-grained level of 50. A
notable performance difference is observed when
we evaluate models retrofitted with different levels
of verb classes. Among all three classes, we
observe a larger improvement over models at the
finer-grained levels of 34 or 50 classes, which
reveal that finer-grained levels of verb semantic
distinction seem more contributive in our assessed
tasks.
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Lexicon P R F1

No lexicon 76.9 63.5 *69.5
SOTA 75.1 65.1 69.7

Annotated clusters
16-classes 76.5 64.6 70.1
34-classes 78.2 63.8 *70.3
50-classes 76.5 65.0 *70.3

Expanded clusters
16-classes 76.3 65.2 70.3
34-classes 77.5 65.6 71.0
50-classes 76.2 65.9 *70.7

Table 8: Performance results for the Chemical-
Protein Interaction (CHEMPROT) when different
sets of lexicons are used for retrofitting the baseline
model. Baseline denotes a skip-gram model gen-
erated with our optimized training settings. SOTA
denotes the state-of-the-art result reported by Björne
and Salakoski (2018) using the embeddings by
Pyysalo et al. (2013a). All figures are micro-
averages expressed as percentages. (Bold: the best
score for the task, *: statistically significant).

8 Conclusions

Many core NLP tasks and applications in the
biomedical domain such as relation and event
extraction, text classification, and text mining may
benefit from accurate embedded representation of
verbs.

Verb semantic classes capture generalizations
about a range of linguistic properties, by retrofitting
embedded word representations to semantic verb
classes, semantically similar verbs (i.e. verbs
that are members of the same lexical class) are
pulled together in the vector space. Consequently,
this allows NLP systems to generalize away from
individual verbs, reducing the problem of data
sparseness in representing less frequent verbs.

The key contribution of this work is to show
that by using semantic classes for verbs (such
as those provided by both the annotated and
expanded clusters) we can improve the downstream
performance on several tasks in the biomedical
domain by aligning word embeddings according to
semantic verb classes.

This is achieved by a post-processing retrofitting
procedure, using a standard “off-the-shelf” method,
by running belief propagation on a graph con-
structed from lexicon-derived relational informa-
tion to update word vectors. It can be applied to
any pretrained word embedding vectors.

We applied two lexicons of semantic verb
clusters to two sets of widely used pretrained em-

bedding vectors in BioNLP on several downstream
tasks: two text classification tasks (the Hallmarks
of Cancer, and Chemical Exposure Assessment)
with both document and sentence classification, as
well as a relation extraction task (CHEMPROT).
We used a standard “off-the-shelf” retrofitting
algorithm to obtain improved embeddings, and we
feed the retrofitted representation to the current
state-of-the-art models for their respective tasks.
We controlled the experimental setup by using the
same model implementation, as well as the same
training, development and test data folds.

The results show that using verb clusters to
retrofit embeddings, we achieved new state-of-
the-art performance in the evaluated downstream
tasks (with statistically significant scores); the only
exception being sentence level classification for the
Chemical Exposure Assessment task (however we
do improve SOTA in document level classification
for the same task). We also note a performance
difference when retrofitting with different levels of
verb classes, where we see a larger improvement
when using finer-grained levels of verb semantic
classes (30 or 50 classes), which seem more
contributive.

For future work, we will further investigate the
possibility of using verb lexicons for retrofitting
new generations of word representation models
such as contextualized embeddings; we will further
evaluate on other downstream biomedical tasks, for
instance event and pathway extraction and medical
question answering.
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Abstract
Distributed representations of text can be used
as features when training a statistical classi-
fier. These representations may be created as
a composition of word vectors or as context-
based sentence vectors. We compare the two
kinds of representations (word versus context)
for three classification problems: influenza
infection classification, drug usage classifi-
cation and personal health mention classifi-
cation. For statistical classifiers trained for
each of these problems, context-based rep-
resentations based on ELMo, Universal Sen-
tence Encoder, Neural-Net Language Model
and FLAIR are better than Word2Vec, GloVe
and the two adapted using the MESH ontol-
ogy. There is an improvement of 2-4% in the
accuracy when these context-based represen-
tations are used instead of word-based repre-
sentations.

1 Introduction

Distributed representations (also known as ‘em-
beddings’) are dense, real-valued vectors that cap-
ture semantics of concepts (Mikolov et al., 2013).
When learned from a large corpus, embeddings
of related words are expected to be closer than
those of unrelated words. When a statistical clas-
sifier is trained, distributed representations of tex-
tual units (such as sentences or documents) in
the training set can be used as feature represen-
tations of the textual unit. This technique of sta-
tistical classification that uses embeddings as fea-
tures has been shown to be useful for many Natu-
ral Language Processing (NLP) problems (Zhang
et al., 2015; Joshi et al., 2016; Chou et al., 2016;
Simova and Uszkoreit, 2017; Fu et al., 2016; Bus-
caldi and Priego, 2017) and biomedical NLP prob-
lems (Yadav et al., 2017; Kholghi et al., 2016).
In this paper, we experiment with three classifica-
tion problems in health informatics: influenza in-
fection classification, drug usage classification and

personal health mention classification. We use sta-
tistical classifiers trained on tweet vectors as fea-
tures. To compute a tweet vector, i.e., a distributed
representation for tweets, typical alternatives are:
(a) tweet vector as a function of word embeddings
of the content words1 in the tweet; or, (b) a con-
textualised representation that computes sentence
vectors using language models. The former con-
siders meanings of words in isolation, while the
latter takes into account the order of these words
in addition to their meaning. We compare word-
based and context-based representations for the
three classification problems. This paper investi-
gates the question:

‘When statistical classifiers are trained
on vectors of tweets for health informat-
ics, how should the vector be computed:
using word-based representations that
consider words in isolation or context-
based representations that account for
word order using language models?’

For these classification problems, we compare
five approaches that use word-based representa-
tions with four approaches that use context-based
representations.

2 Related Work

Distributed representations as features for
statistical classification have been used for
many NLP problems: semantic relation ex-
traction (Hashimoto et al., 2015), sarcasm
detection (Joshi et al., 2016), sentiment analy-
sis (Zhang et al., 2015; Tkachenko et al., 2018),
co-reference resolution (Simova and Uszkoreit,
2017), grammatical error correction (Chou et al.,
2016), emotion intensity determination (Buscaldi

1Content words refers to all words except stop words.
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Representation Details
A tweet vector is the average of the vectors of the content words in the tweet.

W
or

d-
ba

se
d Word2Vec PreTrain,

GloVe PreTrain
Vectors of the content words are obtained from pre-
trained embeddings from Word2Vec & GloVe respec-
tively.

Word2Vec SelfTrain Vectors of the content words are based on embeddings
learned from the training set, separately for each fold.

Word2Vec WithMeSH,
Glove WithMeSH

Vectors of the content words are pre-trained word
embeddings from Word2Vec & GloVe (respectively)
retrofitted using MeSH ontology.

C
on

te
xt

-b
as

ed A tweet vector is obtained from a pre-trained language model that uses context.
ELMo, USE, NNLM, FLAIR Context-based representations of tweets are obtained

from pre-trained models of ELMo, USE, NNLM and
FLAIR respectively. They account for relationship be-
tween words using language models.

Table 1: Summary of the representations used in our experiments.

and Priego, 2017) and sentence similarity detec-
tion (Fu et al., 2016). In terms of the biomedical
domain, word embedding-based features have
been used for entity extraction in biomedical
corpora (Yadav et al., 2017) or clinical informa-
tion extraction (Kholghi et al., 2016). Several
approaches for personal health mention classifi-
cation have been reported (Aramaki et al., 2011;
Lamb et al., 2013a; Yin et al., 2015). Aramaki
et al. (2011) use bag-of-words as features for
personal health mention classification. Lamb
et al. (2013a) use linguistic features including
coarse topic-based features, while Yin et al.
(2015) use features based on parts-of-speech and
dependencies for a statistical classifier. Feng
et al. (2018) compare statistical classifiers with
deep learning-based classifiers for personal
health mention detection. In terms of detecting
drug-related content in text, there has been work
on detecting adverse drug reactions (Karimi
et al., 2015). Nikfarjam et al. (2015) use word
embedding clusters as features for adverse drug
reaction detection.

3 Representations

A tweet vector is a distributed representation of a
tweet, and is computed for every tweet in the train-
ing set. The tweet vector along with the output la-
bel is then used to train the statistical classification
model. The intuition is that the tweet vector cap-
tures the semantics of the tweet and, as a result,
can be effectively used for classification. To ob-
tain tweet vectors, we experiment with two alter-

natives that have been used for several text classi-
fication problems in NLP: word-based representa-
tions and context-based representations. They are
summarised in Table 1, and described in the fol-
lowing subsections.

3.1 Word-based Representations

A word-based representation of a tweet combines
word embeddings of the content words in the
tweet. We use the average of the word embed-
dings of content words in the tweet. Average
of word embeddings have been used for differ-
ent NLP tasks (De Boom et al., 2016; Yoon et al.,
2018; Orasan, 2018; Komatsu et al., 2015; Ettinger
et al., 2018). As in past work, words that were not
learned in the embeddings are dropped during the
computation of the tweet vector. We experiment
with three kinds of word embeddings:

1. Pre-trained Embeddings: Denoted as
Word2Vec PreTrained and GloVe PreTrained
in Table 1, we use pre-trained embeddings of
words learned from large text corpora: (A)
Word2Vec by Mikolov et al. (2013): This has
been pre-trained on a corpus of news articles
with 300 million tokens, resulting in 300-
dimensional vectors; (B) GloVe by Penning-
ton et al. (2014): This has been pre-trained
on a corpus of tweets with 27 billion tokens,
resulting in 200-dimensional vectors.

2. Embeddings Trained on The Training
Split: It may be argued that, since the pre-
trained embeddings are learned from a cor-
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Classification # tweets (# true tweets)

IIC 9,006 (2,306)
DUC 13,409 (3,167)
PHMC 2,661 (1,304)

Table 2: Dataset statistics.

pus from an unrelated domain (news and gen-
eral, in the case of Word2Vec and GloVe
respectively), they may not capture the se-
mantics of the domain of the specific clas-
sification problem. Therefore, we also use
the Word2Vec Model available in the gensim
library (Řehůřek and Sojka, 2010) to learn
word embeddings from the documents. For
each split, the corresponding training set is
used to learn the embeddings. The embed-
dings are then used to compute the tweet vec-
tors and train the classifier. We refer to these
as Word2Vec SelfTrain.

3. Pre-trained embeddings retrofitted with
medical ontologies: Another alternative to
adapt word embeddings for a classification
problem is to use structured resources (such
as ontologies) from a domain same as that
of the classification problem. Faruqui et al.
(2015) show that word embeddings can be
retrofitted to capture relationships in an on-
tology. We use the Medical Subject Head-
ings (MeSH) ontology (Nelson et al., 2001),
maintained by the U.S. National Library of
Medicine, which provides a hierarchically-
organised terminology of medical concepts.
Using the algorithm by Faruqui et al.
(2015), we retrofit pre-trained embeddings
from Word2Vec and GloVe, with the MeSH
ontology. The retrofitted embeddings for
Word2Vec and GloVe are referred to as
Word2Vec WithMeSH, and GloVe WithMeSH
respectively.

The three kinds of word-based representations re-
sult in five configurations: Word2Vec PreTrained,
GloVe PreTrained, Word2Vec SelfTrain,
Word2Vec WithMeSH, and GloVe WithMeSH.

3.2 Context-based Representations

Context-based representations may use language
models to generate vectors of sentences. There-
fore, instead of learning vectors for individual

words in the sentence, they compute a vector for
sentences on the whole, by taking into account the
order of words and the set of co-occurring words.

We experiment with four deep contextualised
vectors: (A) Embeddings from Language Mod-
els (ELMo) by Peters et al. (2018): ELMo uses
character-based word representations and bidi-
rectional LSTMs. The pre-trained model com-
putes a contextualised vector of 1024 dimensions.
ELMo is available in the Tensorflow Hub2, a
repository of machine learning modules; (B) Uni-
versal Sentence Encoder (USE) by Cer et al.
(2018): The encoder uses a Transformer archi-
tecture that uses attention mechanism to incorpo-
rate information about the order and the collection
of words (Vaswani et al., 2017). The pre-trained
model of USE that returns a vector of 512 di-
mensions is also available on Tensorflow Hub; (C)
Neural-Net Language Model (NNLM) by Ben-
gio et al. (2003): The model simultaneously learns
representations of words and probability functions
for word sequences, allowing it to capture seman-
tics of a sentence. We use a pre-trained model
available on Tensorflow Hub, that is trained on
the English Google News 200B corpus, and com-
putes a vector of 128 dimensions; (D) FLAIR by
Akbik et al. (2018): This library by Zalando re-
search3 uses character-level language models to
learn contextualised representations. We use the
pooling option to create sentence vectors. This is
a concatenation of GloVe embeddings and the for-
ward/backward language model. The resultant is
a vector of 4196 dimensions.

Table 1 refers to the four configurations as
ELMo, USE, NNLM and FLAIR respectively.

4 Experiment Setup

We conduct our experiments on three boolean
classification problems in health informatics: (A)
Influenza Infection Classification (IIC): The
goal is to predict if a tweet reports an influenza
infection (‘I have been coughing all day’, for ex-
ample) or describes information about influenza
(‘flu outbreaks are common in this month of the
year’, for example). We use the dataset pre-
sented in Lamb et al. (2013b); (B) Drug Usage
Classification (DUC): The objective here is to

2https://www.tensorflow.org/hub/; Ac-
cessed on 3rd June, 2019.

3https://github.com/zalandoresearch/
flair; Accessed on 3rd June, 2019.
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# dim. IIC DUC PHMC

(A) Word-based Representations

Word2Vec PreTrain 300 0.8106 (σ: 0.024) 0.7417 (σ: 0.153) 0.7632 (σ: 0.037)
GloVe PreTrain 200 0.7996 (σ: 0.015) 0.7549 (σ: 0.120) 0.7765 (σ: 0.033)
Word2Vec SelfTrain 300 0.5099 (σ: 0.001) 0.7450 (σ: 0.028) 0.7418 (σ: 0.003)
Word2Vec WithMeSH 300 0.6944 (σ: 0.021) 0.7450 (σ: 0.046) 0.7427 (σ: 0.050)
GloVe WithMeSH 200 0.7264 (σ: 0.017) 0.7635 (σ: 0.030) 0.7425 (σ: 0.010)

(B) Context-based Representations

ELMo 1024 0.8010 (σ: 0.021) 0.7724 (σ: 0.090) 0.7814 (σ: 0.02)
USE 512 0.8164 (σ: 0.008) 0.7790 (σ: 0.100) 0.8155 (σ: 0.030)
NNLM 128 0.8520 (σ: 0.006) 0.7610 (σ: 0.070) 0.7495 (σ: 0.020)
FLAIR 4196 0.8000 (σ: 0.021) 0.7667 (σ: 0.116) 0.7896 (σ: 0.031)

Table 3: Comparison of five word-based representations with four context-based representations; Average accuracy
with standard deviation (σ) indicated in brackets.

detect whether or not a tweet describes the us-
age of a medicinal drug (‘I took some painkillers
this morning’, for example). We use the dataset
provided by Jiang et al. (2016); (C) Per-
sonal Health Mention classification (PHMC):
A personal health mention is a person’s report
about their illness. We use the dataset provided
by Robinson et al. (2015). For example ‘I have
been sick for a week now’ is a personal health men-
tion while ‘Rollercoasters can make you sick’ is
not. It must be noted that IIC involves influenza
while the PHMC dataset covers a set of illnesses
as described later.

The datasets for each of the classification prob-
lems consist of tweets that have been manually an-
notated as reported in the corresponding papers.
The statistics of these datasets are shown in Ta-
ble 2. The values in brackets indicate the number
of true tweets (i.e., tweets that have been labeled as
true), since these are boolean classification prob-
lems. For details on inter-annotator agreement and
the annotation techniques, we refer the reader to
the original papers. Based on sentence vectors ob-
tained using either word-based or context-based
representations, we train logistic regression with
default parameters available as a part of the Lib-
linear package (Fan et al., 2008). We report five-
fold cross-validation results for our experiments.
Each fold is created using stratified k-fold sam-
pling available in scikit-learn4.

4https://scikit-learn.org/stable/; Ac-
cessed on 3rd June, 2019.

5 Results

We first present a quantitative evaluation to com-
pare the two types of representations. Following
that, we analyse sources of errors.

5.1 Quantitative Evaluation

We compare word-based and context-based rep-
resentations for the three classification problems
in Table 3. Accuracy is computed as the propor-
tion of correctly classified instances. The table
contains the average accuracy values with stan-
dard deviation values shown in parentheses. The
table is divided into two parts. Part (A) corre-
sponds to experiments using word-based represen-
tations, while Part (B) corresponds to those using
context-based representations. In general, context-
based representations result in an improvement
in the three classification problems as compared
to word-based representations. For IIC, the best
word-based representation is when pre-trained
Word2Vec embeddings (Word2V ec PreTrain)
of content words are averaged to generate the
tweet vector. The accuracy in this case is 0.8106.
In contrast, the best performing context-based rep-
resentation is NNLM (0.8520). This is an im-
provement of 4% points. Similarly, tweet vec-
tors created using USE result in an accuracy of
0.7790 for DUC and 0.8155 for PHMC. This is an
improvement of 2-4% points each over the word-
based representations for these two classification
problems as well. In addition, for pre-trained em-
beddings (Word2Vec and GloVe) retrofitted with a
medical ontology (MeSH), we observe a degrada-
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1st-person men-
tions

Present Partici-
ple

Word Context Word Context

IIC 58.2 41.0 79.6 72.5
DUC 66.4 54.75 33.0 40.75
PHMC 64.8 37.5 61.6 40.0

Table 4: Average number of instances (out of 100
randomly sampled mis-classified instances) containing
first-person mentions and present participle form for
the three classification problems and two types of rep-
resentations.

tion in the accuracy for IIC and PHMC, as com-
pared to without retrofitting. There is an improve-
ment of 1% point in the case of DUC. Similarly,
learning the embeddings on the specific training
corpus does not work well. It leads to a degrada-
tion as compared to pre-trained embeddings. This
could happen because pre-trained embeddings are
trained on much larger corpora than our training
datasets, thereby capturing semantics more effec-
tively than the Word2Vec SelfTrain variant.

5.2 Qualitative Evaluation
For a qualitative comparison of the two representa-
tions, we analyse 100 randomly sampled instances
that are mis-classified by each classifier. While
these instances need not be the same for each clas-
sifier, the trends in the errors show where one kind
of representation scores over the other. We com-
pared linguistic properties of these mis-classified
instances, such as the person, tense and number.
Table 4 shows two linguistic properties where we
observed the most variation: first-person mentions
and the use of present participles. The two proper-
ties are important in terms of the semantics of the
three classification problems. First-person men-
tions are useful indicators to identify if the speaker
has influenza, took a drug or reported a personal
health mention. Similarly, present participle forms
of verbs appear in situations where a person has
had an infection or taken a drug. For ‘Word’, the
average is over the five representations, while for
‘Context’, the average is over the four context-
based representations. In the case of IIC, an av-
erage of 58.2 mis-classified instances from word-
based representations contained first person men-
tions. The corresponding number for context-
based representations was 41. For PHMC, the av-
erages are 64.8 (word-based) and 37.5 (context-

based). The difference is not as high in the case of
DUC (66.4 and 54.75 respectively). Differences
are observed in the case of present participle in
mis-classified instances. However, in the case of
DUC, errors from context-based representations
contain more average number of present partici-
ples (40.75) than word-based representations (33).

6 Conclusions

In this paper, we show that context-based rep-
resentations are a better choice than word-based
representations to create tweet vectors for clas-
sification problems in health informatics. We
experiment with three such problems: influenza
infection classification, drug usage classification
and personal health mention classification, and
compare word-based representations with context-
based representations as features for a statisti-
cal classifier. For word-based representations,
we consider pre-trained embeddings of Word2Vec
and GloVe, embeddings trained on the train-
ing split, and the pre-trained embeddings of
Word2Vec and GloVe retrofitted to a medical on-
tology. For context-based representations, we con-
sider ELMo, USE, NNLM and FLAIR. For the
three problems, the highest accuracy is obtained
using context-based representations. In compar-
ison with pre-trained embeddings, the improve-
ment in classification is approximately 4% for in-
fluenza infection classification, 2% for drug usage
classification and 4% for personal health mention
classification. Embeddings trained on the train-
ing corpus or retrofitted on the ontology perform
worse than those pre-trained on a large corpus.

While these observations are based on statistical
classifiers, the corresponding benefit of context-
based representations on neural architectures can
be validated as a future work. In addition, while
we average the word vectors to obtain tweet vec-
tors, other options for tweet vector computation
can be considered for word-based representations.
In terms of the dataset, the comparison should be
validated for text forms other than tweets, such as
medical records. Medical records are expected to
have typical challenges such as the use of abbre-
viations and domain-specific phrases that may not
have been learned in pre-trained embeddings.
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Abstract

Knowledge base construction is crucial for
summarising, understanding and inferring re-
lationships between biomedical entities. How-
ever, for many practical applications such as
drug discovery, the scarcity of relevant facts
(e.g. gene X is therapeutic target for dis-
ease Y) severely limits a domain expert’s abil-
ity to create a usable knowledge base, either
directly or by training a relation extraction
model. In this paper, we present a simple and
effective method of extracting new facts with a
pre-specified binary relationship type from the
biomedical literature, without requiring any
training data or hand-crafted rules. Our sys-
tem discovers, ranks and presents the most
salient patterns to domain experts in an inter-
pretable form. By marking patterns as com-
patible with the desired relationship type, ex-
perts indirectly batch-annotate candidate pairs
whose relationship is expressed with such pat-
terns in the literature. Even with a complete
absence of seed data, experts are able to dis-
cover thousands of high-quality pairs with the
desired relationship within minutes. When a
small number of relevant pairs do exist - even
when their relationship is more general (e.g.
gene X is biologically associated with disease
Y) than the relationship of interest - our sys-
tem leverages them in order to i) learn a better
ranking of the patterns to be annotated or ii)
generate weakly labelled pairs in a fully auto-
mated manner. We evaluate our method both
intrinsically and via a downstream knowledge
∗Equal contribution. Listing order is alphabetical. Theo-
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the early prototypes and contributed the different methods for
extracting and lexicalising patterns. Ashok provided concep-
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base completion task, and show that it is an ef-
fective way of constructing knowledge bases
when few or no relevant facts are already avail-
able.

1 Introduction

In many important biomedical applications, ex-
perts seek to extract facts that are often complex
and tied to particular tasks, hence data that are
truly fit for purpose are scarce or simply non-
existent. Even when only binary relations are
sought, useful facts tend to be more specific (e.g.
mutation of gene X has a causal effect on disease
Y in an animal model) than associations typically
found in widely available knowledge bases. Ex-
tracting facts with a pre-specified relationship type
from the literature in the absence of training data
often relies on handcrafted rules, which are labo-
rious, ad-hoc and hardly reusable for other types
of relations. Recent attempts to create relational
data from scratch by denoising the output of mul-
tiple hand-written rules (Ratner et al., 2016) or by
augmenting existing data through the induction of
new black-box heuristics (Varma and Ré, 2018)
are still dependent on ad-hoc human effort or pre-
existing data. Our approach involves discovering
and recommending, rather than prescribing, rules.
Importantly, our rules are presented as text-like
patterns whose meaning is transparent to human
annotators, enabling integration of an automatic
data generation (or augmentation) system with a
domain expert feedback loop.

In this work, we make the following contribu-
tions:

• We propose a number of methods for extract-
ing patterns from a sentence in which two
eligible entities co-occur; different types of
patterns have different trade-offs between ex-
pressive power and coverage.
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• We propose a simple method for presenting
patterns in a readable way, enabling faster,
more reliable human annotation

• For cases where a small number of seed pairs
are already available, we propose a method
which utilises these seed pairs to rank newly
discovered patterns in terms of their compat-
ibility with the existing data. The resulting
patterns can be used with or without a human
in the loop.

The rest of the paper is organised as follows.
Section 2 describes some related work. Section 3
explains the relationship between patterns and la-
belling rules and presents some pattern types along
with techniques for rendering them interpretable.
Section 4 provides a high-level overview of the
system and covers details of our different work-
flows (with and without seed data; with and with-
out human feedback). Section 5 explains how we
measure the system’s performance both intrinsi-
cally and via a downstream knowledge base com-
pletion task. In section 6, we report the details
of our main experiments while in sections 7 and
8 we present some analysis along with further ex-
periments. The paper ends with conclusions and
proposals for further work in section 9.

2 Related work

The idea of extracting entity pairs by discovering
textual patterns dates back to early work on boot-
strapping for relation extraction with the DIPRE
system (Brin, 1999). This system was designed to
find co-occurrences of seed entity pairs of a known
relationship type inside unlabelled text, then ex-
tract simple patterns (exact string matches) from
these occurrences and use them to discover new
entity pairs. Agichtein et al. (2000) introduced a
pattern evaluation methodology based on the pre-
cision of a pattern on the set of entity pairs which
had already been discovered; they also used the
dot product between word vectors instead of an
exact string match to allow for slight variations
in text. Later work (Greenwood and Stevenson,
2006; Xu et al., 2007; Alfonseca et al., 2012)
has proposed more sophisticated pattern extrac-
tion methods (based on dependency graphs or ker-
nel methods on word vectors) and different pat-
tern evaluation frameworks (document relevance
scores).

Two recent weak supervision techniques, Data
Programming (Ratner et al., 2016) and the method

underlying the Snuba system (Varma and Ré,
2018) have attempted to combine the results of
handcrafted rules and weak base classifiers respec-
tively. Data Programming involves modelling the
accuracy of ideally uncorrelated rules devised by
domain experts, then combining their output into
weak labels. Although this approach does not re-
quire any seed data, it does rely on handwritten
rules, which are both time consuming and ad-hoc
due to the lack of a data-driven mechanism for ex-
ploring the space of possible rules. Snuba learns
black-box heuristics (parameters for different clas-
sifiers) given seed pairs of the desired relationship.
This method avoids the need for manually com-
posing rules, however, the rules it learns are not
interpretable, which makes the pipeline harder to
combine with an active learning step. Second, the
system requires gold standard pairs. In contrast,
while our system can leverage gold standard an-
notations, if available, in order to reduce the space
of discovered rules, as well as tune the ranking
of newly discovered patterns, it is entirely capa-
ble of starting without any gold data if ranking is
heuristics-based (e.g. prioritisation by frequency)
and a human assesses the quality of the highest
coverage rules suggested. Our method does not
preclude use within a data programming setup as
a way of discovering labelling functions or within
a system like Snuba, as a way of generating seed
pairs. Another body of work, distant supervision
(Verga et al., 2018; Lin et al., 2016) has been a
recent popular way to extract relationships from
weak labels, but does not give the user any control
on the model performance.

A well known body of work, OpenIE (Banko
et al., 2007; Fader et al., 2011; Mausam et al.,
2012; Angeli et al., 2015) aims to extract patterns
between entity mentions in sentences, thereby dis-
covering new surface forms which can be clus-
tered (Mohamed et al., 2011; Nakashole et al.,
2012) in order to reveal new meaningful relation-
ship types. In the biomedical domain, Percha and
Altman (2018) attempt something similar by ex-
tracting and clustering dependency patterns be-
tween pairs of biomedical entities (e.g. chemical-
gene, chemical-disease, gene-disease). Our work
differs from these approaches in that we extract
pairs for a pre-specified relationship type (either
from scratch or by augmenting existing data writ-
ten with specific guidelines), which is not guaran-
teed to correspond to a cluster of discovered sur-
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face forms.

3 Extracting interpretable patterns

In a rule-based system, a rule, whether handwrit-
ten or discovered, can be described as a hypothet-
ical proposition “if P then Q”, where P (the an-
tecedent) is a set of conditions that may be true or
false of the system’s input and Q (the consequent)
is the system’s output. For instance, a standard
rule-based relation extraction system can i) take
as input a pair of entities (e.g. TNF-GeneID:7124

and Melanoma-MESH:D008545) that are mentioned
in the same piece of text, ii) test whether cer-
tain conditions are met (e.g. presence of lex-
ical or syntactic features) and iii) output a la-
bel (e.g. 1: Therapeutic target, 0: Not

therapeutic target.)
In this work, patterns are seen as the antecedents

of rules that determine which label (consequent)
should be assigned to some input (e.g. candidate
pair + text that mentions it.) We aim to extract
patterns that are expressive enough to allow a sys-
tem or a domain expert to discriminate between
the different labels available for an input but also
generic enough to apply to a wide range of inputs.
In this work, we have made the following simpli-
fying assumptions:

1. Relationships are binary (i.e. hold between
exactly two entities).

2. A pair of entities are candidates for relation
extraction if they are mentioned simultane-
ously in the same sentence.

3. There is a one-to-many relationship between
patterns and inputs. An input (i.e. sentence
+ entity pair) is described by a single pattern
(although this pattern can be a boolean com-
bination of other patterns) but one pattern can
correspond to multiple inputs.

4. We can select patterns which are expressive
enough to represent the relationship, so it is
possible to classify the input from which a
given pattern has been extracted by exam-
ining the pattern alone. However, the omit-
ted part of the sentence may contain contex-
tual information which specifies the condi-
tion when or where the relationship holds.
Modeling such contextual information would
be useful but is beyond the scope of this
work. A consequence of this assumption is
that it is possible to batch-annotate a group

of inputs that correspond to the same pattern
by annotating the pattern itself.

Pattern interpretability An important consid-
eration in this research is pattern interpretability,
which could assist domain experts (who are not
NLP experts) in exploring the space of labelling
rule antecedents for a given relationship type in a
given corpus. Hence, for each pattern, we con-
struct what we call a pattern lexicalisation, that
is converting a pattern to a readable text-like se-
quence.

Pattern types Simple patterns, which can po-
tentially be combined with boolean operators, can
be of different types. We illustrate some types of
patterns used in our experiments through the fol-
lowing example sentences that include mentions
of a gene-disease pair:

(1) “We investigate the hypothesis that the
knockdown of BRAF may affect melanoma
progression.”

(2) “The study did not record higher NF-kb ac-
tivity in cancer patients.”

Below are some types of patterns, as well as
their lexicalisations:

• KEYWORDS: words (e.g. ‘inhibiting’) or
lemmas (e.g. ‘inhibit’) in the entire sentence
or in the text between the entities. This pat-
tern’s lexicalisation is, trivially, the word it-
self.

• PATH: shortest path between the two entity
mentions in the dependency graph of the
sentence. For instance, in example (1), the
path could be BRAF <-pobj- of <-prep-

knockdown <-nsubj- affect -dobj->

progression -compound-> melanoma;
in example (2), the path could be NF-kb

<-compound- activity -prep-> in

-pobj-> patients -compound-> cancer).
To lexicalise patterns of this type, we extract
the nodes (i.e. words) from the path, arrange
them as per their order in the sentence and
replace the entity mentions by a symbol
denoting simply their entity types. For in-
stance, the first pattern becomes "knockdown
of GENE affect DISEASE progression".
This pattern is used extensively in our ex-
periments because it strikes a good balance
between expressive power and coverage.
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We call its lexicalisation a simplification
because it is a text-like piece that simplifies
a sentence by discarding all but the most
essential information.

• PATH ROOT: the root (word with no in-
coming edges) of the shortest path between
the two entities (e.g. ‘affect’ and ‘activ-
ity’ in examples (1) and (2) respectively).
The lexicalisation could be trivial (i.e. the
root itself) or, alternatively, if this pattern is
used in an AND boolean combination with the
PATH pattern, the root can simply be high-
lighted (e.g. "knockdown of GENE affect

DISEASE progression")

• SENTENCE ROOT: the root of the depen-
dency graph of the entire sentence (e.g.
‘investigate’ and ‘record’ in the examples
above), which is often not the same as root
of the path connecting the two entities. It can
be lexicalised similarly to the pattern above.

• PATH BETWEEN ROOTS: the path between
the root of the entire sentence and the
root of the path between the two entities
(e.g. investigate -dobj-> hypothesis

-acl-> affect and record -dobj->

activity for examples (1) and (2) re-
spectively). The pattern can be lexicalised
as what we have called “simplification”
(e.g. investigate hypothesis affect,
or, if AND-ed with the PATH pattern, all the
words from both patterns can be merged and
arranged as per their original order in the
sentence, potentially with some highlighting
to differentiate the two simpler patterns (e.g.
"investigate hypothesis knockdown of

GENE affect DISEASE progression")

• SENTENCE ROOT DESCENDANTS: the
direct descendants of the SENTENCE ROOT,
for instance, ‘did’, ‘not’ and ‘activity’ in
the example (1), because of the edges did

<-aux- record, not <-neg- record and
record -dobj-> activity. To lexicalise
this pattern, we can extract the words and
merge them with words of other patterns.
Alternatively, we can devise some simpler
sub-patterns, for instance, descendants with
aux, that is auxiliary, edges, such as ‘may’,
or descendants with neg edges such as ‘not’
and place them outside any simplification:
"investigate hypothesis knockdown

of GENE affect DISEASE progression +

hedging:[may]"

• PATH ROOT DESCENDANTS: the direct de-
scendants of the root of the path between
the entities (e.g. ‘may’ and ‘progres-
sion’ in example (1) because may <-aux-

affect and affect -dobj-> progression;
‘higher’ and ‘in’ in the example (2) because
higher <-amod- activity and activity

-prep-> in). Its lexicalisation can be the
same as that of the previous pattern type.

Other examples of patterns could be regu-
lar expressions or rules informed by an ex-
ternal biomedical ontology (e.g. GENE is a

Rhodopsin-like receptor) or with lexical in-
formation from databases like WordNet (Miller,
1995) (e.g. for increasing pattern coverage lever-
aging synonyms or hypernyms of words in a pat-
tern.)

It should be obvious that the more expressive a
pattern becomes (for instance by AND-ing multiple
other patterns), the less capable it is of subsuming
many sentences. It is important to discover pat-
terns with this trade-off in mind.

4 System overview

In this section, we will describe each step of our
system, outlined in Figure 1.

4.1 Data preparation

Extracting named entities and patterns The
first step is performing named entity recognition
(NER) on the sentences in the corpus to enable
us to identify all the sentences which contain en-
tity pairs of interest. Our experiments are focused
on gene-therapeutic target pairs, however, the sys-
tem is designed to be agnostic to different types
of entities and relationships between them. We
then extract the desired patterns from each of these
sentences, as described in section 3. For simplic-
ity, we limited our experiments to sentences that
contain exactly one gene-disease pair, however,
extending the system to handle multiple pairs is
straightforward.

We index each sentence in a database along with
the lexicalisation for its pattern (e.g. the ‘simpli-
fication’ for PATH or PATH BETWEEN ROOTS pat-
terns) and the entity pair found. This allows us to
easily query this database i) for all entity pairs that
correspond to a pattern (which is now lexicalised
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extraction of named entities and patterns

filter out sentences

rank patterns

labels

expert annotates top patterns

generate new pairs from good patterns
(intrinsic evaluation)

downstream task: KB completion
(extrinsic evaluation)

Figure 1: System overview. Diamond box is present
only in workflows with seed labels available (i.e. “no
expert but labels” and “expert with labels”), elliptical
box is only present in workflows involving an expert
(i.e. “expert - no labels” and “expert with labels”) and
rectangular boxes are always present.

and stored as a string) or ii) for all patterns that
correspond to an entity pair.

Filtering out sentences with negation and hedg-
ing. Since we are interested in inputs which un-
ambiguously encode affirmations of facts about
entities, we filter out any sentences which con-
tain negation, speculation, or other forms of
hedging. We adopt a conservative approach
by excluding sentences which match specific
instantiations of these pattern types: i) KEY-
WORDS (e.g. presence of terms such as “no”,
“didn’t”, “doubt”, “speculate” etc. in the sen-
tence); our list is modified from NegEx (Chap-
man et al., 2013), ii) SENTENCE ROOT AND SEN-
TENCE ROOT DESCENDANTS (e.g. “study we in-
vestigated”, which makes no statement of results),
iii) PATH ROOT AND PATH ROOT DESCENDANTS

(e.g. “was used”, “was performed”), iv)
path between roots (e.g. “found associated”) This
filtering is applied at all stages in our system where
sentences are used.

4.2 Ranking patterns
Below we describe methods for ranking and se-
lecting top patterns in the presence or absence of
domain expertise or labelled training data.

Baseline workflow: “no expert - no labels” In
this workflow, we simply extract new pairs using

simplifications (from the PATH pattern type, but
other types are also described in our experiments)
that have a high enough (>= 5) count of entity
pairs.

Manual curation in the absence of any labelled
training data: “expert - no labels” In this
workflow, we have a domain expert (a biologist)
available for manual curation but there is no la-
belled training data. It is not possible for a domain
expert to annotate all simplifications; this would
be too time-consuming. In such cases, active
learning can be helpful in deciding which simplifi-
cations should be shown to the domain experts for
manual curation to best improve the output of our
system. The approach that we adopt here is sim-
ple but the system could be extended with more
sophisticated active learning strategies. We rank
the simplifications by their count of entity pairs;
by this we mean the number of unique pairs con-
tained in the sentences in our corpus which corre-
spond to a given simplification (similar to section
4.2). We then show the top ranked simplifications
(i.e. those with the greatest pair count) to our do-
main expert with a fixed number of random exam-
ple sentences who then decides if a given simpli-
fication is an appropriate heuristic to extract new
entity pairs from the corpus, by selecting one of
three options “Yes”, “No”, “Maybe”.

Automated workflow: “no expert but labels”
For this workflow, a set of gold standard pairs ex-
ists as training data but we have no domain ex-
perts available. The sentence simplifications can
be ranked using various metrics calculated against
the gold standard training data. Each simplifica-
tion is considered as a classifier: A given pair
is ‘classified’ by the simplification as positive if
the pair can be discovered using the simplifica-
tion’s underlying rule in the corpus. Otherwise,
it is classified as negative. The metrics we use
to rank the simplifications are precision and re-
call. The gold standard pairs will form the pos-
itive pairs in our training data. To obtain nega-
tive pairs, we operate under the closed world as-
sumption: any entity pair found in our corpus of
sentences not present in our gold standard set is
taken to be negative. This results in an imbalance
in the sizes of positive and negative training data
which skews the value of precision. To address
this, we use a precision metric where the number
of true positives and false positives are normalised
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by the total number of positive and negative pairs
respectively in our training data. For each simpli-
fication S we define true positives (TPS) and false
positives (FPS) as the sets of correctly and incor-
rectly positive-labelled entity pairs respectively.
Our variant of precision for a simplification S is
then, precisionS = |TPS |/NP

|TPS |/NP+|FPS |/NN
where

NP and NN are the number of positive and neg-
ative pairs respectively in the training data. With
this metric, if a simplification classifies 10% of the
positive pairs as true positives and 10% of the neg-
ative pairs as false positives then precisionS =

0.1
0.1+0.1 = 0.5. The metric utilises the percent-
age of each class instead of the absolute number
of pairs, as would be the case for the standard pre-
cision metric. The definition of recall for a given
simplification S is with respect to just the positive
training data and is thus unaffected by an imbal-
ance in the sizes.

Manual curation with labelled data: “expert
with labels” For this workflow, both domain ex-
perts and labelled training data are available to us.
We improve on our methodology in the “expert -
no labels” workflow by making use of the metrics
discussed in the “no expert but labels” workflow
which are calculated using the labelled training
data. As we want to maximise the number and pre-
cision of new pairs extracted, we keep only sim-
plifications with recall and precision above certain
respective thresholds and present them to domain
experts ranked by pair count to ensure they see the
most impactful simplifications first.

4.3 Generating new pairs

All previous stages aim at generating a list of good
simplifications. We now have a collection of rules
which can be used to extract new entity pairs from
the corpus. Any simplification selected as useful
implies that all entity pairs recovered from the cor-
pus using this rule can be added as positive ex-
amples to the dataset. With the selected simplifi-
cations, we can batch-annotate thousands of sen-
tences, and hence pairs, with minimal effort. We
simply query our database for all new pairs which
are found in a sentence expressing any of our se-
lected simplifications.

Clustering simplifications We found that many
simplifications can be very similar up to a few
characters. We create clusters of quasi-identical
simplifications, and use them i) to enforce diver-

sity in the selection of simplifications for the user
to annotate, by picking only one simplification per
cluster and, ii) to safely extend the selection of
positive simplification to other simplification in
the cluster. We create clusters of simplifications by
detecting connected components in a graph where
the nodes are the simplifications and the edges are
between simplifications which are at a maximum
Levenshtein distance of 2. This allows us to be in-
variant to plural forms, upper/lower case, to short
words like in/of etc. Note that some (not all) of
these variations could be captured with a lemma-
tiser. Example of a distance 2 cluster:
{GENE effects on DISEASE,
GENE effect on DISEASE,
GENE effects in DISEASE}
With a distance of 2, we typically increase the
number of positive simplifications by 50%, which
significantly increases the recall on new pairs.

5 Evaluation

We implement two evaluation frameworks. The
first is an intrinsic evaluation of the quality of the
new extracted pairs. The second is extrinsic; we
consider how the inclusion of the new pairs dis-
covered by our system affects the performance of
a downstream knowledge base completion task.∗

5.1 Intrinsic evaluation

Pair-level Our aim in this subsection is to con-
struct an intrinsic evaluation framework which
can directly measure the quality of the discovered
pairs. We do this by holding out a fraction of the
gold standard positive pairs and the negative pairs
(under the closed world assumption) to be used as
a test set. The remaining fraction is used as train-
ing data. We evaluate our system by measuring
its recall, specificity (true negative rate), precision,
and F-score against this test set. In more detail,
the new pairs discovered by our selected simplifi-
cations are taken to be the positive pairs predicted
by our system. The overlap between these new
pairs and the positive test set are the true positives
(TP ) while the overlap with the negative test set
are the false positives (FP ). Recall and specificity
take their standard definitions. Again, we consider
a precision score which is normalised to correct

∗We consider the second type of evaluation extrinsic be-
cause knowledge base completion aims to recover latent re-
lationships, whereas knowledge base construction, which the
system is built for, is limited to extracting pairs from the lit-
erature.
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for the imbalance in numbers between positive and
negative pairs, precision = |TP |/NP

|TP |/NP+|FP |/NN
,

where NP and NN are the numbers of positive and
negative pairs respectively present in the test set
(as described in section 4.2). We take the F-score
to be the harmonic mean of this precision variant
and recall.

Simplification-level For the manual workflows,
we also consider the expert annotations while as-
sessing the quality of the simplifications. We
report MSP , the manual simplification preci-
sion, based on NY es, NNo and NMaybe, the num-
ber of simplifications that the expert has anno-
tated as “Yes”, “No” and “Maybe”. MSP =

NY es
NY es+NNo+NMaybe

. We expect MSP to be as high
as possible.

Extrinsic evaluation via knowledge base com-
pletion The setup for our extrinsic evaluation
framework is straightforward and intuitive. The
initial gold standard set of positive pairs is split
into training and test data. A graph completion
model is then trained using the training data and
evaluated to determine whether it can predict the
existence of the pairs in the test data. To de-
termine whether our knowledge base construction
system can add value, we use the new pairs found
from our system to augment the training data for
the graph completion model, and observe whether
this improves its performance against the test
set. We use ComplEx (Trouillon et al., 2017), a
well-established tensor factorisation model, as our
knowledge base completion model. We provide
standard information retrieval metrics to quantify
the performance of the graph completion model.
These are the precision, P (k), and recall, R(k),
calculated for the top k predictions along with the
mean average precision (mAP ). For gene-disease
entity pairs, for example, mAP = 1

Nd

∑
d
AveP ,

where the sum is over the diseases d with Nd be-
ing the total number of diseases, and AveP =∑
k
P (k) (R(k)−R(k − 1)) with P (k) and R(k)

as defined above.

6 Main experiments and results

6.1 Datasets

For all the following experiments, our data was
drawn from the following datasets: DisGeNET
(Pinero et al., 2016) and Comparative Toxicoge-
nomics Database (CTD) (Davis et al., 2018). CTD

contains two relation types: ‘marker/mechanism’
and ‘therapeutic’. We use both the entire CTD
dataset and the subset of therapeutic gene-disease
pairs which we refer to as CTD therapeutic.

The datasets above are first restricted to human
genes and then to the gene-disease pairs which ap-
pear in our corpus of sentences; this corpus con-
sists of sentences from PubMed articles which
have been restricted, for simplicity, to sentences
which contain just one gene-disease pair each.
With these restrictions in effect, the CTD dataset
has 8828 gene-disease pairs, CTD therapeutic has
169 pairs, and Disgenet has 33844 pairs.

6.2 Intrinsic evaluation results
In table 1, we report the pair-level metrics (see sec-
tion 5.1) for our three proposed workflows and a
baseline (see section 4). We also report the expert-
based metric MSP (see section 5.1) for the two
manual workflows. The CTD therapeutic dataset
was the most suitable dataset for this evaluation
because i) it is very relevant to crucial domains of
application such as drug discovery, and ii) its small
size makes it a good candidate for expansion. In
each session, the expert annotated 200 simplifica-
tions accompanied by 20 sentences. It took the
expert about 3 hours to annotate the first session,
which is a rapid way to generate thousands of new
pairs from scratch.

We find that our three main proposed workflows
(‘expert - with labels’, ‘expert - no labels’, and the
fully automated ‘no expert but labels’) all discover
a significant number of new gene-disease thera-
peutic pairs. As confirmed by both pair-level and
user-based metrics, incorporating the use of do-
main expert’s time and the use of labelled data re-
sults in higher precision at the expense of recall.

6.3 Extrinsic evaluation results
In table 2, we list the results of the downstream
knowledge base completion task for the fully auto-
mated workflow and the baseline. We compare the
performance of our knowledge base completion
model when trained with just the initial seed train-
ing data versus the seed training data augmented
with the new pairs discovered by our fully auto-
mated workflow (and baseline workflow).

The addition of new pairs from the fully auto-
mated workflow gives us a higher mean average
precision (mAP ) than with just the seed dataset.
We obtain a higher precision (for the top 100 and
top 1000 predictions) while maintaining the same

148



Selection method MSP New pairs Recall Specificity Precision F-score
expert with labels 0.315 8875 0.286 0.976 0.923 0.436
expert - no labels 0.265 9560 0.250 0.975 0.908 0.392

no expert but labels - 30006 0.679 0.920 0.894 0.772
no expert - no label (baseline) - 59913 0.774 0.842 0.830 0.801

Table 1: Intrinsic evaluation results for the main experiments on the CTD therapeutic dataset. This was carried out
with a train/valid/test split of 0.4/0.1/0.5, and precision threshold of 0.6 for the ‘expert with labels’ and ‘no expert
but labels’ workflows. MSP is our “manual simplification precision” metric. The precision and F-scores reported
here are normalised as described in the section 4.2.

level of recall. For the baseline workflow, mAP
is higher but with lower precision (for the top 100
and 1000 predictions respectively).

7 Top simplifications

In table 3, we show the simplifications with the
highest count of Disease-Gene pairs in our whole
corpus (after the sentence filtering), which have
been annotated by the expert as “Yes” or “No”,
for the CTD therapeutic dataset. While “Yes” and
“No” patterns look similar, we can clearly see dif-
ferences in language. The “No” annotations look
unspecific while the “Yes” ones express the target
has a therapeutic effect on the disease.

8 Further experiments

We performed several other experiments using our
fully automated workflow to evaluate the quality
of the new pairs discovered as we varied our ex-
periment parameters.

We consider three dimensions of variation:
varying the precision threshold for selecting sim-
plifications, varying the size of the seed training
set, and varying the expressiveness of the sim-
plification (for example, by including the SEN-
TENCE ROOT or restricting to simplifications with
at least a specified number of words).

The intrinsic evaluation results for these exper-
iments are listed in tables 4, 5, and 6. In all cases,
as we make our system more selective either by
raising the precision threshold, by starting with
fewer seeds pairs, or by restricting to more infor-
mative simplifications, we unsurprisingly obtain
higher precision at the expense of lower recall.

The extrinsic evaluation framework is less sen-
sitive to these changes but improvements were ob-
served (without any noticeable trend) for all these
parameter changes.

9 Conclusions and further work

We have presented a simple and effective method
for knowledge base construction when the desired
relational data are scarce or absent. We have
demonstrated its effectiveness via i) classification
metrics on a held-out test set, ii) human evalua-
tion and iii) performance on a downstream knowl-
edge base completion task. We further show that
in the presence of a small set of data, it is possi-
ble to control the quality of the pairs discovered,
by introducing stricter precision thresholds when
ranking patterns. Our method could in principle
be extended in order to: 1) handle higher-order
(e.g. ternary) relations between tuples, as opposed
to pairs (for instance using dependency subgraphs
that connect more than two entities cooccurring in
a sentence), 2) discover explicit negative examples
of a binary relation instead of simply positive ex-
amples, 3) train sentence-level relation extraction
systems, 4) collect and utilise continuous, rather
than discrete annotations for each pattern (e.g. an-
notators could indicate the percentage of correct
example sentences that correspond to a pattern
displayed) as part of a more sophisticated active
learning strategy, 5) extract patterns from a seman-
tic representation (Banarescu et al., 2013) and, fi-
nally, 6) map patterns to a vector space using a
distributional representation (e.g. defined by their
neighbouring words in sentences) and cluster them
for an optimal balance between expressive power
and coverage.
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Selection method New pairs MAP Precision Recall
seed dataset only - 0.0414 0.0179 / 0.0179 1.0 / 1.0

no expert but labels 30006 0.0545 0.0192 / 0.0192 1.0 / 1.0
no expert - no label (baseline) 59913 0.1885 0.01 / 0.0015 0.6019 / 0.9208

Table 2: Extrinsic evaluation results for the CTD therapeutic dataset. The experiment parameters are the same as
those given in table 1. Precision figures are given as ‘top 100 / top 1000’ and similarly for recall.

Pairs “Yes” simplif.
3345 role of GENE in DISEASE

839 GENE plays in DISEASE
648 GENE involved in DISEASE
321 GENE target in DISEASE
318 GENE target for DISEASE
289 GENE mice develop DISEASE
279 DISEASE caused by mutations

in GENE
276 GENE gene for DISEASE
273 role of GENE in development

of DISEASE
237 GENE promotes DISEASE

Pairs “No” simplif.
6629 GENE DISEASE
4110 DISEASE GENE
3350 GENE and DISEASE
2370 GENE in DISEASE
2333 DISEASE and GENE
1228 GENE DISEASE cells
904 DISEASE of GENE
879 DISEASE in GENE
638 DISEASE in GENE mice
572 role for GENE in

DISEASE
528 GENE in DISEASE

patients

Table 3: Top 10 simplifications for CTD Therapeutic
annotated “Yes” (left) and “No” (right) by the expert.

Dataset Thres. New pairs R S P F
CTD 0.8 29592 0.297 0.918 0.783 0.430
CTD 0.4 50329 0.379 0.863 0.735 0.500
DG 0.8 17441 0.180 0.947 0.773 0.292
DG 0.4 45446 0.314 0.867 0.703 0.434

Table 4: Intrinsic evaluation results (Recall, Specificity,
Precision and F-score) on CTD and DisGeNET (DG)
as we vary the precision threshold for the ‘no expert
but labels’ workflow. Experiments are done with a
train/valid/test split of 0.8/0.1/0.1 and we restrict to
simplifications with at least 5 words to ensure that they
are reasonably expressive.
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Abstract

We report the work-in-progress of collecting
MedLexSp, an unified medical lexicon for
the Spanish language, featuring terms and in-
flected word forms mapped to Unified Medical
Language System (UMLS) Concept Unique
Identifiers (CUIs), semantic types and groups.
First, we leveraged a list of term lemmas and
forms from a previous project, and mapped
them to UMLS terms and CUIs. To en-
rich the lexicon, we used both domain-corpora
(e.g. Summaries of Product Characteristics
and MedlinePlus) and natural language pro-
cessing techniques such as string distance
methods or generation of syntactic variants of
multi-word terms. We also added term vari-
ants by mapping their CUIs to missing items
available in the Spanish versions of standard
thesauri (e.g. Medical Subject Headings and
World Health Organization Adverse Drug Re-
actions terminology). We enhanced the vo-
cabulary coverage by gathering missing terms
from resources such as the Anatomical Thera-
peutical Classification, the National Cancer In-
stitute (NCI) Dictionary of Cancer Terms, Or-
phaData, or the Nomenclátor de Prescripción
for drug names. Part-of-Speech information
is being included in the lexicon, and the cur-
rent version amounts up to 76 454 lemmas and
203 043 inflected forms (including conjugated
verbs, number and gender variants), corre-
sponding to 30 647 UMLS CUIs. MedLexSp
is distributed freely for research purposes.

1 Introduction

Current machine-learning and deep-learning-
based methods are data-intensive; however, in do-
mains such as Medicine, sufficient data are not al-
ways available—due to ethical concerns or privacy
issues, especially when dealing with Patient Pro-
tected Information. Moreover, some tasks demand
high precision outcomes, which either need super-
vised approaches with annotated data or hybrid

methods (e.g. rule-based and dictionary-based).
In order to overcome the data bottleneck, richly-
structured terminological thesauri enhance the an-
notation and concept normalization of domain cor-
pora to be used subsequently in supervised mod-
els. More importantly, to achieve comparable
benchmarks, domain resources should integrate
standard terminologies and coding schemes.

In this context, we aim at providing a computa-
tional lexicon to be used in the pre-processing of
text data used in more complex Natural Language
Processing (NLP) tasks. The work here presented
reports the first steps towards building the Medi-
cal Lexicon for Spanish (MedLexSp). MedLexSp
is conceived as an unified resource with linguis-
tic information (lemmas, inflected forms and part-
of-speech), concepts mapped to Unified Medical
Language System R© (hereafter, UMLS) (Boden-
reider, 2004) Concept Unique Identifiers (CUIs),
and semantic information (UMLS types and
groups). Figure 1 is a sample of the lexicon.
MedLexSp is firstly aimed at named entity recog-
nition (NER), and it can be used in the pre-
annotation step of an NER pipeline. It can also
help lemmatization and feed general-purpose Part-
of-Speech taggers applied to medical texts—as
done in previous works (Oronoz et al., 2013).1 Be-
cause it gathers semantic data of terms, it can ease
relation extraction tasks.

Our work makes several contributions. We
provide a resource to be distributed for research
purposes in the BioNLP community. MedLexSp
includes inflected forms (singular/plural, mascu-
line/feminine) and conjugated verb forms of term
lemmas, which are mapped to UMLS Concept
Unique Identifiers. Verb terms are also mapped
to Concept Unique Identifiers; this is the line of
current works for expanding terminologies by in-

1https://zenodo.org/record/2621286
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Figure 1: Sample of the MedLexSp lexicon. In each entry, field 1 is the UMLS CUI of the entity; field 2, the lemma;
field 3, the variant forms; field 4, the Part-of-Speech; field 5, the semantic types(s); and field 6, the semantic group.

cluding verb terms (Thompson et al., 2011; Chiu
et al., 2019). We also added inflected terms
from MedlinePlus terms, OrphaData (INSERM,
2019), the National Cancer Institute (NCI) Dic-
tionary of Cancer Terms, or the Nomenclator de
prescripción (AEMPS, 2019), a knowledge base
of medical drugs prescribed in Spain.

Section 2 gives an overview of medical thesauri,
and Section 3 describes the methods used to gather
terms (both corpora and NLP techniques), map
them to UMLS CUIs, and enrich the lexicon. Sec-
tion 4 reports descriptive statistics of the current
version, and Section 5, the results of an evaluation
conducted during development. We discuss some
limitations and conclude in Section 6.

2 Background and Context

2.1 Health thesauri and taxonomies

Medical thesauri and controlled vocabularies ag-
gregate listings of domain terms, and also gather
information about the type of term (e.g. syn-
onym or preferred term), a semantic descriptor
(e.g. DRUG or FINDING), an unique concept iden-
tifier, and very often a term definition or hier-
archical relations between concepts (e.g. IS A).
Thesauri are essential for indexing and populating
databases, domain-specific information retrieval,
and standardized codification (Cimino, 1996).

Medical thesauri vary according to the applica-
tion (we only give examples related to our work).
The Systematized Nomenclature of Medicine
Clinical Terms (SNOMED-CT) (Donnelly, 2006)
aims at encoding verbatim mentions in clinical
texts, and gathers ontological relations between
concepts. To report drug reactions in pharma-
covigilance, the World Health Organization cre-
ated the Adverse Reactions Terminology (WHO
ART), although the Medical Dictionary for Regu-
latory Activities (MedDRA) (Brown et al., 1999)
is now preferred. The Medical Subject Headings

(MeSH) are developed by the National Library of
Medicine for indexing biomedical articles. Lastly,
the World Organization of Family Doctors pro-
duced the International Classification of Primary
Care (ICPC) to classify data aimed at family and
primary care physicians (WONCA, 1998).

Medical taxonomies or classifications gather es-
sential domain knowledge.Some examples are the
International Classification of Diseases vs. 10
(ICD-10) (WHO, 2004), or the Anatomical Thera-
peutical Chemical (ATC) classification of pharma-
cological substances (WHO, 2019).

2.2 Medical Lexicons

Medical lexicons provide a structured represen-
tation of terms and their linguistic information
(lemmas, inflection, or surface variants); hence,
they are essential for NLP tasks. Unlike medi-
cal thesauri or classifications, they do not register
term hierarchies, classifications nor ontological re-
lations, but they can encode semantic information
and, occasionally, argument structure and corpus-
based frequency data (Thompson et al., 2011).

Initiatives to collect medical lexicons have been
conducted for English (McCray et al., 1994; John-
son, 1999; Davis et al., 2012), German (Weske-
Heck et al., 2002), French (Zweigenbaum et al.,
2005) or Swedish, even in multilingual initia-
tives (Markó et al., 2006). For Spanish, some ef-
forts were sparked when a team at the National
Library of Medicine (Divita et al., 2007) started
to build an equivalent of the MetaMap tool (Aron-
son, 2001). Other teams conducted experiments to
automate the creation of a Spanish MetaMap by
applying machine translation and domain ontolo-
gies (Carrero et al., 2008). These initiatives, to the
best of our knowledge, did not achieve a Spanish
lexicon available for medical NLP.

Besides medical lexicons, domain-specific vo-
cabularies were collected for Biology (Thompson
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et al., 2011). With a different perspective and goal,
Consumer Health Vocabularies have been col-
lected to bridge the gap between patients’ expres-
sions and healthcare professionals’ jargon (Zeng
and Tse, 2006; Keselman et al., 2007).

2.3 The Unified Medical Language System
The Unified Medical Language System R©

(UMLS) (Bodenreider, 2004) MetaThesaurus
includes thesauri. The version we used (2018AB)
gathers 210 sources and over 3.82 millions of
concepts in 23 languages. Synonym terms are
encoded with Concept Unique Identifiers (CUIs);
and concepts are assigned a semantic type and
group (McCray et al., 2001).

2.4 Methods for Creating Medical Lexicons
We will restrict us here to a shallow overview of
approaches and will not consider taxonomy nor
ontology building. Methods for widening medi-
cal vocabularies range from generating syntactic-
level variants of multi-word terms (Jacquemin,
1999), inferring derivation rules from string sim-
ilarity matches and morphological relations be-
tween derivational variants (Grabar and Zweigen-
baum, 2000), gathering inflected variants semi-
automatically (Cartoni and Zweigenbaum, 2010),
or deriving terms from corpora (more below).

Graeco-Latin components are very productive
for coining medical terms; thus, several BioNLP
systems integrate morphology-based lexical re-
sources. For example, for decomposing terms
morphosemantically and deriving their defini-
tions (Namer and Zweigenbaum, 2004), or map-
ping queries to concepts and indexing documents
in cross-lingual information retrieval, based on a
subword-based morpheme thesaurus (Markó et al.,
2005). In this line, generating paraphrase equiv-
alents of neoclassical compounds (e.g. thyrome-
galia→ enlarged thyroid) is an approach with po-
tential for deriving new terms, and concept nor-
malization systems (Thompson and Ananiadou,
2018) already implement it. Because string simi-
larity measures and edit distance patterns are used
for normalization—e.g (Tsuruoka et al., 2007;
Kate, 2015)—and terminology mapping (Dziadek
et al., 2017), these approaches are also powerful
for expanding medical lexicons from a set of ref-
erence terms. Decomposition of multi-word terms
and synonym expansion of their components are
also alternative strategies applied in normalization
systems (Tseytlin et al., 2016).

Corpus-derived medical terminology construc-
tion requires collecting domain texts and applying
term extraction methods, among others: comput-
ing graphs of relations between parse trees and
word dependency similarities (Nazarenko et al.,
2001), using parallel corpora to map cognates or
aligned words (Sbrissia et al., 2004; Deléger et al.,
2009), linking terms or abbreviations to their def-
initions or expanded word forms in the text where
they occur (Yu and Agichtein, 2003; McCrae and
Collier, 2008), using dictionary features to iden-
tify polysemy (Pezik et al., 2008), combining
text mining techniques with databases (Thomp-
son et al., 2011), or having experts review terms,
a method which has been used to build disease-
specific vocabularies (Wang et al., 2016).

Approaches based on the Firthian Distribu-
tional hypothesis exploit distributional similarity
metrics (Carroll et al., 2012). Among them, more
recent distributional semantics methods represent
terms in the vector space, or calculate word-
embeddings to compute similarity measures be-
tween vectors, thus allowing the unsupervised ex-
pansion of domain terms (Pyysalo et al., 2013;
Skeppstedt et al., 2013; Henriksson et al., 2014;
Wang et al., 2015; Ahltorp et al., 2016; Segura-
Bedmar and Martı́nez, 2017) or concept normal-
ization (Limsopatham and Collier, 2016).

Lastly, to develop Consumer Health Vocabular-
ies (CHV), a variety of techniques have been used:
analysis by experts of Medline queries (Zeng
and Tse, 2006), term recognition methods and
collaborative review of user logs in medical
sites (Zeng et al., 2007), hybrid methods com-
bining n-grams extraction, the C-value, and dic-
tionary look-up (Doing-Harris and Zeng-Treitler,
2011), co-occurrence analysis of terms and seed
words (Jiang and Yang, 2013), or approaches
based of similarity measures between CHV lexi-
cons and reference lexicons (Seedorff et al., 2013).

3 Methods

Figure 2 depicts the methods used to collect the
MedLexSp lexicon. In a first step (left part of Fig-
ure 2), we leveraged the lemmas and word forms
obtained from a Spanish medical lexicon, mostly
corpus-derived; we will refer to it as the base list.
We only used the subset of lemmas and forms that
could be mapped authomatically to UMLS CUIs
(exact string match). In a second step, we added
missing variants of terms using different methods:
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Figure 2: Methods to collect the MedLexSp lexicon.

• Testing string distance metrics to match
terms in the base list to variants that re-
mained unmatched: e.g. eccema ↔ eczema
(’eczema’, C0013595).

• Incorporating derivational variants to the
base list: e.g. aneurisma (‘aneurysm’) ↔
aneurismático (‘aneurysmatic’, C0002940).

• Including conjugated verbs corresponding
to the noun terms with CUIs selected in the
base list: e.g. tos (‘cough’, C0010200) →
toser, tosiendo... (‘to cough’, ‘coughing’...).

• Matching affixes and roots to those terms in
the base list with CUIs: e.g. corazón (‘heart,
C0018787)→ cardio- (‘cardio-’).

• Adding syntactic variants of the multi-word
terms in the base list: e.g. aneurisma aórtico
abdominal (‘aortic abdominal aneurysm’)↔
aneurisma abdominal aórtico (‘abdominal
aortic aneurysm’, C0162871).

• Adding acronyms and abbreviations of
the terms included in the base list: e.g.
aneurisma abdominal aórtico (‘abdominal
aortic aneurysm’, C0162871)→ AAA.

• Extending the base list by mapping the
CUIs of the terms in the subset to gather
missing variants of synonymous terms:
e.g. eccema (‘eczema’, C0013595) ↔ der-
matitis eccematosa (‘eczematous dermatitis’,
C0013595). We considered several sources

from the UMLS—e.g. Spanish Medical Sub-
ject Headings (MeSH), SNOMED CT or
the WHO ART terminology—and external
sources such as the Anatomical Therapeu-
tical Classification, the National Cancer In-
stitute (NCI) Dictionary of Cancer Terms,2

the Nomenclator de prescripción (AEMPS,
2019), OrphaData (INSERM, 2019), or
the Spanish Drug Effect database (SD-
Edb) (Segura-Bedmar et al., 2015).

• Including subsets of missing terms from
thesauri if attested in domain texts. And
vice versa, extracting corpus-derived terms
from domain texts: synonymous terms from
MedlinePlus,3 and terms from Summaries of
Product Characteristics (Segura-Bedmar and
Martı́nez, 2017).

The next subsections explain each method.

3.1 Leveraging an Inflected Lexicon
We started using a list of medical terms col-
lected in a previous project on Spanish med-
ical terminology;4 we will refer to it as the
base list. We collected this resource by com-
bining different methods (Moreno Sandoval and
Campillos Llanos, 2015) applied on a corpus
of 4204 Spanish medical texts (around 4 mil-
lion tokens) (Moreno-Sandoval and Campillos-
Llanos, 2013). To extract candidate medical

2https://www.cancer.gov/espanol/
publicaciones/diccionario

3https://medlineplus.gov/spanish/
4http://labda.inf.uc3m.es/multimedica/
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terms for the base list, we combined rule-based
techniques (Part-of-Speech tagging and filtering
through medical affixes), corpus-based methods
(comparing word forms from a general corpus and
from the domain corpus), and statistical methods,
namely the Log-Likelihood ratio (Dunning, 1993).
We checked in medical sources—e.g. the dictio-
nary published by the Spanish Royal Academy of
Medicine (RANME, 2011)—the terms selected by
means of those three methods, before being in-
cluded in the list. This base list was used to build
an automatic term extractor (Campillos Llanos
et al., 2013), and amounted to 38 354 entries.

Because one of the goals of MedLexSp is
concept normalization by using standard domain
terminologies, we did not include the full base
list. We only used terms that could be assigned
UMLS Concept Unique Identifiers (CUIs) in the
UMLS MetaThesaurus version 2018AB, namely
from those terminologies of special biomedical or
clinical interest (e.g. SNOMED CT, WHO ART or
Medical Subject Headings) with available Span-
ish translations. We mapped 18 263 lemmas to
CUIs, which means 47.61% entries of the original
lexicon. CUIs were assigned according to an ex-
act match criterion. For example, donación (‘do-
nation’) is not matched with donación de tejido
(‘Tissue Donation’, C0080231), because the latter
makes reference to a donation subtype. Note that
the current version of MedLexSp does not include
the full list of terms from MeSH or SNOMED CT,
but only those which were originally mapped from
the base list to UMLS terms with CUIs.

3.2 Enriching the Lexicon

String distance metrics We tested mapping
terms from the subset of entities with CUIs to
terms in the UMLS by applying distance met-
rics (Levenshtein, 1966) of less than 2. This al-
lowed us mapping hyphenated variants to terms
without hyphen (e.g. creatina-cinasa ↔ creatina
cinasa, ‘creatine kinase’, C0010287), compound
terms that are often written as single-words (dietil
éter ↔ dietiléter, ‘diethyl ether’, C0014994), or
matching terms with minimal morphological vari-
ation (eccema ↔ eczema, ‘eczema’, C0013595).
A total of 1463 terms with CUIs were matched to
the original base list.

Derivational variants In line with previous
work (Grabar and Zweigenbaum, 2000), we col-
lected a list of equivalent derivational variants of

terms. Using this list, we assigned a CUI to the
corresponding derivational variant: e.g. the CUI
of páncreas (C0030274) was also ascribed to pan-
creático (‘pancreatic’). The current version gath-
ers a total of 801 derivational variants with CUIs.

Conjugated verbs Most terms in the UMLS
or standard terminologies are noun or adjective
phrases. This limits the named entity recogni-
tion of medical concepts expressed with verbs in
free text; given a context such as el paciente tose
(‘the patient coughs’), the concept of ‘coughing’
would not be identified. To widen the scope of
concept normalization, verb terms were mapped
to CUIs from derived nouns: e.g. tos (‘cough-
ing’, C0010200)→ toser (‘to cough’, C0010200).
We again used a list of correspondences between
verbs and deverbal nouns. We included the conju-
gated forms of verb lemmas in each verb entry of
the lexicon. We used a python script that relies
on the lexicon of a Spanish Part-of-Speech tag-
ger (Moreno Sandoval and Guirao, 2006) to gener-
ate all conjugated forms of verb terms: e.g. toser
(‘to cough’) → tose (‘he/she coughs’), tosiendo
(‘coughing’), etc. The current version includes a
total of 295 single- or multi-word verb items.

Affixes and lexical roots In a first step, we
collected affixes and roots from several sources.
Firstly, we leveraged a list used in a previous ex-
periment (Sandoval et al., 2013). This list amounts
to 1719 forms and considers morphological vari-
ants of affixes (e.g. prefix cardio- may have ac-
cented variant forms in Spanish, such as cardió-).
Secondly, we translated to Spanish several affixes
and roots from the Specialist Lexicon R© (McCray
et al., 1994) and then added variant forms. In a
second step, we assigned UMLS CUIs to affixes
and roots in the list. The current list gathers a total
of 161 entries (82 prefixes and 79 suffixes) with
134 different CUIs and 386 variant forms. Note
that many affixes and roots were not included be-
cause they are too underspecified to be assigned to
a CUI, or are not restricted to the medical domain
(e.g. kilo- expresses a quantitative concept).

Abbreviations and acronyms Firstly, we gath-
ered a list of equivalences between full forms
and abbreviations and acronyms; we used three
sources: 1) the collection of Spanish abbre-
viations and acronyms used in hospitals, col-
lected by medical doctors (Yetano and Alberola,
2003); 2) abbreviations and acronyms used in
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the 2nd IberEval Challenge 2018 on Biomedi-
cal Abbreviation Recognition and Resolution (In-
txaurrondo et al., 2018); and 3) Spanish abbre-
viations and acronyms from Wikipedia.5 Sec-
ondly, we matched the resulting list of equivalent
terms (acronyms and full forms) to UMLS terms,
adding the corresponding CUIs to those miss-
ing acronyms. For example, the full term virus
de Epstein-Barr (‘Epstein-Barr virus’) has CUI
C0014644, and we also assigned this code to the
corresponding acronym in Spanish (VEB). With
this method, we assigned CUIs to 1225 items.

Syntactic variants of terms To widen the cov-
erage of terms mapped to CUIs, we generated
variants of multiword entities by swapping the
word order of their components. Then, we tried
to match each new variant to entities with CUIs.
For example, aneurisma aórtico abdominal (‘aor-
tic abdominal aneurysm’) has CUI C0162871, and
we assigned the same CUI to the generated variant
aneurisma abdominal aórtico (‘abdominal aortic
aneurysm’). With this method, we gathered a total
of 154 variants of terms with CUIs in the base list.

Mapping UMLS term variants through CUIs
We gathered synonymous variants referring to
each corresponding concept by using the UMLS
CUIs from the terms included in the base list. To
avoid including noisy terms adequate for biomedi-
cal natural language processing, we first cleaned
the terms from the terminologies we used. To
do so, we applied methods for cleaning term
strings (Aronson et al., 2008; Hettne et al., 2010;
Névéol et al., 2012; Hellrich et al., 2015). We
deleted paraphrastic terms that include a descrip-
tion or specification of the entity type in the
term string. These terms commonly come from
Spanish SNOMED CT. For example, we deleted
tos (hallazgo), ‘cough (finding)’ (CUI C0010200)
and kept the term (cough, ‘cough’). Likewise,
we removed most anatomic terms beginning with
estructura de (‘structure of’): e.g. regarding
term estructura del ojo (‘structure of eyeball’,
C0015392), we only kept the synonym ojo (‘eye-
ball’). Lastly, terms in the WHO ART terminol-
ogy needed to be accented and reversed regarding
word order: e.g. disociativa, reaccion→ reacción
disociativa (’dissociative reaction’, C0012746).

We also applied an exact-match mapping of

5https://es.wikipedia.org/wiki/Anexo:
Acrnimos_en_medicina

Spanish terms from the base list to the English
component of the UMLS. This method allowed
us to obtain the CUIs of terms unavailable in
Spanish terminologies, which remain unchanged
in the Spanish language. Namely, Latin scien-
tific names (e.g. Campylobacter fetus, C0006814),
compound terms with Graeco-Latin roots (e.g. ab-
dominalgia, C0000737), English acronyms that
are broadly used in the medical discourse with-
out Spanish translation (e.g. GABA, ‘gamma-
aminobutyric acid’, C0016904), or international
brand drug names (e.g. abilify R©). In these cases,
the same word is used in both English and Spanish.
We manually revised the list of mapped terms to
discard homonymous terms with a different mean-
ing in English (e.g. TIP R© is a brand name of a
medical drug, but it also means ‘point’ or ‘sugges-
tion’ in English).

We extended the list of terms by extracting
the information related to rare diseases from
OrphaData (INSERM, 2019).6 We also added
terms of pharmacological substances and inter-
national non-proprietary names from the Spanish
Drug Effect database (SDEdb) (Segura-Bedmar
et al., 2015) and the Nomenclator de pre-
scripción (AEMPS, 2019), a resource published
and updated regularly by the Spanish Agency of
Drugs and Food Products.7

For all these procedures and sources, we applied
semiautomatic methods to generate the singular
and plural inflected forms of the missing terms that
were mapped through CUIs. We used the Pattern
python library (Smedt and Daelemans, 2012) to
create plural forms of terms, which were revised
manually before being included in MedLexSp.

Corpus-derived terms When we started adding
variant terms from thesauri, the question of where
to stop adding terms came up. In the first version,
we decided not to include all terms available in
MeSH or SNOMED CT terminologies, given that
these thesauri contain terms that are often not nec-
essary in clinical or biomedical NER tasks (e.g.
names of trees, wild animals, professions or ab-
stract concepts). On the other hand, to make the

6http://www.orphadata.org/data/
xml/es_product1.xml We make available
the script used to extract terms from OrphaData:
https://github.com/lcampillos/bionlp2019
The code can be adapted to process OrphaData in other
languages (e.g. English, French, Italian or Portuguese).

7http://listadomedicamentos.aemps.gob.
es/prescripcion.zip.
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resource comprehensive, we needed to comple-
ment the base list with supplementary terms from
thesauri. Hence, in order to decide which items to
include in a first version, we computed term fre-
quencies using a medical corpus from a previous
project (4 million tokens) (Moreno-Sandoval and
Campillos-Llanos, 2013). We currently include
terms from the Spanish MeSH and SNOMED CT
that were missing in the base list, if they were doc-
umented in that corpus. By limiting the inclusion
of such subset of terms, we aim at providing qual-
ity enriched data (i.e. with revised inflected forms)
in a reasonable time and manner.

In a different vein, and similarly to for-
mer work (Calleja et al., 2017), we extracted
terms from Summaries of Product Characteristics
(SPCs). We used Easy Drug Package Leaflets
(EasyDPL), a corpus of 306 texts annotated with
medical drugs and pathological entities (1400 drug
effects) (Segura-Bedmar and Martı́nez, 2017). We
annotated these texts and compared our output an-
notation with regard to this dataset. We used a
purely dictionary-based named-entity recogniser
with modules for normalization (e.g. lower-
casing), tokenization and lemmatization, imple-
mented in spaCy;8 then, the MedLexSp lexicon
was used for exact string matching. We did not use
pre- or post-processing rules in the current version
(e.g. rules of term composition).

In several iterative rounds, we annotated the
texts, identified the unannotated entities, and
added them to the lexicon. We did not add (al-
though annotated in the corpus) entities without
a CUI, e.g. coordinated entities (e.g. pies y
manos frı́as, ‘cold hands and feet’) or too spe-
cific, post-modified terms (e.g. dolor de cabeza
intenso, ‘intense headache’; only ‘headache’ has
CUI C0018681). By using SPCs, we added 837
term entries to MedLexSp, and we ensure that it
includes common terms referring to adverse drug
reactions and medical drugs.

Lastly, for Consumer Health Vocabulary terms,
we extracted synonyms in MedlinePlus Spanish.
This resource provides terms in patient language
that were missing: e.g. ojo vago (‘lazy eye’) is a
synonym of ambliopı́a (‘amblyopia’, C0002418).
We added 783 term entries from this resource. In
addition, we collected 6110 cancer-related terms
from the Spanish version of the National Cancer
Institute Dictionary.

8https://spacy.io/

3.3 Semantic and linguistic information

We added to each CUI and lexical entry the cor-
responding semantic type(s) and group from the
UMLS. To avoid noise when annotating biomed-
ical texts semantically, we disfavoured semantic
types of the semantic group Concepts and Ideas
(CONC, e.g. Quantitative Concept, Functional
Concept or Qualitative Concept), which are rather
unspecified. We only included terms from that
group if no other semantic label was available.
If a concept or term can be assigned to two dif-
ferent groups, the element labelled with CONC
is not included in our lexicon. For example,
the term inhalación (‘inhalation’) can be related
to concept C0004048 (semantic type Organism
Function, and group PHYS) and also to con-
cept C4521689 (semantic type Intellectual Prod-
uct, and group CONC). In this case, we only pre-
serve the lexical entry of concept C0004048 and
we rule out the entry of concept C4521689.

We have also started adding the Part-of-Speech
(PoS) category of each entry in the lexicon. For
multiword terms, the category of the head term is
selected; e.g. enfermedad de Crohn (‘Crohn’s dis-
ease’) is categorized as N (‘noun’). We are cur-
rently testing different techniques to predict the
PoS and automate the assignment of categories to
each entry, which is still not fully satisfactory.

4 Statistics

Table 1 shows the count of entries in the lexicon
according to each source or procedure applied to
map terms to UMLS CUIs. Note that the full
count exceeds the count of term entries in the cur-
rent version of MedLexSp, given that some terms
were gathered through different methods simulta-
neously. Table 2 shows the descriptive statistics
of the lexicon: counts of lemmas and word forms,
and total number of CUIs. Lastly, Table 3 shows
a preliminary count of PoS categories in the cur-
rent version of the lexicon. Note that most entries
are nouns or need revision (UNKN stands for ‘un-
known’); this task is currently being undertaken.

Finally, Figure 3 depicts the distribution of se-
mantic groups. Of note, some groups are under-
represented, due to the corpora and thesauri used
to collect terms. For example, few entities belong
to the GENE group, which implies that the cov-
erage of the current version of MedLexSp is not
adequate for tasks in the Genomics domain.

The amount of lemmas/word forms is lower
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Method # entries
Abbreviations / acronyms 1225
Affixes / roots 161
Derived adjectives 801
Conjugated verb forms 295
Base list mapped to UMLS CUIs:

Exact match to Spanish UMLS 18 263
Exact match to English UMLS 2534
String distance method 1463
Syntactic variants 134

Terms from thesauri and corpora:
ATC + Nomenclátor + SDEdb 2931
ICD-10 1299
ICPC 55
MedDRA 5015
MedlinePlus 783
MeSH 6831
NCI 6110
OrphaData 10 741
SNOMED CT 23 096
SPCs (EasyDLP corpus) 837

Table 1: Count of lexical entries according to each
source or procedure to map terms to UMLS CUIs.

Lemmas Forms CUIs
Single-words 23 572 23 592 -
Multi-words 52 882 179 451 -
Total 76 454 203 043 30 647

Table 2: Descriptive statistics of the lexicon

PoS Example Count
N pancreas 58 830
UNKN - 13 618
ADJ abdominal 2283
ADJ/N gemelo (‘twin’) 700
NPR Filoviridae 549
V toser (‘to cough’) 295
AFF cardio- 161
ADV gravemente (‘severely’) 20

Table 3: Preliminary counts of Part-of-Speech (PoS)
categories. N: ‘noun’; UNKN: ‘unknown’; ADJ: ‘adjec-
tive’; ADJ/N: a term that can be an adjective or a noun
(depending on the context); NPR: ‘proper name’; AFF:
‘affix’; ADV: ‘adverb’

than in other UMLS-based resources because: 1)
we did not include the full thesauri, but only terms
from the original base list that were mapped to

Figure 3: Distribution of semantic groups in the lexicon

UMLS CUIs; and 2) we cleaned noisy terms.
As explained, descriptors and qualifiers were re-
moved: e.g. SNOMED CT term fiebre (hal-
lazgo) (‘fever (finding)’, C0015967) was short-
ened to fiebre. We also ruled out some con-
cepts belonging to semantic groups that we can
be noisy for clinical or medical NER tasks, such
as CONC or GEOG; e.g. hierro is related to
concept C0302583, ‘iron’, CHEM; or to concept
C0454671, ‘Island of Hierro’, GEOG (the latter
concept was discarded).

5 Development Evaluation

We analysed the coverage of the lexicon with re-
gard to UMLS semantic groups. We applied the
dictionary-based NER tool explained below to a
gold standard available in the community. We fo-
cused on analysing the annotation of few UMLS
groups (DISO, CHEM, PROC and ANAT) and
assessed how well the lexicon annotated them
with regard to the gold standard. We quanti-
fied the matched annotations in terms of preci-
sion, recall and F1-measure by using the BRAT-
Eval script (Verspoor et al., 2013).

A first version of MedLexSp was evaluated with
the Spanish texts from the MANTRA corpus (Kors
et al., 2015), which gathers 100 texts from the Eu-
ropean Medicines Agency (1961 tokens) and 100
texts from Medline (1087 tokens). These texts are
available in BRAT format and were annotated with
UMLS CUIs, semantic types and groups. We pre-
processed the annotated texts for mapping refer-
ence annotations to UMLS semantic groups.

With this dataset, we achieved an overall F-
measure of 0.83 (exact match) and of 0.87 (ap-
proximate match), although the performance var-
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Exact match Approx. match
P R F1 P R F1

ANAT 0.64 0.91 0.75 0.67 0.98 0.80
CHEM 0.85 0.96 0.90 0.88 0.97 0.92
DISO 0.83 0.83 0.83 0.89 0.92 0.90
PROC 0.73 0.84 0.78 0.76 0.88 0.82
OA 0.79 0.87 0.83 0.83 0.93 0.87

Table 4: Evaluation of the lexicon; P: precision;
R: recall; F1: F-measure; OA: overall

ied across semantic groups (Table 4). In our er-
ror analysis, we observed that unmatched entities
were misspellings (e.g. ∗deteción instead of de-
tección, ‘detection’), discontinuous entities (e.g.
hinchazón de la piel in hinchazón y hormigueo de
la piel, ‘swelling and tingling of skin’), or entities
whose scope was wrongly annotated.

6 Discussion and Conclusions

The lexicon is being developed by means of hybrid
NLP methods and corpus-derived terms. We com-
bine the mapping of corpus terms to available the-
sauri, and viceversa, terms missing in the lexicon
were attested in domain texts, so that only a sub-
set of attested terms be included in a first version.
Interestingly, searching terms from thesauri in a
corpus showed us that many of those terms show
low frequencies. From a subset of 56 813 MeSH
terms missing in the base list, only 6 676 (11.75%)
occurred in the corpus we used (Moreno-Sandoval
and Campillos-Llanos, 2013). Although this is
due to the influence of the text types, it also reflects
the difference betweem terms from thesauri and in
real usage. This is another argument that stands
for the need for dedicated lexicons combined with
NLP methods to achieve successful NER results.

A limitation of our evaluation procedure is the
restriction to a very small set of texts; hence, re-
sults are not comparable to other tasks or text
types. To provide more generalizable results, we
need to evaluate the MedLexSp lexicon with an-
other annotated medical corpus in Spanish, but
such resource is not freely available to date.

We assume the lexicon is not task-independent.
To avoid ambiguity, terms would need to be fil-
tered according to the semantic types needed. For
example, terms from the Occupation or Discipline
group could be removed for most NER tasks. We
are also aware of the limits of a purely lexicon-
based approach. Contexts of variation occur in

multiwords with coordinated terms (e.g. cáncer de
mama y ovario, ‘breast and ovarian cancer’) and
adjective modifiers. For example, MedLexSp in-
cludes the term cáncer de mama (‘breast cancer’),
but not common variants such as cáncer de mama
derecha (‘right breast cancer’) or cáncer de una
mama (‘cancer of one breast’). Both phenomena
need specific processing techniques.

Mapping concepts to terms differing across va-
rieties of the Spanish language was not exhaus-
tive. As we departed mainly from a set of corpus-
derived terms, most terms belong to the variety
used in the texts (i.e. Peninsular Spanish). How-
ever, since we used other terminological sources,
terms from other varieties were included: e.g.
virus sincitial respiratorio (‘respiratory syncytial
virus’, C0035236) is a term preferred in Spain or
Colombia, but we have the variant virus sincicial
respiratorio (most frequent in Chile or Argentina).
These aspects need nonetheless improvement in
future versions, in the same way as the coverage
of terms from Consumer Health Vocabularies.

Lastly, we are interested in exploring
embedding-based methods for term expan-
sion, and in evaluating the lexicon with a broader
set of domain texts.
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Sonya E Shooshan, and Dina Demner-Fushman.
2008. Methodology for creating UMLS content
views appropriate for biomedical natural language
processing. In Proc. of the AMIA Annual Sympo-
sium, pages 21–25. American Medical Informatics
Association.

Olivier Bodenreider. 2004. The Unified Medical
Language System (UMLS): integrating biomedi-
cal terminology. Nucleic acids research, 32(suppl
1):D267–D270.

Elliot G Brown, Louise Wood, and Sue Wood. 1999.
The Medical Dictionary for Regulatory Activities
(MedDRA). Drug safety, 20(2):109–117.

Pablo Calleja, Raúl Garcı́a-Castro, Guadalupe Aguado-
de Cea, and Asunción Gómez-Pérez. 2017. Ex-
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ammetta Namer, Éric Jarrousse, Natalia Grabar,
Patrick Ruch, Franck Le Duff, Jean-Franois Forget,
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A Appendix - Copyright and Usage

MedLexSp is distributed freely for research pur-
poses; contact for a license at the email address
provided or through the project page. Some
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thesauri included in MedLexSp were obtained
through a distribution and usage agreement from
the corresponding institutions who develop them.
In addition, some material in the UMLS Metathe-
saurus is from copyrighted sources of the re-
spective copyright holders. Users of the UMLS
Metathesaurus are solely responsible for compli-
ance with any copyright, patent or trademark re-
strictions and are referred to the copyright, patent
or trademark notices appearing in the original
sources, all of which are hereby incorporated by
reference.

The version of MedLexSp freely available for
research does not include terms nor coding data
from terminological sources with copyright rights;
only the subset of data in MedLexSp without us-
age restrictions is accessible.

We acknowledge the intellectual property rights
of the institutions who develop the sources from
which we extracted subsets of terms to compile the
lexicon, and who gave permission (or provide a li-
cence to reuse their data) to distribute these sub-
sets of terms: the National Library of Medicine
maintains the MedLinePlus resource and the Med-
ical Subject Headings, and BIREME/OPS (Latin-
American and Caribbean Center on Health Sci-
ences Information) is in charge of the Spanish
translation (Descriptores en Ciencias de la Salud,
DeCS); the National Cancer Institute publishes
the Dictionary of Cancer Terms; the French Na-
tional Institute of Health and Medical Research
(INSERM) supports OrphaNet and gathers the
information provided in OrphaData; the World
Health Organization produces the Adverse Drug
Reactions terminology, the International Classifi-
cation of Diseases vs. 10, and the Anatomical
Therapeutical Classification; the Spanish transla-
tion of the International Classification of Primary
Care (ICPC) is supported by the World Organiza-
tion of Family Doctors; and the Spanish Agency
of Drugs and Food Products (AEMPS) publishes
the Nomenclátor de prescripción. MedLexSp
also gathers some terms from the Spanish ver-
sion of the Medical Dictionary for Regulatory
Activities (MedDRA), which is maintained by
the Maintenance and Support Services Organiza-
tion (MSSO). However, the distributed version of
MedLexSp does not include terms coming solely
from the MedDRA sources, because of copyright
restrictions. In addition, MedLexSp includes a
subset of the Spanish version of SNOMED Clini-

cal Terms R©, which is used by permission of the
International Health Terminology Standards De-
velopment Organization (IHTSDO; all rights re-
served). SNOMED CT R© was originally created
by The College of American Pathologists.
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Abstract

The goal of text classification is to automat-
ically assign categories to documents. Deep
learning automatically learns effective features
from data instead of adopting human-designed
features. In this paper, we focus specifically
on biomedical document classification using a
deep learning approach. We present a novel
multichannel TextCNN model for MeSH term
indexing. Beyond the normal use of the text
from the abstract and title for model training,
we also consider figure and table captions, as
well as paragraphs associated with the figures
and tables. We demonstrate that these lat-
ter text sources are important feature sources
for our method. A new dataset consisting of
these text segments curated from 257,590 full
text articles together with the articles’ MED-
LINE/PubMed MeSH terms is publicly avail-
able.

1 Introduction

Text classification is a process that assigns labels
or tags to text according to its contents. It can be
done manually or automatically. Most text clas-
sification tasks were done by human annotators
prior to the information age. A human annotator
reads and interprets the content of the text and then
classifies it into certain categories. Traditional text
classification is time consuming and expensive,
especially when dealing with a large number of
documents.

Currently, there is a trend to support text clas-
sification through automatic tools as it does the
same job as human annotators, but accomplishes
it in more accurate and efficient ways. Automatic
text classification is an important application and
research topic in natural language processing be-
cause of the exponentially increasing number of
online documents. It saves time and money in gen-
eral, leading to its continued and enthusiastic us-
age in both business and research.

MEDLINE1 and PubMed2 are databases that
can access publications of life sciences and
biomedical topics. They are maintained by
the United States National Library of Medicine
(NLM).

The MEDLINE database includes bibliographic
information for articles in various disciplines of
life sciences and biomedicine, such as medicine,
health care, biology, biochemistry and molecular
evolution. The database contains more than 25
million records in over 5,200 worldwide journals.
More than 800,000 citations were added to MED-
LINE in 2017, which is more than 2,000 updates
daily1.

PubMed has a web server that can freely ac-
cess the MEDLINE database of references and
abstracts. Some PubMed records have full text
articles available on PubMed Central3. Journal
articles in MEDLINE are indexed according to
Medical subject headings (MeSH)4, which are the
NLM’s controlled vocabulary thesaurus.

MeSH is a hierarchically-organized terminol-
ogy indexing system that categorizes biomedical
documents in the NLM databases. It is updated
annually. The 2018 version of MeSH contains
28,939 headings5. Among these MeSH terms,
there are 29 check tags which are a special group
of MeSH terms describing subjects of research
(human or animal; mice or rats, etc.). MeSH
terms are distinctive features of MEDLINE, which
are great tools for indexers and searchers. Index-
ers from NLM use MeSH terms to classify doc-
uments based on the contents of journal articles
in the MEDLINE database. Searchers and re-
searchers use MeSH terms to assist subject search-
ing in MEDLINE, PubMed and other databases.

1https://www.nlm.nih.gov/bsd/medline.html
2https://www.nlm.nih.gov/bsd/pubmed.html
3https://en.wikipedia.org/wiki/PubMed Central
4https://www.nlm.nih.gov/mesh/meshhome.html
5https://www.nlm.nih.gov/pubs/techbull/nd17/

nd17 mesh.html
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Currently MeSH term indexing is performed by
a large number of human annotators, who review
full text documents and assign suitable MeSH
terms to each article. Human annotation is time
consuming and costly. Research shows that the
average cost of annotation per document is around
$9.40 (Mork et al., 2013), which translates into
a huge cost for indexing a large number of doc-
uments. Meanwhile, there is a large number of
documents uploaded to MEDLINE and PubMed
databases every day (approximately 2,000–4,000
on a daily basis)2. It is challenging to annotate
all new incoming documents in a relatively short
time. Therefore, a computational system that can
assist the indexing of a large number of biomedi-
cal articles is highly desired.

In this paper, we focus on the task of auto-
matic MeSH indexing. We propose a novel deep
learning based discriminative method, multichan-
nel TextCNN, which uses convolutional neural
network based feature selection to extract impor-
tant information from the article to be indexed.
In addition to extracting information from the ti-
tle and abstract of the article, our innovation inte-
grates figure and table captions, as well as relevant
paragraphs into the indexing process. We summa-
rize the most major contributions as follows:

• We explore the use of multichannel deep
learning architectures for the automatic
MeSH indexing task.

• Experimental results show that incorporat-
ing figure and table information improves the
performance of automatic MeSH indexing.

• We make available a labeled full text biomed-
ical document dataset (including title, ab-
stract, figure and table captions, as well as
paragraphs related to the figures and tables)
to the research community.

2 Related Work

Due to the growth in the number of documents in
MEDLINE, and the increasing number of MeSH
terms every year, automatic MeSH indexing is
a difficult challenge. The Medical Text In-
dexer (MTI) (Aronson et al., 2004) produced by
the U.S. National Library of Medicine (NLM),
is the first program that automatically produces
MeSH indexing recommendations. Given the
title and abstract for an article in MEDLINE,

MTI will provide a ranked list of MeSH terms.
The initial MTI system was developed in 2002,
and has been continuously improved over the
years. There are two main components in MTI,
namely, MetaMap (Aronson and Lang, 2010), and
PubMed Related Citations (PRC) (Lin and Wilbur,
2007). MetaMap analyzes documents and anno-
tates them using the Unified Medical Language
System (UMLS)6. The PRC algorithm7 with k-
nearest neighbours (k-NN) uses document simi-
larity to find MeSH terms. MTI is an important
tool in MeSH indexing, and indexers can use MTI
suggestions for documents that they are annotat-
ing. Another method, Restrict-To-Mesh (Kin-
Wah Fung, 2007) also maps from UMLS to MeSH
terms.

BioASQ8, a European Union-funded project,
has organized challenges on automatic MeSH in-
dexing since 2013. Participants are required to an-
notate unlabelled PubMed citations with abstracts
and titles using their models before these articles
are indexed by human annotators. The winning
system in 2013, for example, used the MetaLa-
beler algorithm (Tang et al., 2009) to learn two
models, one for ranking and the other for predict-
ing the number of related labels. MeSHLabeler
(Liu et al., 2015) won first place in 2014. It also
has two components: MeSHRanker and MeSH-
Number. MeSHRanker returns a ranked list of
candidate MeSH terms. MeSHNumber predicts
the number of output MeSH terms. DeepMeSH
(Peng et al., 2016) was the best system in 2017.
It incorporates deep semantic information into
MeSHLabeler using a dense semantic representa-
tion for documents, namely document to vectors
(D2V). In addition, DeepMeSH has a second clas-
sifier to find the number of MeSH terms returned.
AttentionMeSH (Jin et al., 2018), also proposed in
2017, uses a bi-direction recurrent gated unit (Bi-
GRU) architecture to capture contextual features,
and attention mechanisms to select MeSH terms
from the candidate list.

Rios and Kavuluru (2015) used a convolutional
neural network (CNN) to classify the 29 most fre-
quent MeSH terms on a small dataset comprised
of 9,000 citations. Gargiulo et al. (2018) applied
deep CNN on the abstracts and titles of 1,115,090
articles. Besides deep learning approaches, other

6https://www.nlm.nih.gov/research/umls/
7https://ii.nlm.nih.gov/MTI/Details/related.shtml
8http://bioasq.org
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machine learning algorithms have also been ex-
plored in the hopes of solving MeSH indexing
tasks. A few examples are: Naı̈ve Bayes (NB),
support vector machines (SVM), linear regression,
and AdaBoost (Jimeno-Yepes et al., 2012, 2013).

3 Proposed Model

3.1 Problem Statement

Multi-label classification studies the problem
where each document is associated with a set of
labels (Zhang and Zhou, 2014). In the MeSH in-
dexing problem, each MeSH term can be treated as
a class label and each biomedical article can have
multiple MeSH terms. Because of the large num-
ber of MeSH terms we regard automatic MeSH
term indexing as an extreme multi-label classifi-
cation problem.

The learning framework is defined as follows.
Suppose X is a set of biomedical documents (at
this point we won’t prejudice how these docu-
ments are represented, these representational de-
tails are discussed below) and Y is the set of
MeSH terms. Multi-label classification studies the
learning function f : X → 2Y using the training
setD = (xi, Yi), i = 1 . . . D, whereD is the num-
ber of documents in the set X . Each instance xi is
an n-dimensional vector, where n is the number
of words in document xi, and Yi ⊆ Y is the set of
labels associated with instance xi. The objective
of multi-label classification is to predict the proper
label set Yk for any unseen instance xk (Zhang and
Zhou, 2014).

Two challenges should be considered when
solving automatic MeSH indexing tasks (Zhai
et al., 2015). First, the number of MeSH terms
is large and they have widely varying occurrence
frequencies. There are around 29,000 MeSH term
and they are updated annually. The frequency of
each MeSH term appearing as a document label is
quite biased. For instance, of the 29,000 MeSH
terms, the most frequent term “Humans”, appears
in 8,152,852 citations; and “Pandanaceae”, on the
other hand, only appears in 31 documents (Zhai
et al., 2015). Second, the number of MeSH terms
assigned to each document varies. Some docu-
ments have more than 30 MeSH terms and some
have fewer than 5. In this paper, we have used
the 2018 version of MeSH which contains 28,939
headings in total.

3.2 Model Overview
We propose multichannel TextCNN, a novel deep
learning approach to assign proper MeSH terms
to given documents. To make use of multimodal
features, our model has two input channels:

• Channel 1: word embeddings from abstract
and title

• Channel 2: word embeddings from figure and
table captions and corresponding paragraphs
that mention the figures and tables

As promised above, we now discuss the repre-
sentational details of a document. A document
is composed of n words. We use d-dimensional
word embeddings to represent the words. The
word embedding matrix e for each document is
then e ∈ Rd×n. For each document, we have
two texts: the abstract and title, and the captions
and paragraphs. These two texts are represented
by two embedding matrices, namely eAT, the word
embedding matrix for the abstract and title text,
and eCP, the word embedding matrix for the cap-
tions and paragraphs.

The model structure, shown in Figure 1, is
a variant convolutional neural network (CNN)
with multichannel inputs, which is inspired by
TextCNN (Kim, 2014). We have chosen the CNN-
based model because it has been successful in var-
ious text classification tasks. For each channel,
the architecture is similar to TextCNN. The repre-
sentation of abstract and title, eAT, is input to one
channel. The representation of captions and para-
graphs, eCP, is input to the other. We also use a
single channel architecture by concatenating these
two representations as input to one of the channels.

The model learns feature representations by
passing embedded documents to the convolutional
layer. The entire input document in each channel
can be represented as e1:n = [e1, e2, . . . , en] ∈
Rd×n, where n is the length of the document and
ei ∈ Rd, where ei represents the i-th word in the
document. The convolutional layer is composed of
128 convolutional filters each with sizes 3, 4, and
5. Recalling, we have d-dimensional word embed-
ding vectors. So, the convolutional windows are
m× d, where m ∈ {3, 4, 5}.

In the convolutional layer, we have 128 feature
maps for each filter size. The feature maps are then
passed to a pooling layer which takes the maxi-
mum value for each associated feature map. Af-
ter pooling, we get the feature map for each chan-
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Figure 1: Multichannel TextCNN Architecture - filter 1, filter 2, and filter 3 indicate convolutional filters of size 3,
4, and 5, respectively. In this figure, we characterized our model with a 7 × 6 input document, where the number
of words in the document n is 7, and the dimensionality of the word embedding d is 6.

nel and we concatenate these two feature maps to
form a single feature vector. This feature vector is
then passed to a fully connected bottleneck layer
with 512 hidden units followed by a sigmoid clas-
sifier that returns a probability value for each of
the 28,939 MeSH terms.

The training of our proposed methods uses bi-
nary cross-entropy as the loss function on the sig-
moid classifier. We use the sigmoid function to
return the probability score of each class. The sig-
moid function is defined as:

σ(x) =
1

1 + e−x

Binary cross-entropy is formulated as:

H(q) =− 1

L

L∑

i=1

yi · log(σ(yi)) +

(1− yi) · log(1− σ(yi))

where σ is the sigmoid function, L is the total
number of labels, yi is the original label of doc-
ument i, and σ(yi) is the predicted probability of
label y for document i. The sigmoid binary cross-
entropy optimizes a label one-versus-all loss based
on max-entropy.

We have also experimented with multichannel
XMLCNN, which is inspired by XMLCNN (Liu
et al., 2017), a variant CNN model developed
for extreme multi-label classification; multichan-
nel biLSTM, a bidirectional long short term mem-
ory neural network (Schuster and Paliwal, 1997)
with multichannel inputs; and multichannel atten-
tion based convLSTM, which is a stacked CNN
and LSTM followed by an attention layer. The
experimental results indicate that the multichannel
TextCNN model performed best among all of the
models mentioned above in both execution time
and evaluation metrics. Details of these experi-
ments are available (Wang, 2019).

3.3 Setup and Model Hyper-parameters

In our proposed multichannel TextCNN model,
we used rectified linear units (ReLU) as the ac-
tivation function, convolutional filter windows of
size 3, 4, and 5 with 128 filters each, dropout
rate of 0.5, 512 hidden units in the bottleneck
layer, batch size of 10, and learning rate of 0.001.
The number of epochs in training is 20. These
hyper-parameters are fixed across the different
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datasets. In each dataset, we used 90% of the
data as the training set and 10% to test the per-
formance of the model. We reserved 20% of the
training data, chosen randomly, as the validation
set, and the remaining 80% is used for training
the model. All experiments are performed on the
Nvidia GeForce 1080Ti GPU. Models for Fulltext
(Large) are trained on 2 GPUs and training with
the other datasets is performed on a single GPU.

For word embeddings in our proposed model
we used the pre-trained 200-dimensional BioASQ
word embedding vectors (Pavlopoulos et al.,
2019) to represent the words in our vocabu-
lary. These pre-trained word vectors are trained
on 10,876,004 English biomedical abstracts from
PubMed, and represent 1,701,632 distinct words.

4 Experiments

4.1 Datasets

Most existing approaches in automatic MeSH in-
dexing are performed on datasets with abstracts
and titles only. In this paper, we created a full
text dataset which is composed of table and fig-
ure captions as well as associated paragraphs, as
we believe figures and tables might provide im-
portant MeSH features for classification. The two
datasets that were used to build our four datasets
are described below:

• 2015 Subject Extraction Test Collection
(SETC2015): SETC2015 contains 14,828
PMC full text articles used by Demner-
Fushman and Mork (2015). We used this
dataset to create the following two Small (S)
datasets:

– AT (S): labelled documents from
SETC2015 which contain abstract and
title only

– Full (S): labelled documents from
SETC2015 which contain abstract, title,
figure and table captions, and associated
paragraphs

• PMC Full Text Collection9 (PMC Collec-
tion): We used a downloaded dataset of
257,590 PMC full text documents in XML
format, and used this dataset to create the fol-
lowing two Large (L) datasets:

9https://www.ncbi.nlm.nih.gov/pmc/tools/ftp/

– AT (L): labelled documents from PMC
Collection which are composed of ab-
stract and title only

– Full (L): labelled documents from PMC
Collection which are composed of ab-
stract, title, figure and table captions,
and associated paragraphs

Datasets D F L L̄ L̃

AT (S) 14828 63004 14365 13.15 13.5
Full (S) 14828 148330 14365 13.15 13.5
AT (L) 257590 188693 22881 13.34 150
Full (L) 257590 669999 22881 13.34 150

Table 1: Statistics of Datasets: D is the total number
of documents (90% training, 10% testing); F repre-
sents the number of unique tokens contained in all of
the documents; L is the number of class labels; L̄ is
the average number of labels per document; L̃ is the
average number of documents per label

Table 1 provides statistical information for the
described datasets. Our labeled datasets are using
28,939 MeSH terms in total. To assist in our un-
derstanding of the hierarchical evaluation, we ex-
plored the MeSH hierarchical structure and split
them into 5 levels to see how many MeSH terms
exist at each level (it should be noted that there is
some overlap of MeSH terms between levels). The
number of MeSH terms in the first, the second, the
third, the fourth and the fifth level, are: 16, 120,
1903, 6,808, and 11,127, respectively.

4.2 Data pre-processing

The full text source files from PMC are in XML
format. We extracted article information (includ-
ing PMID, abstract, title, captions, and figure and
table related paragraphs) from these downloaded
XML files. Paragraphs are considered related to
figures or tables if they contain the words “Fig-
ure” or “Table”. MeSH terms for each article
were scraped from its citation on PubMed by lo-
cating the citation using its PMID, the unique arti-
cle identifier number used in PubMed.

In pre-processing, we first did word level tok-
enization of our input documents, to split the doc-
uments into a list of words. Then we prepared our
data by using the following process: set all char-
acters to lowercase; convert numbers to “NUM”,
percentage sign “%” to “PERCENTAGE”, chem-
ical notations (i.e., H2O) to “CHEM”, and rela-
tion symbols, namely “=”, “<”, “>”, “≤”, “≥”,
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to “EQUAL”, “LESS”, “GREATER”, “LessAnd-
Equal”, “GreaterAndEqual”; remove punctuation.

After the above process, we utilized the Keras
(Chollet et al., 2015) Tokenizer API to vectorize
our data into a sequence of integers. Each integer
represents the index of a token in the dictionary
generated from the dataset.

4.3 Evaluation Metrics

There is generally no accepted standard for the
evaluation of multi-label classifications. Eval-
uation metrics adopted from multi-class clas-
sification and binary classification are used to
measure multi-label classification in an effective
way. In automatic MeSH indexing, even if the
label space is very large, only relatively few
MeSH terms match each document. To evalu-
ate the performance of our proposed model, we
present three groups of measurements suggested
by Tsoumakas et al. (2010) and Kosmopoulos
et al. (2015), namely bipartition-based, ranking-
based and hierarchy-based evaluation.

To set the stage to discuss the three metrics,
we define a test set of N document-label pairs
{xi, yi}Ni=1 taken from the dataset, where xi is the
document text and yi ∈ {0, 1}L. The vector yi
denotes the set of true labels (i.e., MeSH terms)
for each document i (0 meaning the label is not
in the set, 1 meaning it is in the set), N denotes
the number of test examples, and L is the total
number of labels. Given a document xi, the set
of labels predicted by the classifiers is denoted as
{ŷi}Ni=1, where ŷi ∈ {0, 1}L, and the ranking in-
dexes of predicted labels among the top k is de-
noted as rk (ŷ), where ŷ = {ŷi}Ni=1.

Bipartition evaluation is further divided into
example-based and label-based metrics. Example-
based measurements calculate precision, recall,
and F-score over (in our evaluation) the top 5,
top 10, and top 15 ranked labels over all of the
documents of the test set. The measurements in-
clude example-based precision (EBP), example-
based recall (EBR) and example-based F-score
(EBF). The metrics are defined as:

EBP =
1

N

N∑

i=1

|yi ∩ ŷi|
|ŷi|

EBR =
1

N

N∑

i=1

|yi ∩ ŷi|
|yi|

EBF =
1

N

N∑

i=1

2× |yi ∩ ŷi|
|yi|+ |ŷi|

Label-based evaluation is calculated for each label
in the label set. The measurements include macro-
and micro-average precision (MaP, MiP), macro-
and micro-average recall (MaR, MiR),and macro-
and micro-average F-score (MaF, MiF). The met-
rics are defined as:

MaP =
1

L

L∑

j=1

TPj

TPj + FPj

MiP =

∑L
j=1 TPj

∑L
j=1 TPj +

∑L
j=1 FPj

MaR =
1

L

L∑

j=1

TPj

TPj + FNj

MiR =

∑L
j=1 TPj

∑L
j=1 TPj +

∑L
j=1 FNj

MaF =
2×MaR×MaP

MaR + MaP

MiF =
2×MiR×MiP

MiR + MiP
where TPj , FPj and FNj as true positives, false
positives, and false negatives respectively for each
label lj in the set of total labels L.

Ranking-based evaluation, including precision
at k (p@k), and normalized discounted cumulative
gain (nDCG), ranks the predicted labels and aims
to rank the relevant labels higher than the irrele-
vant ones. The metrics are defined as follows:

p@k =
1

k

∑

l∈rk(ŷ)
yl

DCG@k =
∑

l∈rk(ŷ)

yl
log (l + 1)

IDCG =

min(k,‖y‖0)∑

l=1

1

log (l + 1)

nDCG@k =
DCG@k

IDCG
Hierarchy-based evaluation, including hierar-

chical precision (HP) and hierarchical recall (HR),
is used to measure a hierarchical classification that
classifies elements into a hierarchy of classes. It
measures performance based on the gold standard
labels and the predicted labels augmented with
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their ancestors and descendants within distances
1 and 2. The augmented gold standard labels Yaug

and predicted labels Ŷaug are used in the hierarchi-
cal evaluation. HP and HR are defined as follows:

HP =
1

N

N∑

i=1

|Ŷaug ∩ Yaug|
|Ŷaug|

HR =
1

N

N∑

i=1

|Ŷaug ∩ Yaug|
|Yaug|

In ranking-based evaluation, for p@k, k ∈
{1, 3, 5, 10, 15}, and k ∈ {1, 3, 5} for nDCG@k.
In example-based, label-based, and hierarchy-
based evaluations, the calculation is done with the
top 5, 10, and 15 predicted labels. In hierarchi-
cal evaluation, we used distances 1 and 2 for HP
and HR. The example-based, ranking-based, and
hierarchical evaluation metrics are calculated for
each document. An average score over all doc-
uments in the test set is returned. Likewise, the
label-based evaluation is calculated for each label
and averaged over all labels in the test set.

5 Results

We first conducted our experiments on datasets
with titles and abstracts only (designated AT),
passing the appropriate word embeddings to the
single channel TextCNN. Next, we did our ex-
periments on the full text datasets (designated
Full), passing the word embeddings for titles, ab-
stracts, captions and paragraphs to the single chan-
nel TextCNN. Finally, we conducted our experi-
ments on the full text datasets using the multichan-
nel model: we passed word embeddings for titles
and abstracts to the first channel, and word embed-
dings for captions and paragraphs to the second
channel. Four datasets have been used: two Small

datasets (comprised of text from SETC2015)—AT
(S) and Full (S)—and two Large datasets (com-
prised of text from PMC Collection)—AT (L) and
Full (L).

The p@k and nDCG@k performance of the
single channel TextCNN and the multichannel
TextCNN on all four datasets is summarized in
Table 2. Each row in the table compares all
datasets on a specific metric, where the best score
for each metric (the Small and Large datasets be-
ing observed separately) is in boldface. The re-
sults clearly indicate that when dealing with the
same dataset, multi-channel TextCNN performs
the best, which indicates that integrating cap-
tions and paragraphs indeed helps to improve the
performance of classification. Also, the multi-
channel TextCNN outperforms the single chan-
nel TextCNN, suggesting that the multi-channel
TextCNN architecture has an advantage over the
single channel TextCNN architecture. The rea-
son for this could be that the single channel model
misses some important features in the captions and
related paragraphs in the convolutional and pool-
ing layers. To be more explicit, the single chan-
nel model may be extracting insignificant features
in the convolutional layer from which the max-
pooling layer can take only one value in each filter.
Further observation indicates that for the Small
dataset, the Fulltext single channel TextCNN out-
performs the AT TextCNN model (with only the
p@10 and p@15 results differing from this general
trend), while interestingly for the Large dataset,
the AT TextCNN model outperforms the Fulltext
single channel TextCNN model by a wide margin.

Now looking only at the multichannel TextCNN
model when comparing the results, using data that
comes from abstracts and titles only (AT) with
the Fulltext data, the Small dataset shows the

Datasets
Metrics AT (S) Full (S) Full (S) AT (L) Full (L) Full (L)

Single Channel Multichannel Single Channel Multichannel

p@k

p@1 0.76197 0.78220 0.80512 0.87600 0.72305 0.87907
p@3 0.58283 0.59699 0.62980 0.70951 0.51016 0.72139
p@5 0.47633 0.48901 0.52057 0.60532 0.41908 0.61479
p@10 0.39641 0.38815 0.41958 0.51000 0.32631 0.51793
p@15 0.37281 0.35910 0.39587 0.47127 0.28318 0.48009

nDCG@k
nDCG@1 0.76197 0.78219 0.80512 0.87600 0.72305 0.87907
nDCG@3 0.62306 0.63744 0.66982 0.74737 0.55327 0.75737
nDCG@5 0.53918 0.55227 0.58409 0.66640 0.48009 0.67521

Table 2: Results for TextCNN in p@k and nDCG@k. Boldface indicates the best result on the each dataset.
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Metrics
Datasets top k EBP EBR EBF MiP MaP MiF MaF HP1 HR1 HP2 HR2

AT (S)
@5 0.477 0.187 0.261 0.498 0.499 0.456 0.478 0.521 0.135 0.605 0.144
@10 0.349 0.253 0.288 0.473 0.498 0.456 0.478 0.381 0.208 0.456 0.225
@15 0.301 0.278 0.288 0.458 0.497 0.453 0.478 0.325 0.241 0.399 0.262

Full (S)
Single

Channel

@5 0.490 0.185 0.261 0.499 0.500 0.456 0.478 0.521 0.126 0.578 0.129
@10 0.345 0.245 0.281 0.472 0.499 0.454 0.478 0.338 0.193 0.377 0.212
@15 0.291 0.267 0.277 0.455 0.498 0.449 0.478 0.281 0.221 0.329 0.250

Full (S)
Multi-

channel

@5 0.521 0.200 0.282 0.503 0.498 0.460 0.478 0.539 0.161 0.608 0.176
@10 0.377 0.270 0.309 0.478 0.495 0.460 0.477 0.386 0.237 0.442 0.265
@15 0.325 0.298 0.310 0.463 0.494 0.457 0.477 0.326 0.268 0.380 0.304

AT (L)
@5 0.606 0.239 0.332 0.575 0.502 0.364 0.398 0.632 0.196 0.685 0.197
@10 0.462 0.334 0.380 0.479 0.500 0.407 0.401 0.478 0.304 0.532 0.315
@15 0.404 0.372 0.386 0.434 0.497 0.414 0.403 0.413 0.352 0.468 0.371

Full (L)
Single

Channel

@5 0.420 0.162 0.227 0.446 0.500 0.282 0.396 0.394 0.100 0.405 0.091
@10 0.290 0.206 0.236 0.338 0.500 0.287 0.396 0.313 0.119 0.336 0.105
@15 0.240 0.220 0.228 0.290 0.500 0.277 0.396 0.223 0.135 0.262 0.137

Full (L)
Multi-

channel

@5 0.616 0.243 0.338 0.581 0.503 0.369 0.400 0.640 0.199 0.702 0.199
@10 0.468 0.339 0.386 0.484 0.500 0.413 0.403 0.492 0.307 0.558 0.319
@15 0.411 0.379 0.392 0.440 0.497 0.420 0.405 0.426 0.357 0.491 0.378

Table 3: Flat and Hierarchical Measures for TextCNN on Different Datasets. top k indicates the top k labels re-
turned by the classifier; EBP, EBR, EBF are example based precision, recall, and F-score, respectively; MiP and
MiF are micro precision and F-score; MaP and MaF are macro precision and F-score; HPm and HRm are hierar-
chical precision, where m denotes the maximum distance from the original label to its ancestors and descendants.

greater improvement, approximately 2-5 percent-
age points for each p@k and each nDCG@k value.
The improvement for the Large dataset is typically
closer to 1 percentage point. It should be noted
that the Large dataset has a somewhat higher, thus
more difficult to improve upon, abstract and title
baseline for each metric (10 percentage points or
more than the Small dataset). Another reason for
this difference could be that more training exam-
ples simply gives better models, so the extra in-
formation provided by the new data sources does
not have as significant an effect as the increase
in the number of training examples. Comparing
AT (L) to AT (S) and Full (L) to Full (S) shows
an approximately 7-13 percentage point improve-
ment for each p@k and nDCG@k. Another pos-
sibility could be that the Small and Large datasets
were generated from documents with different at-
tributes. We have not investigated this possibility.

Table 3 reports the performance of flat and hi-
erarchical evaluations on all datasets giving a fur-
ther assessment of introducing the extra informa-
tion sources. When comparing AT to Full Multi-
channel in the Small and Large datasets, we see an
approximate .5-5 percentage point improvement in
all of the measures except MaP. Most importantly,
there is improvement in precision without a de-

crease in recall. The obtained results further sug-
gest that our hypothesis that adding captions and
paragraphs indeed provides valuable information
in automatic MeSH indexing. Comparing EBP,
which is the same as HP0, with the HP values, an
approximate 1-5 percentage point improvement in
all cases at HP1 and an approximate 6-13 percent-
age point improvement in all cases at HP2 can be
seen. These observations indicate that some of the
predicted MeSH terms are not exactly the same as
the gold standard labels, but the model has sug-
gested MeSH terms that are in the correct branch
of the MeSH term hierarchy. With this latter ob-
servation we have investigated how the predicted
results correspond to the gold standard results. To
do this investigation, we look at the parents above
and the children below the predicted labels.

An in-depth analysis of the hierarchical evalu-
ation on the AT (L) and Full (L) datasets are re-
ported in Table 4. We have computed the aver-
age number of gold standard MeSH term labels
in common with the predicted labels including m
levels up and n levels down over all documents,
where m ∈ {0, 1, 2} and n ∈ {0, 1, 2}. Each
row in the table compares model performance at
a certain MeSH hierarchy, where Cm indicates the
predicted label augmented with children with dis-
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top 5 predicted top 10 predicted top 15 predicted
AT (L) Full (L) Full (L) AT (L) Full (L) Full (L) AT (L) Full (L) Full (L)

Single Multi- Single Multi- Single Multi-
Channel channel Channel channel Channel channel

C0 P1 0.0256 0.0021 0.0748 0.0236 0.0008 0.1107 0.0290 0.0067 0.1424
C1 P0 0.1119 0.4154 0.4551 0.2420 0.5040 0.8545 0.2791 0.5763 1.0379
C0 P2 0.2387 0.1988 0.4904 0.2933 0.1536 0.6983 0.3405 0.2741 0.8269
C2 P0 0.1591 0.4860 0.6528 0.3202 0.6480 1.1166 0.3681 0.7296 1.3542
C2 P1 0.1847 0.4881 0.7276 0.3438 0.6489 1.2267 0.3971 0.7363 1.4954
C1 P2 0.3506 0.6142 0.9455 0.5354 0.6576 1.5528 0.6196 0.8504 1.8649

Table 4: Hierarchical Analysis on TextCNN - top k selected indicates the top k labels return by the classifier

tance m, and Pn is predicted label augmented with
parents with distance n. As an example: C0 P1 on
AT (L) with the top 5 predicted labels indicates
that if the predicted labels are augmented with
their parents with distance 1, the number of com-
mon labels between true labels and predicted ones
will increase on average by 0.0256 over all docu-
ments in the test set. For each top k predicted la-
bels returned by the TextCNN model, comparisons
within the same dataset but expanded augmenta-
tions show that the number of common MeSH
terms between the gold standard and predicted
ones increase in all but four cases: two instances
of an increased window size for the multichan-
nel TextCNN, the single channel TextCNN aug-
mented with two parent labels, and the AT (L)
dataset for top 5 predicted. Observing each col-
umn, this can a ten-fold increase or more. Com-
paring AT with Full multichannel TextCNN the in-
crease is approximately three times when adding
captions and related texts. This observation gives
us confidence in concluding that the multichannel
TextCNN model gives MeSH terms that are in the
correct branch of the MeSH hierarchy and adding
figure captions and related texts does provide valu-
able improvement in automatic MeSH indexing.

6 Conclusions and Future Work

This paper has presented a novel multichannel
TextCNN model for MeSH term indexing. In ad-
dition, this paper has included figure and table in-
formation for the automatic MeSH indexing task.
Notably, our deep learning model introduced a va-
riety of features obtained from different parts of
the document. The experimental results indicate
that adding more features obtained from captions
and related paragraphs indeed improve the perfor-
mance of our proposed multi-channel TextCNN

model, supporting the initial hypothesis that figure
and table captions as well as associated paragraphs
provide valuable evidence in automatic MeSH in-
dexing. In addition, introducing the extra informa-
tion in a separate channel appears to have a posi-
tive effect compared with presenting all of the in-
formation in one channel.

We have contributed a labeled text-enhanced
biomedical document dataset for the research
community. It includes title, abstract, figure and
table captions, and paragraphs related to figures
and tables. This dataset and our software is avail-
able at https://github.com/xdwang0726/Mesh.

In the future, we first intend to extend our exper-
iments on different optimizers, learning rates and
classifiers in order to improve the performance of
our models. Secondly, in this paper, we focused
on finding a classifier to capture important fea-
tures in the document. We manually set the num-
ber of MeSH terms returned from the model, i.e.,
in this work, we asked our model to return the top
k predicted MeSH terms, where k ∈ {5, 10, 15}.
We plan to improve our model by implementing a
ranking system module which can be added right
after the classifier. The ranking module would au-
tomatically suggest the number of labels returned
for each document, which could help the index-
ing system to return more accurate MeSH terms.
Thirdly, we also aim to develop a tool which could
help human annotators locate the places in the
document that has text important for determining
MeSH terms in order to improve the efficiency of
computer assisted human MeSH indexing.
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Abstract
Automatic extraction of relations and interac-
tions between biological entities from scien-
tific literature remains an extremely challeng-
ing problem in biomedical information extrac-
tion and natural language processing in gen-
eral. One of the reasons for slow progress is
the relative scarcity of standardized and pub-
licly available benchmarks. In this paper we
introduce BioRelEx, a new dataset of fully an-
notated sentences from biomedical literature
that capture binding interactions between pro-
teins and/or biomolecules. To foster repro-
ducible research on the interaction extraction
task, we define a precise and transparent eval-
uation process, tools for error analysis and sig-
nificance tests. Finally, we conduct exten-
sive experiments to evaluate several baselines,
including SciIE, a recently introduced neural
multi-task architecture that has demonstrated
state-of-the-art performance on several tasks.

1 Introduction

Biological interaction databases capture a small
portion of knowledge depicted in biomedical pa-
pers, due to time consuming nature of manual in-
formation extraction. As experimental methodolo-
gies to identify such interactions tend to increase
in scale and throughput, the problem stands to
rapidly update these databases for relevant appli-
cations (Oughtred et al., 2018). The long-term aim
of our efforts is to provide bases for filling this gap
automatically.

Despite significant progress in recent years, ex-
tracting relationships and interactions between dif-
ferent biological entities is still an extremely chel-
lenging problem. Some of those challenges are

due to objective reasons such as lack of very large
annotated datasets for training complex models, or
wide variability in biomedical literature which can
lead to domain mismatch and poor generalization.
Another important challenge, which is the main
focus of the present paper, is the scarcity of pub-
licly available datasets. Indeed, with despite some
notable exceptions (Kim et al., 2003; Dogan et al.,
2017), there is a relative lack of adequate, high-
quality benchmark datasets which would facilitate
reproducible research and allow for robust com-
parative evaluation of existing approaches.

Here we have processed biological texts to an-
notate biological entities and interaction pairs. In
contrast to other related databases, our efforts were
focused on delineation of biological entities from
experimental ones, and on distinguishing between
indirect regulatory interactions and direct physi-
cal interactions. Furthermore, we have performed
grounding via cross-reference of annotated entities
with external databases. This allows for merging
interactions from different sources into a single
network of biomolecular interactions.

The main contributions of this work are:

1. We publish a dataset of 2010 sentences with
complete annotations of biological entities
and binding interactions between the entities,

2. We propose a benchmark task with a well-
defined evaluation system, which follows the
best practices of machine learning research,

3. We perform extensive evaluation of several
competing methods on the dataset and report
the results.
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2 Related work

In this section we briefly summarize prior work on
relation extraction from unstructured text.

Since 2009, NIST has organized Knowledge
Base Population evaluations as part of Text Anal-
ysis Conferences (TAC KPB). Thousands of sen-
tences from newswire and informal web pages
were annotated for training and evaluation pur-
poses (Getman et al., 2018). In 2017, a team from
Stanford released TACRED (Zhang et al., 2017),
a dataset of 106 264 sentences with 42 relation
types. The relations are mainly between people,
places and organizations.

A large number of papers focused on biologi-
cal relation extraction. (Bunescu et al., 2005) built
a manually annotated corpus of 225 abstracts to
evaluate various extraction methods. This dataset
is referred as AIMed in subsequent papers. Later,
(Pyysalo et al., 2007) developed a smaller dataset
called BioInfer with more detailed annotations. In
particular, the authors developed large ontologies
for biological entities and relations between them
and attempted to classify each entity and relation
according to these ontologies. The small number
of sentences and interactions is 1100 and 2662,
respectively, so for many types of relations there
were too few samples. Because of that, almost all
subsequent papers that applied machine learning
techniques on BioInfer discarded the detailed la-
bels and used it as a dataset of binary relations. In
2008, (Pyysalo et al., 2008a) presented a detailed
comparison of AIMed, BioInfer and three other
datasets (IEPA, HPRD50 and LLL) and found sig-
nificant differences in the data collection and eval-
uation procedures.

In (Pyysalo et al., 2008b), the authors concluded
that the results on the five datasets reported in dif-
ferent papers are incomparable and suggested to
unify the datasets in a common format with a pre-
cise evaluation procedure. This proved to be suc-
cessful as a large number of subsequent papers use
the unified versions of the datasets. On the other
hand, these datasets are currently used only for
binary relation classification, as the unified ver-
sions keep the lowest common level of annotations
(only entity locations and binary labels between
the pairs). It means that the models trained on
these datasets cannot be used for end-to-end rela-
tion extraction from text. Moreover, many recent
papers violate evaluation strategies (e.g. perform
cross-validation on splits that do not respect doc-

ument boundaries) and report unrealistically high
scores (Hsieh et al., 2017; Ahmed et al., 2019).

One of the highest quality datasets is devel-
oped as part of GENIA project (Kim et al., 2003).
It involves annotations of entities, syntactic fea-
tures, wide variety of events, including around
2500 binding interactions (Thompson et al., 2017).
GENIA does not have a training/test split, but vari-
ous subsets of it have been used as training and test
sets of BioNLP Shared Tasks in 2009 (Kim et al.,
2009), 2011 (Kim et al., 2011) and 2013 (Nédellec
et al., 2013). Several protein-protein interaction
(PPI) datasets appeared in BioCreative series of
shared tasks. There was a track on PPI extraction
in BioCreative II, including a binary relation ex-
traction subtask from full texts and another sub-
task for finding evidence sentences for the given
interaction (Krallinger et al., 2008). BioCreative
V Track 4 included a subtask on extraction of more
complex data structures called Biological Expres-
sion Language (BEL) statements (Rinaldi et al.,
2016).

Other biological relation extraction datasets in-
clude ADE (Gurulingappa et al., 2012), a dataset
of adverse drug effects; BB3 (Deléger et al.,
2016), a dataset of relations between bacteria and
their habitats, which was used in BioNLP Shared
Task 2016; SeeDev, a dataset of sentences about
seed development of plants; AGAC, a dataset on
gene mutations and diseases. The latter three
datasets are included in BioNLP 2019 Shared
Tasks. Precision Medicine Track of BioCreative
VI (Dogan et al., 2017) introduced a large dataset
of protein-protein interactions that are affected by
mutations.

SemEval 2017 Task 10 (Augenstein et al., 2017)
was about extracting relations from scientific pa-
per abstracts (physics, computer science and ma-
terials science). SemEval 2018 Task 7 focused on
sentences from computational linguistics papers.
SciERC (Luan et al., 2018) is a dataset consist-
ing of 500 research paper abstracts from major AI
conferences with annotated entities, coreference
links and relations between entities.

3 Dataset description

3.1 The choice of sentences

We have annotated 2010 sentences for binding in-
teractions between biological entities. Those sen-
tences came from a much larger set of 40,000 sen-
tences that were automatically extracted from var-
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ious biomedical journals and underwent minimal
manual post-processing (Rzhetsky et. al., 2019).
While the original set contained numerous inter-
action types, here our focus is on binding interac-
tions only. The text of the sentences are mostly
copied from the journal websites and can include
uncommon Unicode symbols. In rare cases we
had to copy the sentences from PDF versions of
the papers and manually fix incorrect characters.

As stated above, the current version of the
dataset is focused on binding interactions. All sen-
tences in the dataset contain one of the following
words: “bind”, “binds”, “binding”, “bound”. This
will potentially limit the applicability of the mod-
els trained on this dataset on other sentences that
contain information about binding interactions.

3.2 Entities

3.2.1 Entity definition
Every annotated entity is a continuous span of
characters in the sentence surrounded by non-
alphanumeric symbols (can include spaces, hy-
phens etc.).

Tokenization of biomedical texts can be a chal-
lenging task. To ensure consistency, we have ver-
ified that all annotated entities in the dataset are
surrounded by the symbols described in Table 3
of Appendix A.3. Note that all these symbols can
also appear inside an entity name.

3.2.2 Entity types
We have annotated 33 types of entities. For
classification of entities we were governed both,
by biological function and by chemical structure.
More specifically, we distinguish between biolog-
ical and experimental entities. For example, if
the sentence refers to an oligonucleotide in an ex-
periment, we do not annotate it as DNA, but as
an experimental-construct. Furthermore, we de-
fine main organic entity types as protein, protein-
family, protein-complex, DNA and RNA, while
refer to the rest of organic compounds as chemi-
cals. The complete list of entity types is listed in
Appendix A.4.

These decisions were motivated by two main
reasons: (a) only biological entities should be an-
notated and cross-referenced in order to arrive at
biologically meaningful interaction networks; (b)
a higher level of annotation that disregards details
(e.g. chemicals) significantly reduces annotation
resources with no loss to our targetted aim. This

contrasts to the Genia ontology, where entity an-
notation was only based on chemical structure of
substances (Thompson et al., 2017).

Note that while the majority of entities are an-
notated to a single type, two entities with the
same name may be annotated to different types
(e.g. protein or protein-family) depending on
the context, and sometimes these cases may co-
occur in the same sentence (e.g. protein and gene
(1.0.train.166)).

3.2.3 Coreference
Pairs of entities may be in is a or part of rela-
tionships. We have undertaken two approaches
to mark such relationships for unambigous place-
ment of entities when merging relations from one
or many sentences.

3.2.4 Links between entities
1. Sometimes the same entity appears in multi-

ple forms in the sentence. We annotate them
with a “synonym” link. Sometimes, one of
the forms is just an acronym for another form,
in which case we use “abbreviation” link.

2. Biologically nested entities are linked with a
part of link. For example, protein-domains
and protein-regions are part of proteins, while
protein subunits are part of complexes. These
links correspond to the substrate chemical
structure ontology presented in Genia dataset
(Thompson et al., 2017).

3.2.5 Grounding
Entities of types gene, protein, protein-family and
chemical have been cross-referenced with external
database identifiers. The aim of grounding is to
introduce unique naming/identification of entities.
This is particularly useful for unambiguous identi-
fication of entities in the process of merging rela-
tions derived from different sentences into a single
network.

Notably, as a side effect, the process of ground-
ing increased the quality of entity annotation for
the specified entity types.

3.2.6 Ambiguities
Entity annotation is not a straightforward task, as
entities usually appear in a variety of grammati-
cal and biological forms. Therefore, we have de-
veloped the following guidelines for standardized
annotations. Formation of these guidelines was a
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result of iterative annotations followed by resolu-
tion of inter-annotator conflicts.

1. Entity modifications

Sometimes the text contains an entity which
is a mutated form of another entity, or it is
an entity in an unusual state. In these cases
we tag the entity with “mutant” and/or “state”
labels (Appendix A.1, example 1).

2. Spanned and nested entities

If an entity contains multiple tokens, those
may be separated by other words in the text,
or may themselves contain nested simpler en-
tities. In cases when the same token is shared
between multiple complex entities, we anno-
tate the shared tokens only as part of the first
entity (Appendix A.1, example 2). A better
solution to these cases would be to annotate
the shared tokens in all the entities that they
are part of and use a text-span notation to
mark those cases. However, considering the
small number of such cases, we didn’t find
this worthwhile. Sometimes a complex entity
name contains a name of another entity. We
annotate both, and both can appear in inter-
actions. In extreme cases, the second entity
can be a single digit. In contrast to our ap-
proach, entity recognizer systems that do not
support nested entities are not be able to find
these cases. In evaluation, we have a separate
score that reports performance on the nested
entities (Appendix A.1, examples 3-5).

3. A/B syntax

In many cases A/B means a complex of the
proteins A and B. In other cases it refers to
separate proteins A and B, and the interac-
tion with A/B means interactions with both
of them. In both cases, we annotate A and B
as individual entities. In case of complexes,
we also annotate A/B as a complex. If A/B
is involved in an interaction with a protein C,
we annotate an interaction between A/B and
C only if A/B is a complex. If A/B is not
a complex, we annotate two interactions be-
tween A and C, and B and C. (Appendix A.1,
example 6)

4. Hidden entity names and implicit corefer-
ences

Sometimes the sentence is about an entity
which is not explicitly mentioned, but there
are words that refer to it. We do not anno-
tate these words as entities and do not an-
notate corresponding interactions (Appendix
A.1, example 7).

3.3 Interactions

We annotate binding interactions between several
types of entities.

3.3.1 Interaction types
We use three labels: 1 if the interaction exists, 0
for speculations (if the sentence does not conclude
whether the interaction exists or not), and −1 for
negations (if the sentence concludes that there is
no binding interaction between the entities).

We conclude that an interaction exists (1) if we
find explicit triggers describing direct physical in-
teractions, such as A binds/ associates with/ in-
teracts with /recuits /phosphorylates B, and their
grammatical varieties.

Speculative interactions (Appendix A.2, exam-
ples 1-2) arise either due to lack of experimental
evidence or due to the sentence not reaching the
conlusion yet. We mark such cases with a “hy-
pothesis” label. Other cases may be sentences that
are actually titles of the sections or even the pa-
pers. In practice, title of the paper might be ex-
tracted both from the title section of the paper and
from the reference sections of other papers. We
tag the sentences extracted from paper, section or
figure titles by “title” label (Appendix A.2, exam-
ples 3-4).

3.3.2 Ambiguities
1. Entity polymorphisms

When an entity participating in an interac-
tion appears in multiple forms in the sentence
(e.g. plural forms, synonyms, etc.), we anno-
tate the one which is the most obvious from
the sentence. In evaluation, we do not penal-
ize the predictions with another form of the
same entity (Appendix A.2, example 5).

2. Static interactions: protein complexes and
domains

Static or implicit interactions refer to cases
where an interaction is inferred from the con-
text, but is not mentioned with any explicit
trigger.
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When the sentence contains a complex of two
or more proteins, and the components of the
complex are present in the sentence, we an-
notate a binding interaction between them
and tag it with a “complex” label. In rare
cases, the same sentence contains another ex-
plicit mention of the interaction between two
proteins. In this cases we do not tag the inter-
action with “complex” label (Appendix A.2,
examples 6-7). In evaluation, we additionally
report the performance on such implicit bind-
ing interactions inside complexes.

Sometimes we annotate a (positive) binding
interaction between entities A and B, where
B is a region (part of ) of another entity C.
The most common scenario is when B is a
protein domain and A and C are proteins. In
this case, we annotate another interaction be-
tween A and C and tag it with an “implicit”
label. The full list of entity types that can
get involved in similar implicit interactions is
presented in Appendix A.4. We have auto-
matically verified that all such implicit inter-
actions are annotated (Appendix A.2, exam-
ples 8-9).

3. Self interactions

There are cases when an entity binds to itself,
especially when the entity is a protein-family
and the binding can refer to different mem-
bers of the same family (Appendix A.2, ex-
ample 10).

In rare cases, the sentence talks about homod-
imers or oligomerization, which implies that
there is a protein which binds to itself. We
tag these cases with an “implicit” label (Ap-
pendix A.2, example 11-12).

4. Interactions with implicit entities

Sometimes the sentences contain interactions
with entities without naming them. We
exclude these interactions from the dataset
(A.2, example 13).

3.4 Dataset statistics

The lengths of sentences vary from 3 to 138. The
median length is 29, the mean is around 30. 95%
of all sentences have less than 50. The average
number of entity clusters per sentence is 3.92,
while the average number of entity mentions per

sentence is 4.91. On average, there are 1.61 inter-
action per sentence.

We used Cytoscape (Shannon et al., 2003) to
construct a graph based on positive interactions
annotated from our dataset. It has 2248 nodes
(entities) and 3235 edges (interactions) (see Fig-
ure 2 in Appendix A.5). The graph had a large
connected component, containing 65% (1475) of
nodes and 81% (2635) of edges. Many interac-
tions were annotated multiple times, with 67%
(2177) of unique interactions, and up to 11 dupli-
cations per entity pair. The graph showed small-
world properties, with average shortest path be-
tween any pairs of nodes being 5, and with very
few hub nodes. Degrees range from 1 to 83 with
median 1.

3.5 Comparison with other datasets

Table 1 compares BioRelEx 1.0 with the popular
related datasets. The original version of AIMed
has similar number of sentences to BioRelEx, but
the number of annotated relations is significantly
lower due to different annotation guidelines and
choice of sentences. BioInfer contains fewer sen-
tences with a lot more detailed annotations, which
is not suitable for the current machine learning
techniques, hence most of the models designed
for BioInfer simply ignore the details of annota-
tions. Both datasets do not have corresponding
well-defined benchmarks. The five datasets in a
unified format from (Pyysalo et al., 2008a) suit
better for machine learning research, but they are
limited to relation classification tasks.

The dataset for BioCreative VI Precision
Medicine Track has 6.5 times more sentences than
BioRelEx 1.0, but has two times less relations, as
it is focused on a more rare kind of interactions.

GENIA corpus is the closest in spirit to ours.
It has more detailed annotations and covers more
relation types. As a result, the density of binding
interactions in GENIA is much lower (only 2448
binding interactions in 9372 sentences). Also,
there is a slight difference in the goals of GENIA
and BioRelEx. GENIA is best suited for func-
tional annotation and biomedical search optimiza-
tion. We however, had a different aim in mind -
to retrieve interactions in a way to make them use-
ful for interaction network generation. This dif-
ference affected the way we have designed the an-
notation guidelines, as described in the previous
subsections. Because of these differences we did
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not use the ontologies developed in GENIA.
In contrast to all mentioned datasets, BioRelEx

includes grounding information for most of the la-
beled entities.

4 Benchmark

We propose a relation extraction benchmark on top
of our dataset. The task is to take the raw text in-
put and produce clusters of entity mentions along
with binding interactions between the clusters. We
define two main evaluation metrics, one for entity
recognition and one for relation extraction. In ad-
dition to these, we define several other evaluation
metrics that can be helpful in error analysis.

The main evaluation metrics are:

• Entity recognition performance in terms of
micro-averaged precision, recall and F-score.
In this metric we count each occurence of
an entity as a separate item, and measure if
the system could find all mentions in the sen-
tence.

• Relation extraction performance in terms of
micro-averaged precision, recall and F-score.
Relation extraction is measured between en-
tity clusters. Each cluster can be represented
by multiple entity names in the sentence. We
consider a relation between two entity clus-
ters correctly detected, if the system predicts
a relation between all pairs of entity names
from the two clusters.

Two common problems of experimental setups
used in relation extraction literature, as described
in (Pyysalo et al., 2008b), are the inconsistent
training/dev/test splits and hyperparameter tuning
on the test set. To prevent these issues, we en-
force a precise evaluation procedure. Following
(Luan et al., 2018), we randomly split the dataset
into training/dev/test sets with 70%/10%/20% ra-
tio. The training, dev and test sets contain 1405,
201 and 404 sentences, respectively. Training and
dev parts are publicly available as JSON files. We
will set up a publicly available evaluation server to
ensure having a truly blind test set. Additionally,
we have released the evalution script used in the
server1. We encourage everyone to use the dev set
for model selection only.

1The dataset files along with the description of the JSON
structure and the evaluation scripts are available at https:
//github.com/YerevaNN/BioRelEx/

4.1 Error analysis

To help with error analysis, we propose few more
evaluation metrics.

Entity names: Each entity name can be men-
tioned multiple times in the sentence. If a model
finds only one of the mentions, it is considered as
a match for this score. This metric helps to verify
the consistency of entity recognition in different
parts of the sentence.

Flat entities: Many relation extraction systems
do not support recognition of nested entities. This
score acts as if there are no flat entities. More pre-
cisely, we do two modifications before calculating
precision and recall:

1. If an entity mention was found by a system,
we remove all entity mentions that intersect
with that one from the prediction and ground
truth.

2. For the remaining entity mentions we keep
only the ones which do not contain another
mention (e.g., only shortest mentions).

Entity coreferences: Sometimes, several entity
names refer to the same actual entity. For each
sentence we construct a graph, where entity names
are the vertices, and two vertices are joined with
an edge if they refer to the same underlying entity
(are synonyms or abbreviations). This graph con-
sists of one or more connected components, where
each component is a clique and refers to a single
unique entity. We measure precision, recall and f-
score of the edges of the abovementioned graph.
This metric helps to measure the impact of syn-
onym or abbreviation detection.

Relation extraction (any): This metric mea-
sures relation extraction in a weaker form. We
consider a relation between two entity clusters cor-
rectly detected, if the system predicts a relation be-
tween any pair of entity names from the two clus-
ters.

Relation extraction (positive): Annotated rela-
tions have one of the three labels: 1 if the sentence
confirms there is an interaction,−1 if the sentence
confirms there is no interaction, and 0 if the sen-
tence is inconclusive. We report scores that do not
penalize if relations with labels 0 or −1 are not
detected.

Relation extraction (non-implicit): Some of
the interactions are marked as “implicit” by the an-
notators. These are the interactions which can be
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Task Split Relation Types Sentences Entities Relations

AIMed (Bunescu et al., 2005) Relation extraction No No 1978 4141 816
BioInfer (Pyysalo et al., 2007) Relation extraction No Ontology 1100 6349 2662

AIMed* (Bunescu et al., 2005) Classification Yes No 1955 4301 978
BioInfer* (Pyysalo et al., 2007) Classification Yes No 1100 6349 2662
HPRD50* (Fundel et al., 2006) Classification Yes No 145 406 160
IEPA* (Ding et al., 2001) Classification Yes No 486 1118 340
LLL* (Nédellec, 2005) Classification Yes No 77 239 162

BioC V BEL (Rinaldi et al., 2016) BEL extraction Yes Yes 6353 N/A 11066
BioC VI PM (Dogan et al., 2017) Relation Extraction Yes No 12751 10325 1629
BioNLP GE (Kim et al., 2003) Classification+Coref Yes Ontology 9372 93293 36114

BioRelEx 1.0 Relation Extraction Yes Only binding 2010 9871 3235

Table 1: Comparison of BioRelEx 1.0 with the most popular protein-protein interaction datasets. The ones men-
tioned by asterisk are the unified versions from (Pyysalo et al., 2008a)

hard to detect, as they require relatively complex
reasoning. We report scores that do not penalize if
an implicit interaction is not detected.

All our evaluation scripts use test set bootstrap-
ping to compute confidence intervals for the scores
and to test whether the difference between two
models is significant.

5 Experiments

5.1 Baselines
We provide several baselines for the benchmark
described in the previous section. First, we report
several trivial baselines with gold standard enti-
ties, as well as using an off-the-shelf named en-
tity recognizer. Next, we evaluate REACH, an
end-to-end biological relation extraction system,
which does not require re-training. Finally, we
train SciIE, an end-to-end neural network which is
known to produce state-of-the-art results on simi-
lar tasks.

5.1.1 Trivial baselines
Following (Pyysalo et al., 2008a), we report scores
produced by co-occurence baselines. First, we
take all gold entities from the dataset and assume
that there are binding interactions between all of
them. This baseline gives a perfect recall and
is called “Co-occur (gold)”. Then, we pass the
sentences to a biomedical named entity recogni-
tion system SciSpacy (Neumann et al., 2019)
(trained on JNLPBA corpus) and assume that there
are binding interactions between all pairs. This
baseline is called “Co-occur (SciSpacy)”.

5.1.2 REACH
REACH (Valenzuela-Escárcega et al., 2018) is a
rule-based relation extraction system The authors

host a web-based service for extracting relations
from biomedical texts. We did not train or tune
the system. The technical details on how we eval-
uated REACH system on our dataset is presented
in Appendix A.6.

5.1.3 SciIE model
SciIE (Luan et al., 2018) is a complex multi-
task neural architecture developed by University
of Washington for relation extraction from com-
puter science paper abstracts. The model produces
candidate spans of tokens, and then attempts to
jointly predict entities, coreferences and relations
between entities based on the spans. SciIE sup-
ports multi-word and nested entities. The techni-
cal details about adapting our data for SciIE archi-
tecture are available in Appendix A.7.

5.2 Results

The results of the four baselines on the test set
of BioRelEx 1.0 are presented in Table 2. If the
entity names are known, getting 35% F-score for
relation extraction is trivial. Recall for relation
extraction of the co-occurrence baseline is less
than 100% because of the self interactions in the
dataset. On the other hand, entity recognition
is not easy. SciSpacy’s named entity recognizer
trained on the famous JNLPBA dataset (derived
from GENIA corpus) gets 67% precision and less
than 53% recall. Part of the low recall is because
SciSpacy’s NER cannot produce nested entities.
The co-occurrence baseline with these entities gets
less than 20% F-score for relation extraction.

SciIE model has a large number of hyperparam-
eters. We kept the values mentioned in the offi-
cial repository for SciERC dataset with one excep-
tion: we have changed max arg width to 5, as
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Entity Recognition Relation Extraction
Co-occur

(SciSpacy)
Co-occur

(Gold) REACH SciIE

Co-occur
(SciSpacy)

P 67.3± 1.4 (64.6− 69.8) 12.6± 1.3 (10.3− 15.2)
0.0% 0.2% 0.0%R 52.6± 1.5 (49.8− 55.5) 45.1± 3.7 (38.5− 52.3)

F1 59.0± 1.3 (56.4− 61.6) 19.6± 1.9 (16.3− 23.5)

Co-occur
(Gold)

P 100.0± 0.0 (100− 100) 21.5± 1.3 (19.2− 24.2)
100.0% 64.8% 0.0%R 100.0± 0.0 (100− 100) 99.2± 0.5 (98.1− 99.9)

F1 100.0± 0.0 (100− 100) 35.3± 1.8 (32.2− 38.9)

REACH
P 70.6± 1.4 (68.1− 73.1) 63.2± 3.9 (55.6− 70.7)

99.8% 35.2% 0.0%R 65.9± 1.3 (63.4− 68.3) 23.2± 2.3 (19.1− 27.6)
F1 68.2± 1.1 (65.9− 70.3) 33.9± 2.8 (28.6− 39.2)

SciIE
P 87.7± 1.0 (85.8− 89.6) 53.2± 2.3 (48.9− 57.9)

100.0% 100.0% 100.0%R 63.3± 1.6 (60.2− 66.3) 47.4± 3.1 (41.1− 53.1)
F1 73.5± 1.3 (71.0− 75.8) 50.1± 2.3 (45.5− 54.3)

Table 2: Results of the four baselines on the test set of BioRelEx 1.0. We report precision (P ), recall (R) and
F-score (F1) for entity recognition and relation extraction. Every metric is calculated n = 1000 times by boot-
strapping on the test set. The table shows mean, standard deviation and 95% confidence interval of 1000 runs. The
right part of the table shows how often one baseline beats the other ones in 1000 evaluations according to F-score
of relation extraction. We consider the difference between two models to be significant if one performs better than
the other in 95% of cases.

there are very few entities with more than five to-
kens. We did several experiments with different
weights for the NER and coreference branches of
the model and picked the combination which per-
formed best on the dev set of our dataset.

SciIE model significantly outperforms REACH
system on the F-score of relation extraction:
50.1% vs 33.9%. On the other hand, REACH has a
better precision for relation extraction. The differ-
ence between REACH and co-occurrence baseline
with gold entities is not significant.

5.3 Error analysis

To measure the impact of nested entities on entity
prediction performance we calculate Flat entities
metric and compare it with the main entity recog-
nition metrics. Recall jumps from 65.8% to 71.2%
for REACH and from 63.3% to 68.9% for SciIE.

Our error analysis tools measure coreference
detection performance. Both REACH and SciIE
baselines do not output coreferences. SciIE is ca-
pable of producing coreference clusters, but the
best performance on the dev set.

The relaxed versions of relation extraction eval-
uation do not change the results significantly. In
particular, Relation extraction (any) metric gives
35.5% (vs. 33.9%) for REACH and 51.0% (vs.
50.1%) for SciIE.

To understand the impact of sentence lengths on
the performance of the models we calculate our
main metrics on the top and bottom halves of the
list of sentences from dev set sorted by length.

For REACH, F-score on longer sentences is worse
by 1.2 and 0.8 percentage points for entity recog-
nition and relation extraction, respectively. For
SciIE, the differences are much larger, 7.4 and 9.9
percentage points respectively.

5.4 Qualitative analysis

To understand how the SciIE baseline model per-
forms in real-world settings, we did the following
experiment. We took a figure from a paper that
describes MAPK-ERK signaling pathway. Figure
1a shows the schematic representation of the path-
way, as described in the paper (Dantonio et al.,
2018). The caption of the figure in the original
paper reads: “In regular conditions, ligands such
as growth factors or mitogens bind to the RTK,
which is activated by autophosphorylation. Phos-
photyrosine residues recruit adaptor protein Grb2
and Sos, promoting Ras:GTP association. Acti-
vated by GAPs such as NF1, Ras hydrolyzes GTP
and activates Raf, the first effector kinase in the
MAPK pathway. Raf then phosphorylates MEK,
which in turn phosphorylates ERK. p-ERK acti-
vates cytoplasmic and nuclear substrates”.

Figure 1b shows the network extracted by our
SciIE model from the original caption with no
modifications. The original scheme is depicted as
an underlay with light gray shades. The true posi-
tive entities and interactions are highlighted in red.

Our dataset is biased towards sentences with the
verb “bind”. To see how it affects the performance
of our model, we have replaced three triggers in
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Figure 1: A network extracted by SciIE model. Refer to Section 5.4 for the details.

the original caption with “binding”. The resulting
network produced by SciIE is presented in Figure
1c. True positives are highlighted with red, while
false positives - with blue. Note that many false
entities, such as “NF1, Ras” are extracted in this
case.

Finally, we removed the sentence containing
the misleading “NF1”, and replaced the ”which
in turn” coreference with “MEK”. Additionally,
the “phospohorylated residues” were replaced by
“phosphorylated RTK” to hint the model that these
residues belong to RTK. The network produced by
SciIE on this version is shown in Figure 1d. The
full captions used in these experiments are shown
in Appendix A.8.

The results demonstrate that our SciIE baseline
works much better when the interactions are ex-
pressed with the verb “bind”. Additionally, we
see that the lack of coreference resolution between
sentences severely limits the applications of this
model.

6 Conclusion

In this paper we have introduced BioRelEx
1.0, a manually annotated corpus for interac-
tion extraction from biomedical literature. We
have developed detailed guidelines for annotat-
ing binding interactions between various bio-
logical entities. The dataset is publicly avail-
able at https://github.com/YerevaNN/
BioRelEx/. Based on the dataset we have de-
signed a benchmark and evaluated several base-
lines on it. Finally, we have demonstrated
the quality of a neural relation extraction model
trained on the dataset in a real-world setting. We
hope this benchmark will help to develop more
accurate methods for relation extraction from un-
structured text.
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Hahn-Powell, Dane Bell, Thomas Hicks, Enrique
Noriega-Atala, Xia Wang, Mihai Surdeanu, Emek
Demir, and Clayton T Morrison. 2018. Large-scale
automated machine reading discovers new cancer
driving mechanisms. Database: The Journal of Bi-
ological Databases and Curation.

Yuhao Zhang, Victor Zhong, Danqi Chen, Gabor An-
geli, and Christopher D. Manning. 2017. Position-
aware attention and supervised data improve slot
filling. In Proceedings of the 2017 Conference on
Empirical Methods in Natural Language Processing
(EMNLP 2017), pages 35–45.

A Appendices

A.1 Examples of entity annotation
ambiguities

1. (1.0.train.104) “The inability of
tyrosine-phosphorylated SLP-76 to interact
with nck(SH2*)”. We annotate “nck” as a
protein and “nck(SH2*)” as a protein with
label “mutant”.

2. (1.0.train.45) “... equal amounts of
REGs α and β bound to the proteasome ...”.
We annotate “REGs α” as a protein and link
it to the implicit “REG α”, and annotate “β”
as a protein and link it to the implicit “REG
β”.

3. (1.0.dev.118) “NF-Y binds the HSP70
promoter in vivo.”. We annotate three en-
tities in this sentence: “NF-Y” is a protein,
“HSP70” is a gene, and “HSP70 promoter”
is a DNA. There is a binding interaction be-
tween “NF-Y” and “HSP70 promoter”, but
not with “HSP70”.

4. (1.0.train.964) “...the binding of cor-
tactin to the Arp2/3 complex....”. Here,
“Arp2/3” is annotated as a complex, “Arp2”
is a protein, while “3” is annotated as a pro-
tein and is linked to an implicit entity “Arp3”.

5. (1.0.train.430) “A18 hnRNP Binds
Specifically to RPA2 and Thioredoxin 3’-
UTRs”. Here, “RPA2 3’-UTR” is a region
of “RPA2” RNA. But it is not a continuous
span of characters, so we are forced to anno-
tate only “RPA2”. As a result, the same se-
quence of characters “RPA” is annotated both
as an RNA and as an RNA-region.

6. (1.0.train.121) “JNK/SAPK Binds and
Phosphorylates a MEKK1 Fragment In
Vitro”. Here JNK and SAPK are separate
entities. We annotate binding interaction be-
tween “JNK” and “MEKK1” and between
“SAPK” and “MEKK”.

7. (1.0.train.50) “... Apaf-1 binds cy-
tochrome c and dATP, and this complex re-
cruits caspase-9 ...”. “This complex” refers
to an implicit complex with three entities. We
do not annotate the complex and its interac-
tions.

A.2 Examples of interaction annotation
ambiguities

1. (1.0.train.540) “We also attempted to
examine the actin-binding ability of partially
phosphorylated F-rad.” This sentence moti-
vates the performed experiment, but does not
talk about the outcome.
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Space, full stop “S. cerevisiae” (cell), “S-1.MgADP.Pi” (protein-domain)
Question mark No examples
Comma, colon, semicolon “PI(4,5)P2” (chemical), “f:TFIID” (fusion-protein)
Round brackets “NAD(H)” (chemical), “HMG-1(A-B)” (protein region)
Square brackets “DB[a,l]PDE” (chemical), “[3H]LY341495” (drug)
Hyphen-like symbols “IGF-II promoter” (DNA), “hTcf-4-(180)” (protein-region)
Apostrophe “3’UTR” (RNA), “3’dE5” (chemical)
Asterisk “Rh*” (protein), “C2A* mutant” (protein-domain)
Plus “Ca2+” (chemical), “Na+,K+-ATPase” (protein-complex)
Dot-like symbols “DBAD” (protein-region), “actinϕ” (protein-family)

Table 3: All entities in the dataset are surrounded by any of the symbols described in the first column. On the other
hand, most of these symbols can appear inside entity names. The second column of the table shows examples of
entities which contain these symbols.

2. (1.0.train.755) “We expect that in the
intact BAF complex, the actin monomer is
bound to Brg1 at both of these sites.” This
sentence does not confirm the existence of a
binding interaction.

3. (1.0.train.1397) “Binding of Hairy
derivatives to Gro in vitro.”. This is a title
that uses an indefinite verb, and the contents
of the following paragraphs might imply both
existence and non-existence of the binding
interaction. We annotate the binding interac-
tion between “Hairy derivatives” and “Gro”
with label 0.

4. (1.0.train.1234) “Phosphorylation of
L1 Y1176 inhibits L1 binding to AP-2.” This
is a subsection title, but it clearly implies that
“L1” binds to “AP-2” (which is inhibited by
phosphorylation), so we annotate this inter-
action with label 1.

5. (1.0.train.1154) “... the ORC-Cdc6p
complex (and perhaps other proteins) re-
cruits the six minichromosome maintenance
(MCM) proteins ...”. Here “minichromo-
some maintenance” and “MCM” refer to the
same protein family and are annotated as
synonyms. We annotate binding interaction
between “MCM” and “ORC-Cdc6p”, and
the evaluation script does not penalize the
model if it predicts an interaction between
“minichromosome maintenance” and “ORC-
Cdc6p”.

6. (1.0.train.785) “... TR/RXR binds to
the TRE ...”. Here we annotate a binding in-

teraction between ”TR” and ”RXR” and tag
it as “complex”.

7. (1.0.train.1154) “... Cdc6p most likely
binds to ORC and then the ORC-Cdc6p com-
plex ...”. Here the binding interaction be-
tween “ORC” and “Cdc6p” can be inferred
explicitly from the first part of the sentence
and implicitly from the name of the complex.
In these cases we do not tag the interaction
with “complex” label.

8. (1.0.train.630) “hTcf-4-(180) interacts
directly with the Armadillo repeats of β-
catenin”. Here “hTcf-4-(180)” is annotated
as a domain of “hTcf-4” protein, and “Ar-
madillo repeats” is annotated as a region of
“β-catenin” protein. We annotate the interac-
tion between “hTcf-4-(180)” and “Armadillo
repeats”. Additionally, we annotate three
other interactions: “hTcf-4-(180)” and “β-
catenin”, “hTcf-4” and “Armadillo repeats”,
“hTcf-4” and “β-catenin”, and tag them with
an “implicit” label.

9. (1.0.train.758) “Synaptotagmin binds
β-SNAP, but not α-SNAP...”. Here “Synap-
totagmin” and “SNAP” are annotated as pro-
teins, while “α-SNAP” and “β-SNAP” are
annotated as isoforms of “SNAP”. We anno-
tate a negative binding interaction between
“α-SNAP” and “Synaptotagmin”, but it does
not imply that “Synaptotagmin” does not
bind “SNAP”. This shows that the implicit
“transfer” of an interaction does not hold if
the interaction is negative.

10. (1.0.test.171) “Myozenin binds to both
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α-actinin-2 and -3 but not to itself, whereas
α-actinin-2 and -3 both bind to myozenin as
well as to themselves.” In this sentence we
annotate a negative interaction between “My-
ozenin” and “Myozenin”, and another pos-
itive interaction between “α-actinin-2” and
“α-actinin-2”.

11. (1.0.dev.95) “... thereby inhibiting the
binding of c-Jun homodimer to TRE.” Here
c-Jun homodimer implies that there is a bind-
ing interaction between “c-Jun” proteins.

12. (1.0.train.69) “... Shs1 can bind to
Gin4 and induce Gin4 oligomerization ...”
Here oligomerization implies a binding inter-
action between “Gin4” and “Gin4”.

13. (1.0.train.783) “Binding of IL-1 and
TNF-alpha to their receptors activates several
signaling pathways, including the NFkappaB
and AP-1 pathways.”. We do not annotate
any binding interactions in this sentence, as
“IL-1 receptor” is not an explicitly mentioned
entity.

A.3 Tokenization rules
Table 3 describes the tokenization rules used in
BioRelEx 1.0.

A.4 Entity types
Table 5 lists all entity types with descriptions used
in BioRelEx 1.0 and some useful statistics2.

Table 4 lists the pairs of entity types that are
in part of relationship for which we automatically
add interactions to the dataset.

A.5 BioRelEx 1.0 graph
We have constructed a graph that represents the
whole annotated dataset (Fig. 2) using Cytoscape
tool (Shannon et al., 2003). We use grounding
information to match entities from different sen-
tences. If grounding information is not available,
we fall back to entity names.

A.6 REACH baseline
We use two API calls to get information from
REACH system3:

2We originally annotated DNA-motifs and DNA-regions
as separate entity types, but after some analysis we have seen
inconsistencies: sometimes DNA-motifs were annotated as
DNA. We made a decision to merge all these entity types into
a single cluster with name “DNA”.

3 http://agathon.sista.arizona.edu:
8080/odinweb/api/text

Child Parent

protein-domain protein
protein-region protein
protein-state protein
protein-isoform protein

Table 4: If the sentence contains a positive binding in-
teraction between entities A and B, where A is of a
“child” type listed in this table, and it belongs to an-
other entity C of a corresponding “parent” type, then
we additionally annotate an implicit binding interaction
between B and C.

• In fries mode, the server outputs informa-
tion about entities. Each object corresponds
to one entity mention in the text. Each men-
tion has a text, location in the text, type of
the entity and grounding information. In
rare cases, the same entity name has different
grounding information for different locations
in the text. Our system does not support this
scenario, so we keep the grounding informa-
tion from the first mention.

• In indexcard mode, the server outputs
information about interactions between en-
tities. Entities have grounding identifiers
which can be matched to the output of the
fries mode. We only take the interactions
which have binds type. In one case this API
returned an interaction, where the second par-
ticipant was a list of two entities. In these
cases we take the first one only.

We group multiple mentions of the same entity
name by matching the string. Then we group
multiple entity names into an entity cluster (
unique entity object) by taking into account
the grounding information (the concatenation of
namespace and ID from REACH output).

REACH attempts to detect many entity
types. We keep only the following entity
types: celline, family, protein,
simple-chemical, site. Including other
types (e.g. bioprocess, organ, etc.) de-
creases precision of entity recongition (as these
are not annotated in the dataset).

The implementation of our pipeline based on
REACH is available on GitHub4.

4 https://github.com/YerevaNN/
Relation-extraction-pipeline/
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Figure 2: The network of the interactions annotated in BioRelEx 1.0

A.7 SciIE baseline

To use the SciIE model for our dataset we had to
convert our data to the format the model can ac-
cept. We used a tokenzier from scispacy (Neu-
mann et al., 2019), matched the tokens with our
annotated entities, and added entity type, cluster
(coreference) and relation information. The model
supports multiple relation types. We have only
one type: bind. Additionally, we have converted
SciIE code to Python 3, and the converted version
was made available on GitHub5.

Unfortunately, the set of entities produced
by the entity recognizer submodule is not syn-
cronized with the entities that appear in the pre-
dicted coreference clusters and relations. We have
developed another script to convert the output of
SciIE to a JSON format that our evaluation script
can handle. For entities, we used the output of
SciIE entity recognizer submodule (along with the
predicted entity types) and concatenated the enti-
ties that were produced by coreference and rela-
tion extraction submodules (with a label other).
In our JSON, we specify a relation between en-
tity clusters, although SciIE produces relations be-
tween individual entity mentions.

Our preprocessing and post-processing scripts
are available on GitHub6.

5https://github.com/YerevaNN/SciERC/
6https://github.com/YerevaNN/

Relation-extraction-pipeline/

A.8 Captions for Figure 1 of Section 5.4
C In regular conditions, ligands such as growth

factors or mitogens bind to the RTK, which
is activated by autophosphorylation. Phos-
photyrosine residues bind to adaptor protein
Grb2 and Sos, promoting Ras:GTP associa-
tion. Activated by GAPs such as NF1, Ras
binds GTP and Raf, the first effector kinase
in the MAPK pathway. Raf then phosphory-
lates MEK, which in turn binds ERK. p-ERK
activates cytoplasmic and nuclear substrates.

D In regular conditions, ligands such as growth
factors or mitogens bind to the RTK, which
is activated by autophosphorylation. Phos-
photyrosine residues bind to adaptor protein
Grb2 and Sos, promoting Ras:GTP associa-
tion. Ras binds GTP and Raf, the first effec-
tor kinase in the MAPK pathway. Raf then
phosphorylates MEK, afterwards MEK binds
ERK. p-ERK activates cytoplasmic and nu-
clear substrates.
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Entity type Statistics Description

protein 3640 / 3777 /
82 / 147

Entities either represented with protein names; or with gene names (X) but factually
standing as actual proteins in the sentence (either explicitly: X protein; or implicitly
X binds the promoter)

protein-family 1086 / 1017 /
0 / 0

Entities represented with protein-family names (e.g. actin) or representing a group
of protein with common properties (e.g. globular proteins; x-domain containing
proteins, etc)

chemical 532 / 295 / 0 /
0

Any chemical compound other than protein or DNA or RNA, excluding experi-
mental reagents/antibodies.

DNA 506 / 468 / 2 /
0

Any entity type that represents a region of or full DNA molecule, except for gene
names. These include explicit ‘DNA’ mentions; DNA-regions, such as gene pro-
moters, DNA elements; DNA sequences represented with nucleotides and DNA-
motifs represented with names; chromosomes and plastids.

protein-complex 419 / 294 / 1 /
0

Protein complexes are either explicitlly mentioned with name followed by ‘com-
plex’ suffix, or with name containing subunits seperated with slashes or dashes, or
with names that do not contain the members, but are known to be complexes.

protein-domain 318 / 134 / 2 /
1

Domains may or may not be explicitly annotated with the suffix ‘domain’. They
may be specific domains of proteins present in the sentence, or general domain
names without reference to the proteins they belong to.

cell 152 / 1 / 3 / 2 Explicit mentions of a cell or entities representing cell names, cell-line, bacterium,
as well as viruses.

experimental-construct 141 / 60 / 0 / 0 Entities refering to artificially merged molecules, including tagged proteins, tagged
RNA and DNA and chemically modified proteins/RNA/DNA.

RNA 137 / 105 / 0 /
0

All the entities representing physical RNA molecules (mRNA, tRNA, rRNA, etc.),
or RNA-motifs (represented by RNA sequence or motif name) or RNA regions
(represented by region names). mRNAs presented in text with corresponding gene
names are also annotated as RNA.

experiment-tag 128 / 35 / 0 / 0 Chemicals or proteins experimentally added to proteins (e.g. GST tag).
reagent 128 / 43 / 0 / 0 Chemicals/biomolecules used in experimental settings (e.g. antibody)
protein-motif 122 / 43 / 0 / 0 Amino acid sequence patterns represented either by motif names or amino acid

sequences, which may or may not be followed by explicit ‘motif’ mention.
gene 109 / 6 / 2 / 0 Entities represented with gene names.
amino-acid 69 / 2 / 0 / 0 Amino acids represented by amino acid names or explicit amino acid mentions.
protein-region 66 / 37 / 0 / 0 Protein regions are entities refering to amino-acid sequences (motif names or actual

sequence representations); or regions on the protein not refering to whole domains.
assay 55 / 0 / 0 / 0 Entities refering to exprimental method names or assays or procedures.
organelle 51 / 20 / 0 / 0 Subcellular entities represented with their names (e.g. ribosome).
peptide 37 / 24 / 0 / 0 Short amino-acid polymers represented by their names, which may or may not be

followed by explict ‘peptide’ mentions.
fusion-protein 32 / 25 / 0 / 0 Fusion-proteins
protein-isoform 32 / 33 / 0 / 0 Protein sub-types encoded by the same gene, but resulting from its differential

post-processing. These entities may or may not appear in a sentence with explicit
isoform mentions.

process 31 / 0 / 0 / 0 Entities refering to sequences of events at molecular, cellular or organismal lev-
els. These may be pathway names (represented either by member gene names
or target process names, with or without explicit ‘pathway’ mentions); process
names/descriptions (e.g. autophagy); disorders and biological phenotypes.

mutation 20 / 0 / 0 / 0 Specifications of mutations in the form of nucleotide-to-nucleotide (A55G) or
amino acid-to-amino acid transitions (Ala55Ser) or sequence to sequence transi-
tions (ACGT to AGGT).

protein-RNA-complex 20 / 11 / 0 / 0 Complexes composed of proteins and RNA, mentioned either with component
names or the complex alias, with or without explicit ‘protein-RNA’ mention.

drug 18 / 8 / 0 / 0 Drug names
organism 7 / 0 / 0 / 0 Multi-cellular organisms (i.e. excluding cells, bacteria and viruses)
disease 6 / 0 / 0 / 0 Entities representing disease names.
protein-DNA-complex 5 / 7 / 0 / 0 Complexes composed of proteins and DNA, mentioned either with component

names or the complex alias, with or without explicit ‘protein-DNA’ mention.
brand 4 / 0 / 0 / 0 Entities representing company names or reagent/drug brands.
tissue 2 / 0 / 0 / 0 Entities representing tissues.
RNA-family 2 / 1 / 0 / 0 Entities representing groups of RNA with common properties.
gene-family 2 / 0 / 0 / 0 Entities representing sets of genes encoding for protein-families or combined by a

common characteristic. Usually mentioned with name followed by ‘gene family’.
fusion-gene 1 / 1 / 0 / 0 Entities representing fusion products of two genes. Usually represented by gene

names separated with dashes followed (or not) by ‘fusion’ suffix.

Table 5: Entity types annotated in the dataset. The second column shows the number of mentions of those entities
in the sentences, number of binding interactions involving those entities, number of mutated entities and number
of entities that appear in a special state (e.g. phosphorylated).
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Abstract

This paper describes a natural language
processing (NLP) approach to extracting
lactation-specific drug information from two
sources: FDA-mandated drug labels and
the NLM Drugs and Lactation Database
(LactMed). A frame semantic approach is
utilized, and the paper describes the selected
frames, their annotation on a set of 900 sec-
tions from drug labels and LactMed articles,
and the NLP system to extract such frame in-
stances automatically. The ultimate goal of the
project is to use such a system to identify dis-
crepancies in lactation-related drug informa-
tion between these resources.

1 Introduction

Medical information about prescription drugs is
publicly available in a variety of sources, includ-
ing the biomedical literature, consumer-focused
websites, and the drug labels mandated by the
U.S. Food & Drug Administration (FDA). But
the rapid advances in biomedicine—especially
recently-approved drugs—threatens to make these
sources discordant. Synchronizing such sources is
difficult due to their unstructured nature and the
wide variety of ways in which they are organized.
This paper presents initial work in an effort to
align two such sources—drug labels and a single
consumer health website—for information partic-
ular to a single sub-population—nursing mothers.

This is a critical sub-population for providing
validated health information to, especially for pre-
scription drugs. Notably, randomized trials, the
gold standard in drug evaluation, contain few if
any nursing mothers in their trial populations.
Thus, the information that a pharmaceutical sub-
stance has on such mothers and their children is
scarce and of poor evidence quality, which only
serves to promote misinformation and discourage

mothers from taking needed medications. Author-
itative guidance is critical in regards to what is
supported or contradicted by the limited evidence,
as well as what is simply unknown. Several pub-
lic sources attempt to provide such authoritative
information. Here, two such sources are studied:
a section of drug labels specific to nursing moth-
ers and a government website specific to drugs and
lactation, LactMed. By identifying discrepancies
in the free text narratives of these sources, further
review can pinpoint information gaps, conflicting
opinions, and out-of-date guidance.

The general strategy proposed in this paper in-
volves (a) identifying seven key information types
of drug information specific to nursing mothers,
(b) utilizing linguistically-motivated frame seman-
tic representations for these information types, (c)
annotating instances of these frames on both lacta-
tion information sources, and (d) developing natu-
ral language processing (NLP) methods to extract
this information automatically from these sources.

Our specific contributions include:

1. The first NLP method to focus specifically on
drug information for nursing mothers.

2. Development of frame representations for
lactation-specific drug information.

3. Application of a deep learning-based sys-
tem on two separate lactation information
sources, drug labels and LactMed.

4. Evaluation of cross-corpus similarity in terms
of important lactation information.

While this paper’s scope is quite narrow, just
lactation information from two sources, we posit
the techniques described here are generalizable to
other lactation information sources (with minimal
annotation/training) as well as to other important
pharmaceutical sub-populations (with, albeit, con-
siderable annotation effort).
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2 Related Work

The existing work related to that proposed here
is broken down into information extraction efforts
on drug labels (§2.1), maternal health in particular
(§2.2), and frame semantics in biomedicine (§2.3).

2.1 Drug Label Information Extraction

Drug labels contain a wealth of unstructured in-
formation relating to FDA-approved pharmaceuti-
cals, and thus have proven to be a consistent target
of NLP-based systems interested in automatically
creating knowledge bases (KBs) (Harpaz et al.,
2014). For instance, SIDER (Kuhn et al., 2010,
2016) is a well-used KB, constructed from drug
labels, for adverse drug reaction (ADR) informa-
tion (i.e., side effects). The 2017 TAC ADR task
(Roberts et al., 2017) utilized a corpus of 200 drug
labels with sections specific to ADR information
(Demner-Fushman et al., 2018b). On the other
hand, Duke et al. (2013) demonstrated the dangers
of using drug labels as an ADR KB by identifying
numerous inconsistencies between the labels for
bioequivalent drugs. Meanwhile, drug indications
(i.e., the medical condition the drug is intended
to treat) have also been well-studied (Névéol and
Lu, 2010; Fung et al., 2013; Li et al., 2013; Khare
et al., 2014), as have drug interactions (Demner-
Fushman et al., 2018a). All of these focus on gen-
eral aspects of a drug, while hardly any work has
focused on the information in drug labels related
to specific populations, though both the TAC task
as well as Culbertson et al. (2014) identified ADR-
population relations.

2.2 Maternal Health Information Extraction

A few NLP methods have been applied to support
maternal health. This includes processing biomed-
ical literature to support evidence-based review
of maternal mortality (de Groot et al., 2015)
and identifying genes associated with placenta-
mediated maternal diseases (Rodriguez et al.,
2017). Electronic health record (EHR) data has
been used to identify important maternal health
information (Borra et al., 2013; Abhyankar and
Demner-Fushman, 2013) and screen for suicide
(Zhong et al., 2018, 2019). Social media has been
used to identify pregnant women (Chandrashekar
et al., 2017; Sarker et al., 2017). Finally, only
one known work focuses drug labels for maternal
health, focusing on the identification of pregnancy
risk categories (Rodriguez and Fushman, 2015).

2.3 Frame Semantics in Biomedicine

Frame semantics (Fillmore, 1976, 1982) is a lin-
guistic theory that postulates the meaning of most
words is understood in relation to a conceptual
frame in which entities take part. E.g., the mean-
ing of sell in the “Jerry sold a car to Chuck”
evokes a frame related to COMMERCE, which in-
cludes four elements: BUYER, SELLER, MONEY,
and GOODS, though not all elements are required
(as with MONEY here). Frames also include a lexi-
cal unit that triggers the frame (“sold” in the exam-
ple). Frames provide a good connection between
an abstract information representation and the ac-
tual text that specifies that information, and is thus
a natural choice for a task such as identifying de-
tailed lactation information in drug labels. Most
notably, frame semantics have been operational-
ized in the large-scale resource FrameNet (Baker
et al., 1998, 2003), though this resource is not spe-
cific to biomedicine.

Several works have explicitly extended
FrameNet for biomedical tasks. This includes
frame for molecular biology information (Dolbey
et al., 2006; Dolbey, 2009; Tan, 2014), cancer
information from EHRs (Roberts et al., 2018;
Si and Roberts, 2018; Datta et al., 2017), and
general medical information for Swedish (Kokki-
nakis, 2013). Many other works have implicitly
used representations that are similar to frames,
including the TAC ADR task data on drug labels
(Roberts et al., 2017; Demner-Fushman et al.,
2018b).

3 Data

Two different datasets were used to create the text
corpus for frame annotation. Section 3.1 describes
the drug labels dataset and Section 3.2 describes
the LactMed dataset.

3.1 Lactation Information in Drug Labels

Drug labels were downloaded in August 2018
from the full release collection made available by
DailyMed1. DailyMed is a public website oper-
ated by the National Library of Medicine (NLM)
and is the official provider of FDA label informa-
tion. These labels are maintained in a document
markup standard approved by Health Level Seven
(HL7) referred to as Structured Product Labeling
(SPL), which specifies various drug label sections.

1https://dailymed.nlm.nih.gov/dailymed/
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Figure 1: Example “Lactation” section of a drug label

For this work, only the lactation section was ex-
tracted. An example of this section is shown in
Figure 1.

3.2 LactMed

LactMed2 is a database created by the National
Library of Medicine under the collection of
TOXNET databases. LactMed provides informa-
tion about various drugs and chemicals that nurs-
ing mothers may be exposed to that may then
be passed to their infant through breast feed-
ing. Information provided in LactMed includes
the amount of a substance that may be excreted
into breast milk, the absorption rate of an infant,
and any potential adverse effects to a nursing in-
fant. Data in LactMed is derived from reviews
of the scientific literature, with each entry includ-
ing references. Additionally, all records are peer-
reviewed by a panel of experts. For this work, only
the “Summary of Use During Lactation” section
was extracted for each LactMed article. An exam-
ple of this section is shown in Figure 2.

3.3 Preprocessing

Each individual drug label is stored in the Daily-
Med collection as a zip compressed folder that in-
cludes the drug label as an XML file and scanned
images of the label. We extracted the folders and
parsed each XML document to identify the rele-
vant lactation information. While the drug labels
provide additional information regarding the use
of the drug, only section 8.2, “Lactation”, was
extracted into individual documents for each la-
bel. Prior to a specification change in June 2015,

2https://toxnet.nlm.nih.gov/newtoxnet/lactmed.htm

Figure 2: Example “Use During Lactation” section
from LactMed

this section was labeled as section 8.3, “Nursing
Mothers”. There were 37,005 separate drug labels
parsed. Of those, lactation information was iden-
tified in 31,309 drug labels. Additionally, since
many drug labels exist for the same drug, due to
multiple manufactures and dosage amounts, only
the lactation information from the most recent la-
bel for a drug was extracted. After this process of
selecting only unique drug labels based on name,
a dataset of 4,486 documents was created.

The entirety of LactMed is made available as
a single XML document. This file was parsed to
identify the drug name and the Summary of Use
During Lactation section. Each LactMed article
was already unique, therefore no de-duplication
process is required. In total, 1,151 documents
were created from LactMed.

4 Lactation Frames

Section 4.1 describes the frames annotated for
both the drug labels and LactMed. Section 4.2 de-
scribes the annotation process.

4.1 Frame Descriptions

Since one of the primary purposes of annotating
these two datasets is to compare information
between them, a standard set of frames was
chosen that would be applicable to both datasets.
Seven lactation-related frames were chosen based
on an initial review of sample drug labels and
LactMed entries. These frames, detailed in
Table 1, are: INFORMATION AVAILABILITY,
EFFECT ON MILK SUPPLY,
EXCRETION INTO MILK, ABSORPTION,
ADVERSE REACTION, ALTERNATIVES, and
VERDICT. For each of these frames, elements
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Table 1: Frames and Frame Elements

Element Description

Non-Core Elements - Elements that are common across all/most frames.

ANIMAL Marks non-humans to which the frame applies. Frequently information is only
available in animals studies and as not been verified/observed in human studies.

CONDITION A condition (specific circumstance) under which the rest of the frame applies.
DRUG The name of the drug or the class of drugs to which the frame applies.
INFORMATION Any reference to how the information was obtained/published or the

information quality that results in the frame’s information.
LIKELIHOOD Any expression that suggests the frame is less than 100% positive, including

hedging (“possible”), infrequency (“sometimes”), and negation (“no evidence”).
??? Marks any span that the annotator feels is important but does not currently have

an annotation to match.

INFORMATION AVAILABILITY - The quantity/quality of lactation information for the drug.

QUALITY A reference to the quality of information available. (e.g., observational studies,
randomized controlled trials)

QUANTITY A reference to the quantity of information available (e.g., a large number of
studies, minimal information)

SOURCE The source of information (e.g., journal article, post marketing surveillance)

EFFECT ON MILK SUPPLY - The impact the drug has on the overall milk supply.

QUALITY A reference to the change in quality of the breast milk due to the drug.
QUANTITY A quantitative expression of the impact of the drug on the milk supply.
TREND The generalized trend (e.g., increases, decreases) in milk supply due to the drug.

EXCRETION INTO MILK - Information that the drug is excreted into the breast milk.

QUANTITY A quantitative expression of how much of the drug (or other substance) is excreted
into the breast milk.

TIMEFRAME Either the span of time from taking the medication till initial excretion (e.g.,
“2 hours after taking”) or the span of time (possibly half-life) until the drug will
no longer be excreted (e.g., “within 4 days”)

ABSORPTION - Information that the nursing infant absorbs the drug from the breast milk.

QUANTITY A quantitative expression of how much of the drug (or other substance) is actually
absorbed by the infant from the breast milk.

TIMEFRAME Some span of time related to the absorption of the drug/substance by the infant.

ADVERSE REACTION - Reactions the infant may have from being exposed to the drug.

REACTION The adverse reaction resulting from the drug.

ALTERNATIVES - Alternative drug options for breastfeeding mothers.

ALTERNATIVE The name of the alternative drug, drug class, or agent.
PREFERENCE A statement about the preference for the alternative, which can be positive

(“preferred”) or negative (“not recommended”).

VERDICT - Recommendations for nursing mothers using the drug.

POLARITY Positive or negative verdict.
DECISION What the nursing mother taking the drug should do (or not do).
MONITOR Statement that the mother/child should be monitored (e.g., for adverse reactions).
REASON The particular reason leading to the verdict decision.
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DL LM Total Length
FRAMES
EXCRETION INTO 631 222 853 1.24

MILK
VERDICT 492 360 852 1.10
ADVERSE 376 351 727 1.84

REACTION
EFFECT ON MILK 132 52 184 1.70

SUPPLY
INFORMATION 15 113 128 1.09

AVAILABILITY
ABSORPTION 30 96 126 1.09
ALTERNATIVES 3 111 114 1.33
ELEMENTS
DRUG 1452 901 2353 1.31
CONDITION 603 639 1242 4.66
REACTION 606 554 1160 1.92
DECISION 669 357 1026 2.84
INFORMATION 563 341 904 2.53
REASON 310 283 593 5.57
QUANTITY 202 315 517 2.15
MONITOR 37 118 155 1.97
ANIMAL 128 3 131 1.09
PREFERENCE 2 101 103 1.62
TREND 45 42 87 1.31
TIMEFRAME 21 12 33 4.79
POLARITY 3 26 29 1.41
QUALITY 16 1 17 1.08
SOURCE 3 14 17 1.50
ALTERNATIVE 0 17 17 2.67

Table 2: Frame and Element Frequency and average
number of tokens. DL: drug labels, LM: LactMed,
Length: Average length of each lexical unit or frame
element (in tokens)

were selected that describe the individual at-
tributes and relations for the frame. These
elements are where the detailed semantic infor-
mation is located. Certain elements were selected
that exist across all frames, these are referred to
as Non-Core Elements.

4.2 Annotation
A random subset of equal amounts of documents
from the drug labels dataset and LactMed dataset
were selected for manual annotation. Example an-
notations from LactMed articles and the drug la-
bels are shown in Figure 3.

The annotation process was completed by three
individuals using BRAT (Stenetorp et al., 2013).
Documents were double-annotated with a pair of
individuals first annotating a collection of docu-
ments independently and then meeting to recon-
cile any differences. In cases where annotations
could not be easily reconciled, the case was pre-
sented to two other individuals to help establish
rules which could be used in similar situations
moving forward. Annotation guidelines, which
included frequently occurring lexical units for a
given frame and example annotations, were devel-

LM DL DL + LM
FRAMES
INFORMATION 73.64 28.57 64.24

AVAILABILITY
EFFECT ON MILK 62.30 92.00 83.41

SUPPLY
EXCRETION INTO MILK 85.14 72.47 76.39
ABSORPTION 74.84 63.64 72.36
ADVERSE REACTION 66.24 63.10 64.84
ALTERNATIVES 30.25 0.00 27.69
VERDICT 56.77 64.56 61.09
ELEMENTS
DRUG 88.22 81.92 84.79
ANIMAL 66.67 77.91 77.71
QUANTITY 72.66 35.16 60.67
INFORMATION 56.77 62.92 60.40
TREND 60.38 57.63 58.93
MONITOR 63.77 40.00 58.43
LIKELIHOOD 67.52 31.19 53.52
REASON 29.31 61.84 47.76
DECISION 41.78 48.63 46.30
QUALITY 0.00 50.00 46.15
REACTION 41.94 39.31 45.77
ALTERNATIVE 38.71 0.00 36.36
CONDITION 43.29 24.62 32.62
TIMEFRAME 47.62 12.90 26.92
PREFERENCE 29.21 0.00 26.53
POLARITY 40.00 0.00 24.49
SOURCE 31.58 13.33 23.53

Table 3: Inter-Annotator Agreement, measured by F1.

oped in order to identify and ensure consistency.

After annotation of each subset of documents
was completed and reconciled, a final review was
performed by one of the annotators to ensure that
any newly-established guidelines were consistent
throughout all documents.

In total, 900 documents were double-annotated,
450 drug labels and 450 LactMed entries. Within
these 900 documents a total of 2,984 frames
and 8,384 frame elements were annotated. The
frequency breakdown for each frame and frame
element type is shown in Table 2. The
most frequently identified frames were EXCRE-
TION INTO MILK with 853 frames, VERDICT

with 852 frames, and ADVERSE REACTION with
727 frames.

Table 3 shows the inter-annotator agreement
for each frame and frame element. When deter-
mining the inter-annotator agreement, only exact
matches are considered, though partial disagree-
ments were quite common. For example if one
annotator choose the lexical unit “breast milk” for
an EXCRETION INTO MILK frame and the second
annotator choose “milk”, this would be considered
a mismatch. (The annotation guidelines specify
that “breast milk” is the correct lexical unit in such
a case.)
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Figure 3: Annotation Examples

5 Extraction

A standard bi-directional Long Short-Term Mem-
ory (Bi-LSTM) Conditional Random Field (CRF)
was utilized to extract lactation frames. The Bi-
LSTM utilizes both character embeddings (dy-
namic) and word embeddings (static, described
below). Specifically, a pipeline approach was used
that extracts frames and frame elements are identi-
fied in two separate steps. The first step identifies
lexical units in a sentence for all potential frames,
essentially equivalent to a named entity recogni-
tion approach. The second step performs relation
extraction for each identified lexical unit, identify-
ing frame elements associated for the frames iden-
tified in the first step.

We experimented with four different embed-
ding corpora: (i) pre-built 300-dimension GloVe
(Pennington et al., 2014) embeddings built from
Wikipedia; (ii) pre-built 100-dimension word2vec
(Mikolov et al., 2013) embeddings built from
MIMIC-III (Johnson et al., 2016); (iii) pre-built
200-dimension word2vec embeddings built from
PubMed, PMC, and Wikipedia (Pyysalo et al.,
2013); and (iv) specially-built 300-dimension
GloVe embeddings on the lactation data (all drug
labels and LactMed articles combined). Section 7
describes experiments with how these embedding
combinations perform.

6 Evaluation

For our evaluation we created three separate col-
lections of training, test, and validation sets by

Embeddings Frame FE
MIMIC + GloVe (Wikipedia) 84.53 71.33
MIMIC + GloVe (DL + LM) 83.89 70.93
W2V (PubMed + PMC + Wikipeida) 82.57 73.31
GloVe (DL + LM) 80.78 68.67

Table 4: Experiment with different word embeddings,
measured by F1. DL: drug labels; LM: LactMed; FE:
frame elements.

splitting the documents of the drug labels (DL),
LactMed (LM), and LactMed and drug label com-
bined (DL+LM). 80 percent of each dataset was
used for training, 10 percent for testing, and 10
percent for validation. We trained and tested on
various combinations of datasets.

We also experimented with training and test-
ing on the different combinations of datasets, for
example training on drug labels and LactMed
(DL+LM) and testing on LactMed (LM), or train-
ing on LactMed (LM) and testing on the drug la-
bels (DL).

Finally, to determine the effect that creating
more manual annotations may improve the results
of our model we generated a learning curve, us-
ing the full LactMed and drug label combined
datasets. For generation of the learning curve, the
same testing set was maintained and documents
were added to the training set 50 documents at a
time to generate a new model and evaluate against
the test set.
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Train Test Frame FE
DL + LM DL + LM 84.53 71.33
DL + LM DL 90.07 78.32
DL + LM LM 77.18 65.49
DL DL 88.52 76.7
DL LM 51.49 12.15
DL DL + LM 68.9 56.24
LM DL 57.41 27.9
LM LM 71.54 52.03
LM DL + LM 67.81 30.81

Table 5: Experiment with different train/test combina-
tions, measured by F1, using best system from Table 4.
DL: drug label; LM: LactMed; FE: frame elements

7 Results

Table 4 shows the results of our different embed-
ding experiments. The GloVe embeddings gen-
erated from the drug labels and LactMed articles
combined with the MIMIC embeddings, which
had an F1 measure for the frames of 83.89 and
the elements of 70.93, performed slightly worse
than the top performing embeddings. The GloVe
(Wikipedia) embeddings combined with MIMIC
embeddings had an F1 of 84.53 for frames and
71.33 for frame elements. The W2V (PubMed +
PMC + Wikipeida) embeddings performed best on
frame element extraction with an F1 of 73.31.

Table 5 shows the different combinations of
training and testing on various datasets. This
data shows that training on the drug labels and
LactMed together does improve the prediction
performance on a single dataset opposed to just
training on one dataset alone. For example,
the model that was trained on drug labels and
LactMed performed better on the LactMed test
set (frame F1 of 77.18) than the model that was
trained only on the LactMed dataset (frame F1
of 71.54). This effect is likely caused by an in-
crease in training data overcoming the differences
between the datasets.

Table 6 shows the breakdown of the results
by each frame and frame element for the model
that was created using the embeddings that per-
formed best on frame identification (MIMIC +
GloVe (Wikipedia)) and the combined drug labels
and LactMed dataset for training and testing.

Figure 4 shows the learning curve as additional
documents were added to the training set and the
effect it has on the overall F1-measure. For both
the frame and frame element the curve is begin-
ning to level off, however it does seem to show
that additional training data may continue to have
a positive effect on the overall F1 for both cases.

P R F1
FRAME
OVERALL 85.52 83.55 84.53
ABSORPTION 71.43 35.71 47.62
ALTERNATIVES 86.67 86.67 86.67
EFFECT ON MILK 100.0 85.71 92.31

SUPPLY
EXCRETION INTO MILK 86.21 83.33 84.75
INFORMATION 100.0 91.67 95.65

AVAILABILITY
ADVERSE REACTION 89.71 85.92 87.77
VERDICT 78.02 87.65 82.56
ELEMENT
OVERALL 69.74 72.99 71.33
ALTERNATIVE 100.0 50.00 66.67
ANIMAL 76.47 92.86 83.87
CONDITION 54.19 67.20 60.00
DECISION 76.84 71.57 74.11
DRUG 74.52 83.55 78.78
INFORMATION 92.59 82.42 87.21
LIKELIHOOD 68.12 74.60 71.21
MONITOR 44.19 76.00 55.88
POLARITY 100.0 75.00 85.71
PREFERENCE 81.25 100.0 89.66
QUALITY 100.0 100.0 100.0
QUANTITY 62.75 55.17 58.72
REACTION 92.86 50.00 65.00
REASON 54.39 58.49 56.36
SOURCE 100.0 100.0 100.0
TIMEFRAME 33.33 16.67 22.22
TREND 66.67 76.92 71.43

Table 6: Frame and Element Breakdown

8 Discussion

This paper addresses a critical component for
assessing the consistency of drug information
for nursing mothers, namely the information ex-
traction techniques to extract semi-structured in-
formation from two drug information sources:
manufacturer-supplied drug labels and expert-
sourced LactMed. A frame-based approach was
devised utilizing seven frames dealing with the
availability/quality of lactation information, the
effects the drug has on a mother’s milk supply,
the degree to which the drug is excreted into the
milk, the degree to which that drug is absorbed
into the child’s body, any potential adverse reac-
tions the child may experience due to breastfeed-
ing, recommended alternative drugs while nurs-
ing, and any general statements or verdicts on
what nursing mothers should do as it relates to the
particular drug. Each of these seven frames was
double-annotated on a corpus of 450 drug label
sections and 450 LactMed article summaries. A
standard Bi-LSTM-CRF combining character and
word embeddings is trained to extract these frames
automatically. Experiments were performed to as-
sess the best set of embeddings to use, the transfer-
ability of drug label and LactMed annotations, and
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Figure 4: Learning curve of test performance with in-
creasing amounts of training data.

whether sufficient annotated data exists to maxi-
mize frame extraction performance. These exper-
iments yield several observations that have impli-
cations on further development of such a frame ex-
traction system.

First, the fact that open-domain embeddings
outperformed embeddings trained on the drug la-
bels and LactMed (see Table 4) can be consid-
ered a negative, but not entirely conclusive, result.
In our initial error analysis it was clear that the
lack of embedding information for common terms
in the dataset (such as particular drug names) re-
sulted in numerous errors. We did not experiment
with additional embedding combinations, such as
concatenating separate embeddings for Wikipedia,
MIMIC, and drug label/LactMed, though this con-
catenation strategy has shown promise in other
biomedical tasks (Roberts, 2016).

Second, the experiments demonstrated that
training on both drug labels and LactMed im-
proves performance over training on each individ-
ually (Table 5). This improvement is despite the
fact that the drug labels and LactMed data appears
to be quite different, as can be seen by compar-
ing the result of training on one and testing on the
other. For instance, LactMed results are quite poor
when only training on drug labels (51.49 F1) and
improve significantly when training on LactMed
(71.54), but improve further still when training
on both drug labels and LactMed (77.18). This
would suggest that there is sufficient similarity
to train on both, but perhaps domain adaptation
methods could be employed to gain the benefits
of larger training datasets while still identifying
source-specific differences in the data.

Third, the amount of data available for train-

ing (Figure 4) suggest small gains are still likely
to be expected given more data. Our error analy-
sis, however, suggested that many of the “errors”
could in fact be considered legitimate frame in-
stances. This is typically a result of inconsistent
frame annotation, which is of course quite com-
mon in complex semantic annotation tasks. How-
ever, it is clear that further quality control on the
existing annotations will likely be a more promis-
ing effort prior to adding further annotations.

Beyond the work described in this paper, there
is still a good distance to go before an auto-
matic method exists for detecting inconsistencies
in lactation information sources. Notably, this
work only extracts the basic frame instances from
each of these sources, but does nothing to com-
pare frames. Future work will thus be neces-
sary to compare frame instances from a drug la-
bel and its corresponding LactMed article (not to
mention that there are often multiple labels per
drug). Comparing frames is certainly much easier
than comparing full documents, but not without its
challenges. Comparing individual frames requires
both frame element-specific comparisons (e.g., is
“safe during breastfeeding” equivalent to “no ma-
jor concerns”) as well as comparing to null frame
elements (e.g., if one frame has a QUANTITY of
“high levels” but the other frame has no QUAN-
TITY at all). It is unlikely simple rule-based pro-
cedures can be used to identify equivalent or con-
tradictory frames with high accuracy. However,
this need not be the goal. Instead of providing a
complete list of all inconsistent labels/articles, a
likely application for the use of such a system is
to provide a ranked list of labels/articles that are
most likely to be incongruous. This approach may
have greater robustness to errors in frame match-
ing, and is a likely direction of future work.

9 Conclusion

This paper described a frame-based approach for
lactation information extraction from drug labels
and LactMed. Seven lactation-related frames were
identified, manually annotated, and automatically
extracted using a standard NLP approach. Future
work will involve utilizing this system in order to
identify discordant information present in drug in-
formation sources for nursing mothers.
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Abstract

To automatically analyse complex trajectory
information enclosed in clinical text (e.g. tim-
ing of symptoms, duration of treatment), it is
important to understand the related temporal
aspects, anchoring each event on an absolute
point in time. In the clinical domain, few
temporally annotated corpora are currently
available. Moreover, underlying annotation
schemas - which mainly rely on the TimeML
standard - are not necessarily easily applicable
for applications such as patient timeline recon-
struction. In this work, we investigated how
temporal information is documented in clini-
cal text by annotating a corpus of medical re-
ports with time expressions (TIMEXes), based
on TimeML. The developed corpus is avail-
able to the NLP community. Starting from our
annotations, we analysed the suitability of the
TimeML TIMEX schema for capturing time-
line information, identifying challenges and
possible solutions. As a result, we propose
a novel annotation schema that could be use-
ful for timeline reconstruction: CALendar EX-
pression (CALEX).

1 Introduction and Background

When applying natural language processing
(NLP) methods to the analysis of clinical notes,
understanding the temporal aspects of narratives
is crucial (e.g. when the patient experienced a cer-
tain symptom, or when a particular drug was pre-
scribed). To model and extract the temporal in-
formation enclosed in free text, the development
of suitable annotation schemas and reliably anno-
tated corpora is essential.

The TimeML specification language was devel-
oped to enable the recognition of events and their
temporal ordering in general-domain texts (Puste-
jovsky et al., 2003a). In the original schema,
four major elements are modelled: time expres-

sions (TIMEXes), events, signals, and their re-
lations. Signals are function words (e.g. “dur-
ing”, “before”) that indicate how temporal objects
can be related to each other. Relations are rep-
resented by either temporal links (e.g. “before”,
“simultaneous”), subordination links (e.g. “inten-
sional”, “factive”), or aspectual links (e.g. “initi-
ates, “continues”). The TimeML schema was used
to develop the TimeBank corpus, consisting of 183
news articles (Pustejovsky et al., 2003b). Gold an-
notations were reused in the TempEval tasks on
temporal information extraction (Verhagen et al.,
2007; Pustejovsky and Verhagen, 2009), where a
simplified TimeML annotation was applied.

The TimeML specification language provides
a standard model for the mark-up of time ex-
pressions (with type Date, Time, Duration, or
Set), events (mostly verbs or noun phrases), and
their temporal ordering (Pustejovsky et al., 2010),
and it can be in principle applied to any type of
text. In the clinical domain, two reference cor-
pora based on TimeML are available. The 2012
i2b2 corpus (310 discharge summaries) includes
annotations for time expressions, clinical events,
and eight types of temporal relations (Sun et al.,
2013a). In addition, a section time (SECTIME) is
used to keep track of section creation dates. The
THYME corpus (1,254 oncology notes) contains
annotations for events, time expressions (with two
additional types), and 5 types of temporal rela-
tions (Styler IV et al., 2014). In this corpus, narra-
tive containers were introduced, representing tem-
poral buckets (mostly dates) containing a set of
events. Figure 1 provides a graphical representa-
tion of the main changes introduced by i2b2 2012
and THYME on the original TimeML model.

Most clinical NLP development based on avail-
able corpora have focused on the three separate
main tasks: detecting and classifying 1) events and
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Figure 1: The TimeML model and how it has been
adapted to, and implemented in, the clinical domain in
the 2012 i2b2 and THYME corpora.

2) time expressions (and their attributes), and 3)
classifying temporal links (TLINKs) (Sun et al.,
2013b; Bethard et al., 2016, 2017). However,
these separate tasks do not directly address the
problem of anchoring events on an absolute time-
line, which would be important for an improved
understanding of patient trajectories. Moreover,
mainly due to the inherent complexity of identi-
fying temporal links (which can exist between any
pair of entities and with different types), temporal
annotation becomes a challenging task.

A few studies have proposed alternate ap-
proaches or extensions to the TimeML model
for temporal ordering of events in various do-
mains (Chambers et al., 2014; Jeblee and Hirst,
2018; Kolomiyets et al., 2012; Raghavan et al.,
2014), but without addressing timeline reconstruc-
tion, i.e. anchoring events in absolute time. An
approach that aimed to anchor events in time
and simplify the annotation task was proposed
by Reimers et al. (2016, 2018), where the event
time is modelled as an argument of the event men-
tion. However, the emphasis lies on the events, not
on time expressions. Another approach proposed
by Zhao et al. (2012) focuses on an alternative way
to normalise time expressions using time intervals,
allowing for more efficient temporal reasoning.

The existing temporally annotated corpora for
the clinical domain have not, to our knowledge,
been studied in great detail with respect to time-
line reconstruction, particularly as regards TIMEX
annotations. Tissot et al. (2015) found a surpris-
ing number of repeated inconsistencies between

the guidelines and the manually created corpora
for certain regular and unambiguous temporal lan-
guage constructs. These were mainly related to
inconsistencies in span and class assignments, in-
correct annotations (false positives) or missing an-
notations (false negatives). This evidences how
hard it is to create coherent annotated resources,
and how NLP development and evaluation can be
affected by the quality of the underlying data.

To further support the growth of clinical-
temporal NLP and the development of transla-
tional applications, the release of additional an-
notated corpora (including different clinical spe-
cialties) is needed. Moreover, despite the efforts
put into creating resources like the i2b2 2012 and
THYME corpora, the suitability of the underly-
ing annotation schemas to support clinical time-
line reconstruction has not been widely investi-
gated. While some types of TIMEXes are defi-
nitely useful to anchor clinical events on a time-
line (e.g. explicit references to the calendar, like
in February 2009), the importance of capturing
other entities (e.g. the frequency of medication in-
take) remains unclear. Moreover, there might be
TIMEX types that could be relevant in the clinical
domain, but are not currently considered by tem-
poral models based on TimeML, e.g. age-related
expressions. As another important point, the way
in which TIMEXes are typically normalised is
not necessarily optimal for timeline reconstruction
(e.g. duration values such as "P4M" cannot be im-
mediately placed on a timeline).

Our intuition is that, by changing the way time
expressions are defined and normalised, tempo-
ral relation annotation could be much simplified.
More specifically, adding timeline information at
the time expression level could help to tempo-
rally anchor entities without the need for multiple
types of temporal links. To assess this, we applied
a TimeML-based TIMEX annotation schema on
a corpus of clinical texts, investigating how time
expression information is documented, and then
analysed how it can be reused for timeline recon-
struction. As a result, we created a corpus of clini-
cal texts (for four different clinical specialties), an-
notated with TIMEXes which mostly relies on the
TimeML schema. This corpus is publicly avail-
able, as an additional resource that could be reused
for temporal NLP.1 In this paper, we analyse the
suitability of these TIMEXes for timeline recon-

1https://github.com/medesto/timeline-reconstruction
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struction, and from this analysis propose an in-
novative way to annotate temporal information in
free text: CALendar EXpressions (CALEX).

2 Materials and Methods

2.1 Dataset
We downloaded and extracted documents from
MTSamples,2 a collection of Medical Transcrip-
tion Sample reports for multiple clinical special-
ties (where the same document can belong to dif-
ferent groups), created for educational purposes
and for working transcriptionists.

In the MTSamples resource, there is no avail-
ability of document creation times (DCTs). Most
documents follow a semi-structured format, in-
cluding different section headings/textual con-
tent depending on the specific clinical specialty.
We selected the following specialties for man-
ual annotation and analysis: discharge summaries
(108 documents), psychiatry-psychology (53 doc-
uments), paediatrics (70 documents), and emer-
gency (75 documents).3

2.2 Manual Annotation
All MTSamples subsets were double-annotated
for five types of time expressions: Date, Time,
Duration, Frequency (from TimeML (Pustejovsky
et al., 2010)), and Age-related (at the age of 16, in
his teens (Viani et al., 2018)). Identified expres-
sions were also normalised to a standard temporal
value (e.g. "2011-05" for May 2011). Manual
annotations were performed by two annotators: a
native English-speaker undergraduate student and
a non-native English-speaker researcher. To guide
the annotation process, we created specific anno-
tation guidelines, which we refined by adding rele-
vant examples from the text. Resulting guidelines
are available on our repository.

Besides including an Age-related time expres-
sion type, our annotation task differed from
TimeML in two ways. First, we included
as TIMEXes domain-specific (and temporally-
anchored) concepts, e.g. On the day of admis-
sion. This is similar to the Prepostexp type used
in the THYME corpus, but instead of creating a
different category, we included these expressions
among existing types (e.g. Date). Depending on
the clinical specialty (and more generally, on the
domain), different concepts could be considered as

2www.mtsamples.com
3The number of unique documents is 286.

temporal anchors within temporal annotation (e.g.
discharge for discharge summaries, pregnancy for
paediatrics notes). Second, we allowed annotators
to use relative values in the normalisation phase, if
needed. These relative values, or formulas, can
either refer to the document creation date (e.g.
"DCT-P2D" for Two days ago) or to the domain-
specific concepts (e.g. "OP+P2D" for postopera-
tive day #2).

To compute inter-annotator agreement (IAA)
on textual spans, we used the F1 score (allowing
overlapping annotations). Expressions identified
by both annotators (overlap) were used to com-
pute IAA on types and normalised values (accu-
racy). For IAA on types, we also report the Co-
hen’s Kappa measure (K), to take the possibility of
chance agreement into account.

2.3 Annotation Analysis for Timeline
Reconstruction

To analyse the suitability of using the TimeML-
based TIMEX annotations for timeline reconstruc-
tion, we based our analysis on the following: 1)
timeline properties of the TIMEX type Frequency,
2) properties of normalised values for Date anno-
tations, and 3) properties of common annotation
disagreements.

Our hypothesis regarding Frequency annota-
tions was that these would not be necessarily use-
ful as temporal references on an absolute time-
line, as they would be mostly related to drug pre-
scriptions. To assess this, we applied the MedEx-
UIMA tool (Jiang et al., 2014) on the text sur-
rounding each Frequency expression (the con-
text),4 and quantified the proportion of annotations
close to drug mentions.

Normalised values for Date can represent a spe-
cific point on a timeline, e.g. "YYYY-MM-DD",
"YYYY-MM" or "YYYY". However, they can
also represent other less straightforward points in
time, e.g. DCT-related (yesterday), vague refer-
ences (in the past), incomplete dates (on the 13th),
and concept-related (on the day of admission). To
better understand these latter types of normalised
Date values and their relation to timeline recon-
struction, we analysed annotations marked as such
by at least one annotator.

Finally, to inform the development of a new an-
notation schema for timeline reconstruction based

4We considered a window of 50 characters before and af-
ter the annotation.
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on calendar expressions, we counted all annota-
tion disagreements and analysed the most com-
mon type. We manually reviewed the documents
containing these expressions, assessing whether:
a) they could be placed on a timeline; and b) how
they could be normalised in a non-ambiguous way.
During this review, we also added new types of
expressions that we believe would be crucial ele-
ments to anchor on a timeline, thus forming a pro-
posal for a novel annotation schema.

3 Results

We report results for the new TimeML-based
TIMEX annotated corpus in terms of IAA, and
a breakdown of the number of documents, tokens
and TIMEXes for each clinical specialty (Table 1).
Furthermore, we report the results for the analysis
on different aspects of the suitability of these an-
notations for timeline reconstruction that was used
to inform the development of a novel annotation
schema (further outlined in Section 4).

3.1 Manual Annotation

For each clinical specialty, Table 1 reports the
number of documents (with total number of to-
kens), the number of time expressions marked by
at least one annotator (merged), and those marked
by both annotators (overlap). For IAA, we report
F1 score for text spans (allowing overlapping an-
notations) and type/value agreement measures (on
overlap annotations). We also report the preva-
lence of time expression types (only looking at
overlap annotations with type agreement).

IAA results for text spans are encouraging, 76-
84%. We observe that the distribution of TIMEX
types is similar across clinical specialties, where
Date is most common (28-36%) and Time is least
common (3-9%), with the exception of discharge
summaries, where Frequency is most common
(39%) – probably due to the abundance of drugs
prescribed after discharge. Agreement for nor-
malised values measured by accuracy is slightly
lower, overall (72-75%).

3.2 Annotation Analysis for Timeline
Reconstruction

As shown in Table 1, Frequency expressions are
common across all MTSamples subsets. By ap-
plying MedEx-UIMA and extracting the related
contexts, we found that most frequencies oc-
curred close to a drug mention (94%, 82%, 59%,

and 80%, in discharge summaries, psychiatry-
psychology, paediatrics, and emergency, respec-
tively). By manually reviewing a sample of
the remaining expressions, we noticed that some
of them referred to alcohol/smoking (he drank
one bottle of wine everyday) or recommendations
(continue bathing twice a week), and would there-
fore not be placed on a timeline. In other cases, ex-
amples were still related to a drug mention which,
however, did not fall in the selected context or was
not extracted by MedEx.

As regards the analysis of Date normalised val-
ues, we noticed that most “non-standard” val-
ues were given by DCT-related formulas (e.g.
"DCT-P2Y"). For discharge summaries, the sec-
ond most frequent type was concept-related (e.g.
"ADM+P2Y", where ADM stands for ADMission
day). Vague values were used across all subsets to
mark time references that were not explicitly writ-
ten (at that time, on the following Tuesday).

In all MTSamples subsets, the most frequent
type of disagreement was Duration-vs-Date, with
a proportion of 47% over all other types of dis-
agreements (41/86, 51/98, 21/59, 34/69, in dis-
charge summaries, psychiatry-psychology, paedi-
atrics, and emergency, respectively). In Table 2,
we report the most common types of disagreement
across all subsets.

By manually analysing documents where these
disagreements were present, and taking into con-
siderations our findings on the (TimeML-based
TIMEX) annotated corpus, we propose a new an-
notation schema for capturing time expressions
that are actually useful for timeline reconstruction:
CALendar Expressions (CALEX).

4 CALEX

CALEX refers to a temporal annotation schema
restricted to time expressions and concepts that
can be (directly or not) connected to an absolute
timeline. The key novelty of this model is to better
utilise time expression properties that are relevant
for anchoring points on a timeline, including the
introduction of certain timeline-relevant concepts.

In relation to TimeML-based TIMEX defini-
tions, CALEX excludes the following, because
they cannot be directly used for timeline recon-
struction:

• FREQUENCY/SET/QUANTIFIER, e.g.
once a week, two units of blood;
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dis. summaries psych. paediatrics emergency
Documents 108 53 70 75
Tokens 55,433 (513/doc) 67,569 (1275/doc) 36,675 (524/doc) 52,041 (694/doc)
TIMEXes (merged) 1,378 1,227 566 801
TIMEXes (overlap) 994 840 360 496
TIMEXes (same type) 908 742 301 427

Date 326 (36%) 234 (32%) 85 (28%) 154 (36%)
Duration 110 (12%) 122 (16%) 49 (16%) 44 (10%)
Time 29 (3%) 31 (4%) 23 (8%) 39 (9%)
Frequency 355 (39%) 216 (29%) 61 (20%) 88 (21%)
Age related 88 (10%) 139 (19%) 83 (28%) 102 (24%)

IAA F1 0.84 0.81 0.78 0.76
type acc. 0.91 0.88 0.84 0.86
type K 0.89 0.85 0.79 0.82
value acc. 0.74 0.72 0.75 0.74

Table 1: Manual annotation results - time expressions (TIMEXes) on documents from MTSamples: discharge
summaries (dis. summaries), psychiatry/psychology (psych.), paediatrics and emergency department documents.

Type dis. summ. psych. paediatrics emergency
Duration-vs-Date 41 51 21 34
Duration-vs-Time 11 5 8 16
Duration-vs-Frequency 16 5 7 6
Age related-vs-Date 1 10 11 1
Age related-vs-Duration 1 7 8 2
Date-vs-Time 2 6 2 6
Frequency-vs-Time 6 7 1 1

Table 2: TIMEX type disagreement counts on the MTSamples subsets - discharge summaries (dis. summ.),
psychiatry/psychology (psych.), paediatrics and emergency department documents.

• DURATION when it is a temporal attribute
describing other events, e.g. “the procedure
usually takes 15 minutes”;

• TIME when it refers to temporal attributes
describing other events, e.g. “to be always
taken around 9am”.

There are three main elements in the proposed
CALEX annotation schema: TYPE, METADATA,
and VALUE.

TYPE
TYPE defines the type of a calendar expression.
The possible types within the CALEX schema are
described as follows:

• CALENDAR: this type covers all calendar ex-
pressions that do not require any metadata in
order to provide the final normalised VALUE,
including:

– explicit calendar references in differ-
ent temporal granularities such as date,
month, year

– timestamps
– explicit ranges
– when time is described as a period of

time (duration) but the connection with
the timeline is not clear or explicit - this
type refers to the original DURATION
type as part of the TimeML annotation
guidelines (e.g. “he took this medica-
tion for one month”)

• AGE: age-related expressions can either de-
fine the current age of a patient (e.g. “a 56
year old woman”), or be a reference to a cer-
tain point in time in which the patient had a
given age (at the age of 17).

• DOMAIN: expressions that either explicitly
define the value of a domain-specific concept
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(admitted on 2010 Jun 6th), or are references
to a given domain-specific concept (on post-
operative day #4).

• DCT: expressions that require information
about the document creation time in order to
be normalised (last month).

• TENSE: imprecise expressions that refer to
conditions in the past, present or future (re-
cently).

• CONTEXT: expressions that refer to a tem-
poral context, represented by either the last
mentioned temporal reference or the most re-
cent temporal reference available within the
document. 5 This type includes times/periods
of the day where the connection to the time-
line is not clear and relies on the tempo-
ral context (e.g. the previous night). How-
ever, times/periods of the day representing
frequencies (e.g. “one tablet at night”) are
NOT considered as CALEXes.

METADATA
We introduce METADATA as a feature to allow for
a computationally more efficient way of calculat-
ing a particular time reference for CALEXes that
are not explicitly anchored in time. An essential
aspect of this feature is that it can include concepts
in its definition. These can also be explicitly set
within the METADATA feature, to ensure the orig-
inal values are used in order to normalise the final
calendar expression.

Document-related concepts include the
document creation time {doc.DCT} and con-
textualised references to the last or more recent
temporal mentions within the text ({doc.LAST}
and {doc.RECENT}). Patient-related con-
cepts are used to describe patient demo-
graphic features, such as {patient.AGE},
{patient.DOB}, {patient.DOD}, the
later possibly useful when analysing death
certificates.6 Patient-stay-related concepts will
basically refer to the period within admission
and discharge ({patient.ADMISSION} and
{patient.DISCHARGE}).

One important concept that may require some
disambiguation is related to the pregnancy period.

5Other specific contextual references can be required for
documents in different domains.

6{patient.AGE} and {patient.DOB} represent comple-
mentary concepts.

The terms Pregnancy and Prenatal are generally
interchangeably used when referring either to the
mother or the child. We formalise Pregnancy as
being the period of time used when referring to
the mother as a patient, whereas Prenatal refers
to the period of time (usually 40 weeks) before
{patient.DOB}, which refers to the child as
a patient. This way, {patient.PREGNANCY}
can occur at any time in the patient’s life, whereas
{patient.PRENATAL} is the period of 40
weeks preceding the patient’s date of birth.

Finally, some social- and family-related con-
cepts can be used in order to refer to some tem-
poral values regarding the patient’s relatives, such
as {mother.AGE} or {father.DOB}.

Besides making use of timeline-relevant con-
cepts, METADATA also contains functions that are
used to derive values:

• .set(): for explicitly defining the value of
domain-specific concepts;

• .add(): adds a period of time to a given
point in the calendar, moving to a later point
in time;

• .sub(): subtracts a period of time from a
given point in the calendar, moving to an ear-
lier point in time;

• .next(): finds the next occurrence of a
temporal granularity based on an anchor cal-
endar expression;

• .prev(): finds the previous occurrence of a
temporal granularity based on an anchor cal-
endar expression.

For example, a reference to DCT cannot be
properly normalised when DCT is unknown.
However, the metadata can keep the definition for
a calendar expression, to be converted to an actual
value when DCT is given: instead of parsing the
entire document, only the metadata has to be re-
evaluated – e.g. metadata for the expression “yes-
terday” is "{doc.DCT}.sub(P1D)".

VALUE
This component gives a normalised value of a cal-
endar expression, mostly following the previous
TimeML notation, with an extension: range val-
ues are used to normalise periods of time in the
form of [begin,end].7

7To indicate included endpoints, we use standard square
brackets: [A,B]. To indicate excluded endpoints, we use re-
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Example Type Metadata Value
dated June 15, 2007 CALENDAR null 2007-06-15
on June 15, 2007 at 10:00 CALENDAR null 2007-06-15T10:00
in 2009 CALENDAR null 2009
between 2007 and 2009 CALENDAR null [2007,2009]
since 2007 CALENDAR null [2007,]
after 2007 CALENDAR null ]2007,]
for one month CALENDAR null [,P1M]
a 20-year-old male patient ... AGE {patient.AGE}.set(P20Y) P20Y
at age 15, when... AGE {patient.DOB}.add(P15Y) XXXX (unknown DOB)
at age 15, when... AGE {patient.DOB}.add(P15Y) [2002-04,2003-03] (known DOB)
since age 25 ... AGE [{patient.DOB}.add(P25Y),] [XXXX,] (unknown DOB)
admitted on 05-27-2009 DOMAIN {patient.ADMISSION}.set(2009-05-27) 2009-05-27
born in 07/2007 DOMAIN {patient.DOB}.set(2007-07) 2007-07
discharged on 01/21/10 DOMAIN {patient.DISCHARGE}.set(2010-01-21) 2010-01-21
upon discharge DOMAIN {patient.DISCHARGE} XXXX-XX-XX (unknown)
18 hours prior to admission DOMAIN {patient.ADMISSION}.sub(PT18H) 2010-06-25T02:00
tomorrow DCT {doc.DCT}.add(P1D) 2010-07-02
11 years ago DCT {doc.DCT}.sub(P11Y) 1999
for the next 2 weeks DCT [{doc.DCT},P2W] [2010-07-01,2010-07-15]
next Tuesday DCT {doc.DCT}.next(WD,3) 2010-07-06
in july of next year DCT {doc.DCT}.add(P1Y).next(M,7) 2011-07
in the past TENSE [,{doc.DCT}[ [,2010-07-01[
recently TENSE ],{doc.DCT}[ ],2010-07-01[
at this time TENSE ]{doc.DCT}[ ]2010-07-01[
in the future TENSE ]{doc.DCT},] ]2010-07-01,]
at that time CONTEXT {doc.LAST} 2010-03-15
3 days prior CONTEXT {doc.LAST}.sub(P3D) 2010-03-12
10am CONTEXT {doc.LAST}.next(TH,10) 2010-03-15T10:00
was...on Tuesday CONTEXT {doc.LAST}.prev(WD,3) 2010-03-09

* doc.DCT = "2010-07-01" for all the examples

Table 3: Calendar Expression — CALEX — examples.

Table 3 presents some examples on how the
CALEX annotation schema works in terms of nor-
malising the main features.8

As shown in the examples, a key element of
the CALEX schema is the handling of domain-
specific concepts in the METADATA element.

In Table 4, we show how different expres-
sions would be represented within CALEX and
TimeML, highlighting the types to be added to
capture timeline-related expressions in CALEX
format (“N/A” values in the TimeML type col-
umn).

Figure 2 provides an example of timeline cre-
ation using CALEX instead of TimeML (for the
psychiatry domain). First, to temporally anchor
the first emergence of auditory hallucinations, an
age-related time expression is added (since the age
of 14). Second, to capture the admission date, a
specific domain concept is used (On admission,
abbreviated as {patient.ADM}). For these expres-
sions, the METADATA feature allows identifying a
specific point in the timeline without the need for
temporal links. As another difference, the medi-
cation frequency (twice a day), which cannot be
represented at the timeline level, is removed.

verse square brackets: ]A,B[. Open ranges/periods of time
are indicated by [A,] or [,B].

8Note that relevant prepositions are included in the ex-
pression textual span.

5 Discussion

In this paper, we investigated how temporal in-
formation is documented in clinical text by fo-
cusing on time expressions (TIMEXes), using
clinical notes from MTSamples for four differ-
ent specialties (discharge summaries, psychiatry
and psychology, paediatrics, and emergency). Our
goal was to assess whether TIMEX annotation
schemas based on TimeML would be suitable to
capture the information needed to reconstruct pa-
tient timelines. First, we annotated documents us-
ing TimeML-inspired TIMEX types. Then, we
analysed which of these expressions actually indi-
cate a connection to the timeline, thus proposing a
new annotation schema based on calendar expres-
sions: CALEX.

Annotating MTSamples documents with a
TimeML-based TIMEX model was helpful to in-
vestigate how temporal information is reported
across different clinical specialties. Despite the
use of sample reports, which might be more struc-
tured as compared to real clinical records, the dis-
tribution of time expression types (Table 1) is sim-
ilar to those found in i2b2 2012 and THYME,
where Date represents the most common TIMEX
type and Time the least common. By analysing
our manually annotated time expressions, we iden-
tified some key points to be taken into account
to simplify timeline reconstruction. First, we ob-
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CALEX type Example Definition TimeML type
CALENDAR {on 02/12/2009} directly connected to calendar Date
DCT {tomorrow} relative to the DCT Date
TENSE {in the past} imprecise reference Date
DCT {two years ago} relative to the DCT Duration
DOMAIN {18 hours prior to admission} related to a domain concept Duration
CONTEXT {three days before} related to another expression Duration
— the procedure usually takes {15 minutes} not directly connected to calendar Duration
CALENDAR on 02/12/2009 {at 9am} directly connected to calendar Time
— {twice a day} any re-occurring expression Frequency/Set/Quantifier
AGE a {56 years old} woman age of the patient N/A
AGE {when she was 17} reference to age N/A
DOMAIN {admitted on Oct 12th} domain-concept definition N/A
DOMAIN {the day before admission} reference to domain N/A

Table 4: Time expression examples as represented within CALEX and TimeML.

Figure 2: Example of timeline creation using CALEX instead of TimeML: an age-related and a domain-specific
time expressions are added, while the medication frequency is removed.

served that most Frequency annotations are not
helpful to anchor clinical events on an absolute
timeline. Our suggestion is to remove such el-
ements from time expression annotations, and to
capture them as entity attributes instead (e.g. drug
prescriptions). Moreover, the TimeML TIMEX
normalisation step is not always directly useful
for timeline reconstruction, as some expressions
would still require different types of temporal
links to be connected to the calendar.

To address these points, our proposed model,
CALEX, integrates timeline information at the
time expression level, specifying three different
components: TYPE, METADATA, and VALUE.
The new TYPE classification allows distinguish-
ing between expressions directly connected to
the calendar (e.g. full explicit dates) and rel-
ative/contextual expressions. Besides facilitat-
ing timeline reconstruction, this should also re-
duce ambiguity when assigning expression types,
as the different type categories are more clearly
separated. The METADATA feature, in combina-
tion with TYPE, allows storing the information
needed for calendar normalisation, making use

of functions and timeline-relevant concepts (Ta-
ble 3). While functions are general and reusable
across different document types, timeline-relevant
concepts are specific to each domain or use-
case, capturing the most appropriate anchor points
within a finite set (e.g. {Admission, Discharge}
for discharge summaries). The METADATA fea-
ture is useful to automatically derive or evalu-
ate the normalised VALUE, especially for concept-
related/contextual expressions where manually as-
signing values might be not straightforward.

Compared to TimeML, the CALEX model re-
moves the Frequency/Quantifier/Set type and in-
troduces new types and normalised values. In
particular, Date- and Duration- like expressions
are assigned different CALEX types depending
on how they can be linked to the timeline (Ta-
ble 4), which will be useful to reduce manual an-
notation for temporal links. Within the CALEX
model, instead, a greater annotation effort is re-
quired for the normalisation task. Especially for
relative expressions, assigning standardized val-
ues to METADATA is likely to be hard for non-
technical annotators. Therefore decisions on what

208



to manually annotate in the CALEX model will
need to be defined. As a first step, we would
require manual annotations mainly for calendar
expression VALUEs, specifying the METADATA
feature only if necessary (e.g. when no is DCT
available) and using a simplified notation (e.g.
"DCT-P2Y"). In most cases, this feature would
be derived programmatically, and its derivative
value used for evaluating the manual VALUE.

This study has some limitations and directions
for future work. The TimeML-based TIMEX an-
notations have not been adjudicated. However, we
have released the corpus as it is, so that NLP re-
searchers can integrate/reuse annotations for anal-
ysis and system development. In particular, we
have made available all annotations (merged),
specifying which ones are overlapping (and could
therefore be considered as more reliable). Our
study has been heavily focused on analysing time
expressions: we have not systematically also anal-
ysed how existing annotation schemas can cap-
ture calendar information by other annotation el-
ements. For example, i2b2 2012 and THYME in-
clude annotations for admission and discharge, but
they are classified as events to be linked to other
temporal entities. In other studies, it has been pro-
posed to add timeline information directly as event
attributes, e.g. Reimers et al. (2018).

When normalising time expressions, another as-
pect to be considered is the presence of impre-
cise temporal references, which are abundant in
the clinical domain (Tissot et al. (2019)). As part
of the CALEX model, TENSE expressions are in-
cluded, which are used to refer to the past, present
or future. At the moment, we are also evaluat-
ing how to incorporate other types of imprecise
temporal references. More generally, we are de-
signing a CALEX annotation guideline which is
focused on both manual (e.g. VALUE) and poten-
tially automatic (e.g. METADATA) tasks. As future
work, we plan to create a reference corpus anno-
tated with CALEXes, and design a shared task for
further evaluation. Creating a CALEX annotated
corpus will be crucial to assess the utility of our
model, as well as to highlight potential issues and
areas for improvement (with a specific focus on
the proposed types and the METADATA feature).

6 Conclusion

In this paper we developed a corpus of medical re-
ports annotated with TimeML-based time expres-

sions and systematically analysed their usefulness
for timeline reconstruction. As a result, we pro-
posed a new annotation schema, CALEX, which
will be used to design and develop new resources.
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Abstract 

The automatic processing of clinical docu-

ments, such as Electronic Health Records 

(EHRs), could benefit substantially from 

the enrichment of medical terminologies 

with terms encountered in clinical practice. 

To integrate such terms into existing 

knowledge sources, they must be linked to 

corresponding concepts. We present a 

method for the semantic categorization of 

clinical terms based on their surface form. 

We find that features based on sublanguage 

properties can provide valuable cues for the 

classification of term variants. 

1 Background 

Structured terminologies and ontologies play a 

pivotal role in the automatic processing of health 

data, as they provide the framework for mapping 

unstructured information into a machine-readable 

format. Moreover, the term bases themselves can 

serve as input for the identification of medical en-

tities in free text. Even though methods from ma-

chine learning are gaining popularity, many state-

of-the-art systems rely strongly on pre-compiled 

terminologies (e.g. Savova et al. 2010). The per-

formance of such applications thus relies crucially 

on the lexical coverage of the term base. However, 

the major biomedical terminologies, such as the 

                                                           
1 https://browser.ihtsdotools.org/?  

Systematic Nomenclature of Medicine – Clinical 

Terms (SNOMED CT)1 and the Unified Medical 

Language System (UMLS)2 do not adequately re-

flect the range of term variants encountered in 

clinical practice. Especially in languages other 

than English, where the available terminologies 

are less comprehensive, this discrepancy can harm 

performance (Henriksson et al. 2014; Skeppstedt 

et al. 2014). One strategy to overcome this bottle-

neck is to enrich the available terminologies with 

additional variants acquired from domain corpora. 

Concretely, this involves the recognition of vari-

ants in text, and their association with the semantic 

classes or concepts provided by the respective ter-

minology. 

The focus of this paper is on the second task, i.e. 

the semantic categorization of term variants. In 

particular, we investigate whether the features of a 

given sublanguage can be leveraged to associate 

individual variants with semantic classes. Accord-

ing to sublanguage theory, specialized languages 

can be characterized by semantic constraints, as 

well as stylistic preferences and distinctive syntac-

tic patterns (Friedman, Kra, and Rzhetsky 2002; 

Harris 1982, 1991; 2002). In the medical domain, 

such differences manifest themselves at fine-

grained levels, e.g. between clinical specialties and 

different document types (Feldman, Hazekamp, 

2 https://uts.nlm.nih.gov/home.html  
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and Chawla 2016). We capitalize on this phenom-

enon for the semantic classification of clinical 

terms: Drawing on the observation that, even 

within one clinical document, there are fundamen-

tal semantic and stylistic differences between the 

individual sections, we consider the languages 

found in different parts of the EHR sublanguages 

of their own. Based on the assumption that, within 

the context of a sublanguage, certain variation pro-

cesses pattern with conceptual properties, we use 

properties of the surface form as predictors for the 

semantic classification of the term. 

The remainder of this paper is structured as fol-

lows: In Section 2, we give an overview of related 

research. In Section 3, we describe our materials 

and methods. After the presentation of the results 

(Section 4) and their discussion (Section 5), we 

conclude in Section 6. 

2 Related research 

Especially in emerging domains and under-re-

sourced languages, domain corpora are a valuable 

resource for terminology development. Automatic 

Term Recognition (ATR) from biomedical and 

clinical text is thus a well-studied field (cf. e.g. 

Spasić et al. 2013; Carroll, Koeling, and Puri 2012; 

Doing-Harris, Livnat, and Meystre 2015; Zhang et 

al. 2017 for state-of-the-art systems). 

To leverage the acquired terms for NLP, they are 

typically organized according to their semantic 

properties. If the target categories are not yet de-

fined, clustering can be used to group semantically 

related terms and infer taxonomical relations 

(Siklósi 2015). However, the more common sce-

nario is that the newly acquired variants need to be 

integrated into an existing knowledge source. To 

associate terms with pre-defined semantic catego-

ries, both external and internal features of the terms 

have been used. Most approaches rely on external 

context. In particular, they draw on the core as-

sumption of distributional semantics, which is that 

semantically similar words tend to occur in similar 

lexical contexts and syntactic constellations 

(Sibanda et al. 2006; Weeds et al. 2014). A number 

of studies showed, though, that term-internal prop-

erties can inform the task as well: Medical terms 

contain a high number of descriptive elements, 

such as neoclassical affixes or roots associated with 

a semantic type. Such features have been success-

fully employed to classify biological concept 

names and validate the assignment of semantic 

types in biomedical knowledge sources (Torii, 

Kamboj, and Vijay-Shanker 2004; Fan, Xu, and 

Friedman 2007). Morpho-semantic decomposition 

has also been employed for the semantic grouping 

of medical compounds in a multilingual setting 

(Namer and Baud 2007). 

However, these approaches only work for a very 

confined group of terms, namely specialized terms 

that are based on neoclassical roots, spelled out in 

their full form, and adhere to grammatical and or-

thographic conventions. While these conditions 

might be met in the biomedical genre, they are un-

realistic when dealing with input from the clinical 

domain: In clinical practice, medical staff use both 

specialized terms and lay variants, which do not 

contain neoclassical elements. Moreover, clinical 

Section Function Stylistic properties 

Anamnesis Assess environmental and behavioral factors that 

could influence the patient’s condition. 

Narrative;  high proportion of abbrevia-

tions 

Comments Inform colleagues about the current state and 

further course of treatment. 

Telegraphic; high proportion of abbrevia-

tions and non-standard variants 

Complaints Summarize the current mental and physical state 

as experienced by the patient himself. 

Narrative; high proportion of lay terms 

Conclusion Inform the patient’s GP about the outcome of 

the consultation and the course of therapy. 

Narrative; well-formed syntax; standard 

terms 

Examination Report on procedures carried out during the con-

sultation. 

Telegraphic; high proportion of abbrevia-

tions 

History Enumerate prior conditions and procedures that 

the patient underwent. 

List-style; mostly nominal forms; standard 

terms 

Medication List the pharmaceutical substances administered 

to the patient. 

List-style; mostly nominal forms 

Therapy Document further therapeutic measures. List-style; mostly nominal forms 

Table 1: Overview of the sections of the EHRs in the corpus, their communicative function and style. 
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records are composed in a hectic environment and 

primarily intended for peer-to-peer communica-

tion. They are thus known to contain a high propor-

tion of irregular or intransparent forms, such as 

misspellings and abbreviations. Therefore, in this 

paper, we investigate whether the approach can be 

taken to a more abstract level. Instead of using the 

words themselves as predictors, we employ a set of 

non-lexical features reflecting formal properties of 

the surface form. 

3 Materials and Methods 

3.1 Corpus Characteristics 

We evaluate the approach on a set of terms ex-

tracted from a clinical corpus written in Belgian 

Dutch. This corpus consists of 4,426 EHRs, which 

were provided by a Belgian hospital. All of them 

relate to patients diagnosed with diabetes, who visit 

the hospital in regular intervals for routine check-

ups. The EHRs were exported from the clinical 

data warehouse and de-identified by the ICT team 

of the hospital. In particular, all personal infor-

mation concerning the patients themselves, their 

families, or members of clinical staff was removed. 

In addition, all researchers that had insight into the 

data signed confidentiality agreements with the 

hospital. 

All EHRs relate to individual clinical encoun-

ters. They were composed with a semi-structured 

template, which contains different sections relating 

to the individual stages of a consultation. These 

sections differ with regard to their thematic scope 

and communicative function, resulting in charac-

teristic semantic structures and stylistic properties. 

They can thus be considered distinct sublanguages. 

                                                           
3 While the original set of features was more extensive, we 

used a reduced version for the present study to create more 

realistic conditions. In a real-life scenario, it is unlikely that 

resources would be available for the manual coding of term 

features. Therefore, we only included those features that 

For example, the section complaints serves to as-

sess the current mental and physical condition. 

This section is composed in interaction with the pa-

tient, which manifests itself in the narrative style 

and a high proportion of lay terms. By contrast, the 

comments are used for the informal exchange 

among colleagues. This section is composed in a 

telegraphic style, containing a high proportion of 

ungrammatical constructions and jargon expres-

sions. Table 1 gives an overview of the sections and 

their characteristics. 

3.2 Semantic and Formal Annotation 

In an earlier project, all EHRs in the corpus were 

manually annotated with concept codes from 

SNOMED CT. After manual validation of the 

term-concept association, a total of 15,025 unique 

terms, relating to 7,687 different concepts, remain. 

All concepts were mapped to the semantic groups 

of the UMLS (McCray, Burgun, and Bodenreider 

2001). In a second pass, the terms obtained in the 

earlier stage were also annotated at the formal 

level. To this end, the unique terms were manually 

annotated with a set of binary features reflecting 

the term’s register, morpho-syntactical alternations 

and reduction processes. Table 2 gives an overview 

of the formal term features. 3 

Each term was inspected individually. For those 

features that applied to the term, a positive value 

was assigned; for the remaining features, the values 

remained negative by default. For example, the 

term hypotens ‘hypotensive’ would be assigned the 

following features: REGISTER – positive; REDUC-

TION – negative; MORPHO-SYNTACTIC VARIANT – 

positive.  

could be assigned automatically, e.g. by dictionary lookup 

or morphological analysis. 

 

Feature Criteria Example 

term from 

corpus 

REGISTER Standard term as 

in SNOMED CT 

hypotensie 

“hypotension” 

REDUCTION Abbreviation or 

acronym 

asp 

“aspirine” 

MORPHO-

SYNTACTIC 

VARIANT 

Derivation, para-

phrase or com-

pound 

thoraxwand 

“thorax wall” 

Table 2: Formal term features. 

Semantic class Example concepts 

(SNOMED CT term) 

ANATOMY Thoracic structure 

CHEMICALS & DRUGS Human insulin analog 

product 

CONCEPTS & IDEAS Chronic persistent 

DISORDERS Hypotension 

PROCEDURES Thyroid panel 

Table 3: Semantic classes and example concepts. 
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3.3 Composition of the Concept and Term 

Sample 

For the classification task, we focused on the five 

most frequently occurring semantic groups, 

namely DISORDERS, PROCEDURES, CONCEPTS & 

IDEAS, CHEMICALS & DRUGS and ANATOMY (cf. 

Table 3). For each group, the associated concepts 

were ranked by absolute frequency and the number 

of associated variants. Five concepts per group 

were chosen for the classification task. The final 

selection of concepts was based on the diversity of 

formal alternations observed in the associated var-

iants. For instance, a concept whose terms showed 

variation in both morpho-syntax and reduction 

(e.g. a noun phrase and a paraphrase, and an abbre-

viation and a full form) would be preferred over a 

concept whose terms only vary at the morpho-syn-

tactical level. Moreover, we aimed to compose the 

sample such that the full spectrum of the semantic 

class would be covered. For instance, for ANAT-

OMY, we chose concepts relating to visible body 

parts (e.g. leg) as well as internal organs (e.g. thy-

roid) The final sample consisted of 25 concepts. 

For each concept, the annotated terms were re-

trieved from our corpus and sorted by the section 

of occurrence. Concepts occurring with a fre-

quency of less than 500 within a section were ex-

cluded. Consequently, the number of semantic 

classes varies across sections. 

3.4 Experimental Setup 

We approached the categorization task as a multi-

class classification problem with multiple predic-

tors: Given the observation of a term in a particu-

lar section, predict the semantic category based on 

                                                           
4 https://scikit-learn.org/stable/modules/gener-

ated/sklearn.ensemble.RandomForestClassifier.html  

the formal features. Our hypothesis is that the sub-

language features of each section influence the in-

formativity of the formal predictors. For example, 

in a narrative section like the complaints, MORPHO-

SYNTACTICAL features should be better predictors 

than in the medication, which contains few full 

sentences, but merely enumerates drugs and dos-

age instructions. On the other hand, the REDUC-

TION feature is likely more insightful in the com-

ments, which are dominated by informal expres-

sions, than in the conclusion, where well-formed 

expressions prevail. 

For the classification experiment, we used a Py-

thon implementation4 of the Random Forest Clas-

sifier (Breiman 2001). For each section, the list of 

annotated terms is split into a training and test set, 

containing 70% and 30% of all terms respectively. 

One model is trained and tested per section. To 

evaluate the results, we calculate the F1-score as 

well as the mean importance of the different pre-

dictor types.  

4 Results 

Overall, the best results were achieved in those sec-

tions that only contain a small number of target 

classes, namely the medication, therapy and exam-

ination. By contrast, the F1-values tend to be lower 

in those sections that are more diverse. On average, 

the MORPHO-SYNTACTIC features are the most im-

portant predictors, followed by the REGISTER fea-

ture. The REDUCTION feature, on the other hand, 

seems less informative overall. 

At the same time, the relative contribution of the 

feature types varies considerably across the sec-

tions: In the conclusion and history, REGISTER is 

Section Number of 

terms 

Number of 

target classes 

F1-score REGISTER REDUCTION MORPHO-

SYNTAX 

Anamnesis 1081 5 0.73 0.08 0.23 0.69 

Comments 3105 5 0.64 0.14 0.54 0.31 

Complaints 1592 5 0.5 0.16 0.02 0.82 

Conclusion 8214 5 0.48 0.49 0.03 0.48 

Examination 804 3 0.85 0.25 0.31 0.44 

History 4202 5 0.45 0.6 0.15 0.26 

Medication 3529 3 0.99 0.24 0.11 0.65 

Therapy 508 4 0.86 0.27 0.03 0.7 

 23035  0.69 0.28 0.18 0.55 

Table 4: Details of the terms and the results of the classification by section. The last three columns specify 

the mean importance of the different predictor types; for each section, the highest value is printed in bold. 

The last row provides the sum of the second column and the mean values of the last four columns. 
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the strongest predictor; however, in the conclusion, 

the MORPHO-SYNTACTIC features are almost on par 

with REGISTER. While REDUCTION is most im-

portant in the comments, it also has a substantial 

effect in the examination. The MORPHO-SYNTAC-

TIC features make the strongest contribution in the 

complaints, therapy, anamnesis and medication; 

they are also strongest, but not quite as dominant, 

in the examination. Table 4 provides the full re-

sults.  

5 Discussion 

The results show that the semantic complexity of 

the respective sublanguage influences classifica-

tion performance. The best F1-scores were 

achieved in those sections devoted to a very con-

fined topic, while the values were lower in the 

more heterogeneous ones. This tendency corrobo-

rates the findings of previous work studying the ef-

fect of sublanguage properties on NLP in the clini-

cal domain (Doing-Harris et al. 2013). 

However, we found striking differences in the 

relative importance of the predictor types. On the 

whole, the contribution of the predictors patterns 

with the stylistic properties of the respective sub-

languages: For instance, MORPHO-SYNTACTIC fea-

tures are most informative in those sections com-

posed in a narrative style; REDUCTION is strongest 

in the informal parts of the document. This finding 

confirms our initial hypothesis. At a closer look, 

though, another effect emerges: In semantically 

homogeneous sections, infrequent features can 

serve to identify conceptual outliers. For instance, 

in the therapy-centered sections, which are domi-

nated by nouns relating to pharmaceutical sub-

stances, the presence of non-nominal morphologi-

cal properties, such as an adjective ending, is a 

strong predictor for a term belonging to another se-

mantic class, such as a temporal modifier. 

Our study has its limitations, as it only considers 

a very small sample of highly frequent concepts. 

Possibly, for low-frequency concepts, the formal 

features would not be informative enough to allow 

a reliable classification. Therefore, in future work, 

we plan to replicate the experiment at a larger 

scale, including a more diverse concept sample. 

Besides, in order to test the generalizability of the 

method, it would be interesting to evaluate the per-

formance on data from different clinical special-

ties, and from multiple clinical institutions. 

6 Conclusion 

We presented a first attempt for the classification 

of clinical terms by formal features alone. While 

there is much variation in the results, our experi-

ment demonstrates that sublanguage properties can 

be exploited to associate terms acquired from do-

main corpora with semantic categories. This ap-

proach could be integrated with other systems to 

support the enrichment of medical terminologies. 

In further research, we plan to replicate the study 

at a larger scale. 
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Abstract

In this paper, we investigate a new approach to
Population, Intervention and Outcome (PIO)
element detection, a common task in Evidence
Based Medicine (EBM). The purpose of this
study is two-fold: to build a training dataset for
PIO element detection with minimum redun-
dancy and ambiguity and to investigate pos-
sible options in utilizing state of the art em-
bedding methods for the task of PIO element
detection. For the former purpose, we build a
new and improved dataset by investigating the
shortcomings of previously released datasets.
For the latter purpose, we leverage the state of
the art text embedding, Bidirectional Encoder
Representations from Transformers (BERT),
and build a multi-label classifier. We show
that choosing a domain specific pre-trained
embedding further optimizes the performance
of the classifier. Furthermore, we show that
the model could be enhanced by using ensem-
ble methods and boosting techniques provided
that features are adequately chosen.

1 Introduction

Evidence-based medicine (EBM) is of primary
importance in the medical field. Its goal is to
present statistical analyses of issues of clinical fo-
cus based on retrieving and analyzing numerous
papers in the medical literature (Haynes et al.,
1997). The PubMed database is one of the most
commonly used databases in EBM (Sackett et al.,
1996).

Biomedical papers, describing randomized con-
trolled trials in medical intervention, are published
at a high rate every year. The volume of these pub-
lications makes it very challenging for physicians
to find the best medical intervention for a given
patient group and condition (Borah et al., 2017).
Computational methods and natural language pro-
cessing (NLP) could be adopted in order to expe-
dite the process of biomedical evidence synthesis.
Specifically, NLP tasks applied to well structured

documents and queries can help physicians extract
appropriate information to identify the best avail-
able evidence in the context of medical treatment.

Clinical questions are formed using the PIO
framework, where clinical issues are broken down
into four components: Population/Problem (P),
Intervention (I), Comparator (C), and Outcome
(O). We will refer to these categories as PIO el-
ements, by using the common practice of merging
the C and I categories. In (Rathbone et al., 2017)
a literature screening performed in 10 systematic
reviews was studied. It was found that using the
PIO framework can significantly improve litera-
ture screening efficacy. Therefore, efficient extrac-
tion of PIO elements is a key feature of many EBM
applications and could be thought of as a multi-
label sentence classification problem.

Previous works on PIO element extraction fo-
cused on classical NLP methods, such as Naive
Bayes (NB), Support Vector Machines (SVM) and
Conditional Random Fields (CRF) (Chung, 2009;
Boudin et al., 2010). These models are shallow
and limited in terms of modeling capacity. Fur-
thermore, most of these classifiers are trained to
extract PIO elements one by one which is sub-
optimal since this approach does not allow the use
of shared structure among the individual classi-
fiers.

Deep neural network models have increased in
popularity in the field of NLP. They have pushed
the state of the art of text representation and in-
formation retrieval. More specifically, these tech-
niques enhanced NLP algorithms through the use
of contextualized text embeddings at word, sen-
tence, and paragraph levels (Mikolov et al., 2013;
Le and Mikolov, 2014; Peters et al., 2017; Devlin
et al., 2018; Logeswaran and Lee, 2018; Radford
et al., 2018).

More recently, Jin and Szolovits (2018) pro-
posed a bidirectional long short term memory
(LSTM) model to simultaneously extract PIO
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components from PubMed abstracts. To our
knowledge, that study was the first in which a deep
learning framework was used to extract PIO ele-
ments from PubMed abstracts.

In the present paper, we build a dataset of PIO
elements by improving the methodology found in
(Jin and Szolovits, 2018). Furthermore, we built
a multi-label PIO classifier, along with a boost-
ing framework, based on the state of the art text
embedding, BERT. This embedding model has
been proven to offer a better contextualization
compared to a bidirectional LSTM model (Devlin
et al., 2018).

2 Datasets

In this study, we introduce PICONET, a multi-
label dataset consisting of sequences with labels
Population/Problem (P), Intervention (I), and Out-
come (O). This dataset was created by collecting
structured abstracts from PubMed and carefully
choosing abstract headings representative of the
desired categories. The present approach is an im-
provement over a similar approach used in (Jin and
Szolovits, 2018).

Our aim was to perform automatic labeling
while removing as much ambiguity as possible.
We performed a search on April 11, 2019 on
PubMed for 363,078 structured abstracts with
the following filters: Article Types (Clinical
Trial), Species (Humans), and Languages (En-
glish). Structured abstract sections from PubMed
have labels such as introduction, goals, study de-
sign, findings, or discussion; however, the major-
ity of these labels are not useful for P, I, and O ex-
traction since most are general (e.g. methods) and
do not isolate a specific P, I, O sequence. There-
fore, in order to narrow down abstract sections that
correspond to the P label, for example, we needed
to find a subset of labels such as, but not limited to
population, patients, and subjects. We performed
a lemmatization of the abstract section labels in
order to cluster similar categories such as subject
and subjects. Using this approach, we carefully
chose candidate labels for each P, I, and O, and
manually looked at a small number of samples for
each label to determine if text was representative.

Since our goal was to collect sequences that are
uniquely representative of a description of Pop-
ulation, Intervention, and Outcome, we avoided
a keyword-based approach such as in (Jin and
Szolovits, 2018). For example, using a keyword-

Category Sentences
I 22818
I O 7
I P 337
O 10994
P 30106
P O 13
NEGATIVE 32053

Table 1: Number of occurrences of each category P, I
and O in abstracts.

based approach would yield a sequence labeled
population and methods with the label P, but such
abstract sections were not purely about the popu-
lation and contained information about the inter-
ventions and study design making them poor can-
didates for a P label. Thus, we were able to ex-
tract portions of abstracts pertaining to P, I, and
O categories while minimizing ambiguity and re-
dundancy. Moreover, in the dataset from (Jin and
Szolovits, 2018), a section labeled as P that con-
tained more than one sentence would be split into
multiple P sentences to be included in the dataset.
We avoided this approach and kept the full abstract
sections. The full abstracts were kept in conjunc-
tion with our belief that keeping the full section
retains more feature-rich sequences for each se-
quence, and that individual sentences from long
abstract sections can be poor candidates for the
corresponding label.

For sections with labels such as population and
intervention, we created a mutli-label. We also
included negative examples by taking sentences
from sections with headings such as aim. Further-
more, we cleaned the remaining data with various
approaches including, but not limited to, language
identification, removal of missing values, cleaning
unicode characters, and filtering for sequences be-
tween 5 and 200 words, inclusive.

3 BERT-Based Classification Model

3.1 Background

BERT (Bidirectional Encoder Representations
from Transformers) is a deep bidirectional atten-
tion text embedding model. The idea behind this
model is to pre-train a bidirectional representation
by jointly conditioning on both left and right con-
texts in all layers using a transformer (Vaswani
et al., 2017; Devlin et al., 2018). Like any other
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language model, BERT can be pre-trained on dif-
ferent contexts. A contextualized representation is
generally optimized for downstream NLP tasks.

Since its release, BERT has been pre-trained on
a multitude of corpora. In the following, we de-
scribe different BERT embedding versions used
for our classification problem. The first version is
based on the original BERT release (Devlin et al.,
2018). This model is pre-trained on the BooksCor-
pus (800M words) (Zhu et al., 2015) and En-
glish Wikipedia (2,500M words). For Wikipedia,
text passages were extracted while lists were ig-
nored. The second version is BioBERT (Lee et al.,
2019), which was trained on biomedical corpora:
PubMed (4.5B words) and PMC (13.5B words).

3.2 The Model

The classification model is built on top of the
BERT representation by adding a dense layer cor-
responding to the multi-label classifier with three
output neurons corresponding to PIO labels. In
order to insure that independent probabilities are
assigned to the labels, as a loss function we have
chosen the binary cross entropy with logits (BCE-
WithLogits) defined by

E = −
n∑

i=1

(tilog(yi)+ (1− ti)log(1− yi)); (1)

where t and y are the target and output vectors, re-
spectively; n is the number of independent targets
(n=3). The outputs are computed by applying the
logistic function to the weighted sums of the last
hidden layer activations, s,

yi =
1

1 + e−si
, (2)

si =
∑

j=1

hjwji. (3)

For the original BERT model, we have cho-
sen the smallest uncased model, Bert-Base. The
model has 12 attention layers and all texts are con-
verted to lowercase by the tokenizer (Devlin et al.,
2018). The architecture of the model is illustrated
in Figure 1.

Using this framework, we trained the model
using the two pretrained embedding models de-
scribed in the previous section. It is worth to men-
tion that the embedding is contextualized during
the training phase. For both models, the pretrained
embedding layer is frozen during the first epoch

(the embedding vectors are not updated). After
the first epoch, the embedding layer is unfrozen
and the vectors are fine-tuned for the classifica-
tion task during training. The advantage of this
approach is that few parameters need to be learned
from scratch (Howard and Ruder, 2018; Radford
et al., 2018; Devlin et al., 2018).

Figure 1: Structure of the classifier.

4 Results

4.1 Performance Comparison

In order to quantify the performance of the clas-
sification model, we computed the precision and
recall scores. On average, it was found that the
model leads to better results when trained using
the BioBERT embedding. In addition, the perfor-
mance of the PIO classifier was measured by av-
eraging the three Area Under Receiver Operating
Characteristic Curve (ROC AUC) scores for P, I,
and O. The ROC AUC score of 0.9951 was ob-
tained by the model using the general BERT em-
bedding. This score was improved to 0.9971 when
using the BioBERT model pre-trained on medical
context. The results are illustrated in Figure 2.

4.2 Model Boosting

We further applied ensemble methods to enhance
the model. This approach consists of combin-
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(a) BERT (ROC AUC: 0.9951)

(b) BioBERT (ROC AUC: 0.9971)

Figure 2: ROC AUC scores and confusion matrices.

Figure 3: An illustration of the LGBM framework: :
combining the two base models and the TF-IDF and
QIEF features.

ing predictions from base classifiers with features
of the input data to increase the accuracy of the
model (Merz, 1999).

We investigate an important family of ensemble
methods known as boosting, and more specifically

Model ROC AUC F1
BERT 0.9951 0.9666

BioBERT 0.9971 0.9697
BERT + TF-IDF + QIEF 0.9981 0.9784

BioBERT + TF-IDF + QIEF 0.9996 0.9793
BERT + BioBERT + TF-IDF + QIEF 0.9998 0.9866

Table 2: Performance of the classifiers in terms of
ROC AUC and F1 scores.

a Light Gradient Boosting Machine (LGBM) al-
gorithm, which consists of an implementation of
fast gradient boosting on decision trees. In this
study, we use a library implemented by Microsoft
(Ke et al., 2017). In our model, we learn a linear
combination of the prediction given by the base
classifiers and the input text features to predict the
labels. As features, we consider the average term
frequency-inverse document frequency (TF-IDF)
score for each instance and the frequency of occur-
rence of quantitative information elements (QIEF)
(e.g. percentage, population, dose of medicine).
Finally, the output of the binary cross entropy with
logits layer (predicted probabilities for the three
classes) and the feature information are fed to the
LGBM.

We train the base classifier using the original
training dataset, using 60% of the whole data
as training dataset, and use a five-fold cross-
validation framework to train the LGBM on the
remaining 40% of the data to avoid any informa-
tion leakage. We train the LGBM on four folds
and test on the excluded one and repeat the pro-
cess for all five folds.

The results of the LGBM classifier for the dif-
ferent boosting frameworks and the scores from
the base classifiers are illustrated in Table 2. The
highest average ROC AUC score of 0.9998 is ob-
tained in the case of combining the two base learn-
ers along with the TF-IDF and QIEF features.

5 Discussion and Conclusion

In this paper, we presented an improved method-
ology to extract PIO elements, with reduced ambi-
guity, from abstracts of medical papers. The pro-
posed technique was used to build a dataset of PIO
elements that we call PICONET. We further pro-
posed a model of PIO elements classification us-
ing state of the art BERT embedding. It has been
shown that using the contextualized BioBERT em-
bedding improved the accuracy of the classifier.
This result reinforces the idea of the importance of
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embedding contextualization in subsequent classi-
fication tasks in this specific context.

In order to enhance the accuracy of the model,
we investigated an ensemble method based on the
LGBM algorithm. We trained the LGBM model,
with the above models as base learners, to opti-
mize the classification by learning a linear combi-
nation of the predicted probabilities, for the three
classes, with the TF-IDF and QIEF scores. The
results indicate that these text features were ade-
quate for boosting the contextualized classification
model. We compared the performance of the clas-
sifier when using the features with one of the base
learners and the case where we combine the base
learners along with the features. We obtained the
best performance in the latter case.

The present work resulted in the creation of a
PIO elements dataset, PICONET, and a classifi-
cation tool. These constitute an important compo-
nent of our system of automatic mining of medical
abstracts. We intend to extend the dataset to full
medical articles. The model will be modified to
take into account the higher complexity of full text
data and more efficient features for model boost-
ing will be investigated.
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Abstract

Having in mind that different languages
might present different challenges, this paper
presents the following contributions to the area
of Information Extraction from clinical text,
targeting the Portuguese language: a collec-
tion of 281 clinical texts in this language, with
manually-annotated named entities; word em-
beddings trained in a larger collection of sim-
ilar texts; results of using BiLSTM-CRF neu-
ral networks for named entity recognition on
the annotated collection, including a compari-
son of using in-domain or out-of-domain word
embeddings in this task. Although learned
with much less data, performance is higher
when using in-domain embeddings. When
tested in 20 independent clinical texts, this
model achieved better results than a model us-
ing larger out-of-domain embeddings.

1 Introduction

In recent years, much data has been produced on
different areas, including healthcare, which, be-
sides its general relation to well-being, is also
economically-relevant (Folland et al., 2017). We
focus on the clinical field, where valuable infor-
mation is hidden on produced admission notes, di-
agnostic test reports, patient discharge letters or
clinical case reports. The latter contain informa-
tion about patient clinical histories, such as their
condition; diagnostic tests and respective results;
or treatments and how they were administered.
Such data is very useful for clinical profession-
als in their future decisions about what diagnos-
tic tests or therapies a patient has to do, based
on past clinical information. However, manually
processing all available texts and looking for im-
portant information is impractical for humans. To
make it more tractable, Natural Language Process-
ing (NLP) tools have been developed for automat-
ing tasks such as Information Extraction (IE), in-

cluding Named Entity Recognition (NER), and ul-
timately store acquired information in relational
databases, where queries should be more efficient.

Similarly to many other NLP-related tasks,
the field of clinical NLP has been growing.
This is both reflected in the organization of
shared tasks (Uzuner et al., 2011; Stubbs and
Uzuner, 2015; Doğan et al., 2014; Pestian et al.,
2007; Elhadad et al., 2015; Bethard et al., 2016;
Kelly et al., 2016), which made available several
datasets, such as Informatics for Integrating Bi-
ology & the Bedside (i2b2); or in the adoption
of deep neural network architectures that lead to
state-of-the-art results, namely Bidirectional Long
Short Term Memory with a stacked Conditional
Random Fields layer (BiLSTM-CRF) (Xu et al.,
2017; Unanue et al., 2017). However, most of
the work going on targets text written in English.
When it comes to other languages, such as Por-
tuguese, the number of studies on this field is
much lower (Névéol et al., 2018).

This work aims to boost clinical NLP in Por-
tuguese with three main contributions: (i) A col-
lection of Portuguese clinical texts with manually-
labelled named entities; (ii) A model of word
embeddings learned from a larger collection of
Portuguese clinical text (i.e., Neurology clinical
case descriptions); (iii) An analysis of the per-
formance of state-of-the-art models in Portuguese
clinical NER, namely BiLSTM-CRF neural net-
works (Lample et al., 2016), tested on the labelled
collection, either using the previous word embed-
dings or general-language word embeddings.

In the next section, we introduce deep learning
architectures and word embedding (WE) models
that have been used in NER. Section 3 describes
how texts were labelled and provides some figures
on the resulting dataset and its revision. Further-
more, we explain how the in-domain WE model
was trained and its qualitative difference towards
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the pre-trained out-of-domain WE model used.
Finally, we explain the architecture of our deep
learning model. Section 4 reports the results for
hyperparameters grid search. After choosing the
best model for both in-domain and out-of-domain
WEs, we tested it on an independent test set. We
report micro-averaged relaxed F1-score and strict
F1-score of 70.41% and 62.71%, respectively. We
conclude with a brief discussion.

2 Related Work

Training a model for clinical NER requires access
to much clinical textual data. Although much text
of this kind is produced everyday, its availability
is highly limited due to strict ethical regulations
that constrain using data with personal informa-
tion, as in clinical case or diagnostic test reports.
Still, when available, such texts constitute valu-
able sources of data, and may be used in the de-
velopment of models for Information Extraction,
including Named Entity Recognition (NER).

In order to create machine learning models that
identify and classify named entities (NEs), the lat-
ter have to be annotated on a collection of texts,
which can be used as training and/or testing data.
That is generally done manually, as several au-
thors did. For instance, Uzuner et al. (2011) anno-
tated 871 medical records with Medical Problems,
Treatments and Tests, in order to provide a dataset
for the 2010 i2b2/VA concept extraction shared
task; and Stubbs and Uzuner (2015) labelled
1,304 individual longitudinal records with heart-
risk NEs (e.g. Diabetes references or Hyperten-
sion) with 0.95 agreement ratio. Beyond English,
some studies involved the creation of datasets in
other languages. Skeppstedt et al. (2014) anno-
tated Disorders, Findings, Body Structures and
Pharmaceutical Drugs, in 1,104 clinical notes in
Swedish, with agreement ratios of 0.79, 0.66, 0.80
and 0.90, respectively. Mykowiecka et al. (2009)
annotated 700 mammography reports and 100 di-
abetic discharge documents, in Polish, with NEs
that carry information about Pathological Find-
ings, Breast Tissue, and Crucial Health informa-
tion about diabetic patients. Ferreira et al. (2010)
manually labelled 90 clinical notes in Portuguese
with NEs such as Condition, Anatomical Site and
Finding. Although in Portuguese, the previous
dataset is not publicly available due to ethical reg-
ulations, but the annotation guidelines followed
are published (Ferreira, 2011).

In recent years, deep learning approaches have
been used for NER, leading to state-of-the-art re-
sults. Clinical NER is not an exception, with
such models used for extracting data from Elec-
tronic Medical Records (EMR). Adopted architec-
tures include Recurrent Neural Networks (RNN),
with simple RNN layers, LSTM layers, BiLSTM
layers or Gated Recurrent Unit (GRU) layers;
Convolutional Neural Networks (CNN); and also
Feed-Forward Networks (FFN). Luu et al. (2018)
showed that a vanilla RNN outperforms a FNN us-
ing the same features on clinical texts provided in
the CLEF eHealth 2016 task (Kelly et al., 2016) on
the extraction of relevant information from nurs-
ing shift changes notes. This was expected be-
cause FNNs do not consider past information.

Chokwijitkul et al. (2018) assessed the per-
formance of CNN, RNN, LSTM, BiLSTM and
GRU networks for identifying heart risk factors in
EMRs and found that BiLSTM networks achieved
the best F-measure. They further show that such
models perform near the rule-based and shallow
machine learning models, but do not resort to
gazetteers or knowledge bases. Wu et al. (2018)
compared different classifiers (CRF, CNN and
BiLSTM) for NER, using the dataset of the 2010
i2b2 NLP challenge. They also compared their
models with the best models at the time (Struc-
tured SVM) and trained during the competition
(Semi-Markov model), and used pre-trained word
embeddings (WEs) as features for the BiLSTM
network and the CNN. For the CRF, they used
three different feature sets: only word and n-
gram features; the previous plus linguistic fea-
tures and document level features, such as sec-
tion names; and all the previous plus features
from general clinical NLP systems (MedLEE,
MetaMap, KnowledgeMap) and gazetteer features
from the UMLS terminology. Similarly to Chok-
wijitkul et al. (2018), they report that the BiLSTM
network outperformed all the others.

Others developed a BiLSTM network with a
character embedding layer, a WE layer and a CRF
layer. Xu et al. (2017) evaluated their architecture
on the NCBI Disease Corpus (793 PubMed medi-
cal literature abstracts), while Unanue et al. (2017)
evaluated their models with three different datasets
(2010 i2b2/VA dataset, DrugBank and MedLine).
Both showed that the CRF layer and the character
embedding feature have great importance on the
performance of a BiLSTM network.
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Although these models became the trend in
NER, they rely heavily on the quality of the WE
models for converting each word to its embed-
ding vector. On the clinical domain, Newman-
Griffis and Zirikly (2018) compared WEs using
in-domain and out-of-domain corpora. In-domain
corpora consisted of two different datasets, one
with 154,967 Electronic Health Records (EHR)
and a subset with 17,952 EHR documents fo-
cused on Physical Therapy (PT) and Occupational
Therapy (OT). Out-of-domain corpora were con-
stituted by 14.7 million abstracts from the 2016
PubMed baseline and two million free-text doc-
uments released as part of the MIMIC-III crit-
ical care DB. Besides those, they used a Fast-
Text model, pre-trained on Wikipedia 2017 docu-
ments. They reported that, with WEs trained with
small in-domain corpora, results were similar to
those achieved with the large out-of-domain cor-
pora. Unanue et al. (2017) additionally showed
that re-training WE models with domain-specific
texts improves the performance of the model.

Although not on the clinical domain, there is
some related work on Portuguese. On general
NER, de Castro et al. (2018) recently achieved
state-of-art results using a BiLSTM-CRF model.
On distributional similarity, Hartmann et al.
(2017) compared Portuguese word WEs, learned
with different methods, in both intrinsic (syntac-
tic and semantic analogies) and extrinsic (PoS tag-
ging and sentence similarity) tasks. There are also
studies suggesting that, in tasks such as PoS tag-
ging and NER, combining character embedding
with pre-trained WE outperforms approaches that
use only WEs (Santos and Zadrozny, 2014; dos
Santos and Guimarães, 2015).

3 Experimental Set-up

This section presents the textual data used, the
guidelines followed for its annotation and charac-
terizes the resulting dataset with some numbers on
its contents and revision. It further explains how
the WE models used were learned and the archi-
tecture of the NER model, including how its hy-
perparameters grid search was made.

3.1 Dataset
Three different datasets were used in different
stages of this work:

• For training and validation, 281 clinical case
texts collected from the numbers 1 and 2

of volume 17 of the clinical journal Sinapse
(Sinapse, 2017a,b), published by the Por-
tuguese Society of Neurology. Neurology
texts were used because the testing texts, that
originally motivated this work, were obtained
from the Neurology service.

• For testing, a small set of 20 clinical
texts obtained from the Neurology service
of the Coimbra University Hospital Centre
(CHUC), in Coimbra, Portugal. These in-
clude admission notes, diagnostic test reports
and patient discharge letters and were orig-
inally used in the development of the Euro-
pean Epilepsy Database (Klatt et al., 2012).

• For training the in-domain WE model, a total
of 3,377 clinical texts were collected from all
the volumes of the Sinapse journal, published
between 2001 and 20181. Although the jour-
nal contains clinical cases and experimental
reports we just collected the clinical cases.

As all the texts used for training, validation
and test were in a raw format, they were pre-
processed with tools in NLPPort (Rodrigues et al.,
2018), a NLP toolkit for Portuguese, based on
OpenNLP – each text was tokenized with Tok-
Port, PoS-tagged with TagPort, and lemmas for
each token-PoS pair obtained with LemPort. After
preprocessing, manual NE annotation was based
on the guidelines described in Ferreira’s PhD The-
sis (Ferreira, 2011), originally developed with the
help of physicians and linguists and used in the
annotation of Ferreira’s dataset. All the NEs in
the guidelines were considered, with the exception
of Location, because it represents geographical lo-
cations, e.g, “Coimbra” (a city) or “domicı́lio”
(home, in Portuguese), which does not represent
important clinical information. Although Date-
Time does not represent clinical information as
well, it is important to know what temporal in-
formation is related to diseases or therapies, e.g.,
their frequency or duration. Furthermore, two new
NE classes were introduced, namely Genetics and
Additional Observations. The former was used for
information about genes related to diseases (e.g.,
“...o estudo do gene PMP22 identificou...” (...study
of the gene PMP22 identified...)), and the latter
for all clinically-relevant information that did not
suit any of the other classes (e.g. “...medicada e

1http://www.sinapse.pt/archive.php
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ex-fumador, refere...” (...medicated and ex-smoker,
states...). The dataset thus considers 14 different
tags, one for each NE class, plus the Out tag, for
tokens not belonging to a NE. For annotation, we
adopted the Inside-Outside-Beginning (IOB) for-
mat, which allows to distinguish between tokens
in the beginning and inside a NE. This is essen-
tial to sequential classifiers and allows for better
rules, which do not enable to tag a token as inside-
NE before the beginning of the same NE. Table 1
illustrates the annotated data.

Tables 2 and 4 provide a quantitative analysis
of the training and validation datasets, while ta-
bles 3 and 5 a quantitative analysis of the indepen-
dent test set. Tables 2 and 3 quantify the tokens
for each IOB tag (NT), the number of distinct to-
kens (NDT), and their ratios (NTR, NDTR). Fi-
nally, tables 4 and 5 show the number of NE oc-
currences (O), the number of distinct NE occur-
rences (DO) and their ratios (OR, DOR). As the
test set has only reports related to epilepsy, it does
not have occurrences of the Genetics NE.

The entire dataset was annotated by the first au-
thor of this paper, a last-year student of the MSc
in Biomedical Engineering. After that, to vali-
date the annotation, 30% of the dataset was revised
by two MSc students in Biomedical Engineering,
two PhD students in Data Science, one Computer
Science Professor working on NLP and NER, and
one Physiotherapist. Each of the previous revised
15 texts. Based on the revised subset, we calcu-
lated the agreement ratios as the ratio between the
number of tokens which were annotated with the
same tag as our annotation and the total number
of tokens for each NE. Although there were some
tokens annotated with different tags, we did not
change dataset labels. Agreement ratios (ARs) for
each NE, as well as the number of agreed (AT) and
of not-agreed tags (NAT) are in table 6.

The lowest ARs are for Additional Observa-
tions, Characterization and Results. They were
also the classes whose original labelling raised
more doubts. Additional Observations is a gen-
eral class which may include other NEs, for in-
stance, in case it does not relate to the patient but
to their family — e.g., “...diagnóstico de doença
neoplástica no marido...” (...diagnosis of neoplas-
tic disease in her husband...) — , or information
about the patient that is important but does not
suit any other class — e.g. “...abandono do acom-
panhamento médico...” (...abandonment of medi-

cal assistance...). Characterization may have to-
kens from the Condition or Evolution classes, de-
pending on the perspective of the reader — e.g.,
“possı́vel” (possible) in “possı́vel processo vas-
cular” (possible vascular process) or “hipótese”
(hypothesis) in “hipótese de metástase” (hypoth-
esis of metastasis), for Condition, and “progres-
sivo” (progressive) in “declı́nio cognitivo progres-
sivo” (progressive cognitive decline) for Evolu-
tion. Depending on their interpretation, results
may also have tokens from Condition — e.g.
“nova lesão” (new injury) in “...RM-CE que docu-
mentou nova lesão...” (...RM-CE which documents
a new injury...), or “hematoma” in “...TAC-CE
que mostrou aumento do hematoma...” (...TAC-
CE which shown an increase of the hematoma...).
Overall, the agreement for all the NE classes is
above 90%, except for Characterization. This is
high, especially considering the number of classes
covered and that the used documents are not al-
ways easy to interpret, due to the high presence of
medical terminology. We recall that these numbers
apply for only 30% of the dataset. Due to lack of
time, the remaining documents were not revised.

Token POS Tag Lemma IOB Tag
de prp de O
66 num 66 O

anos n ano O
, punc , O

com prp com O
antecedentes n antecedente B-DT

de prp de O
dislipidemia n dislipidemia B-C

e conj-c e O
sı́ndrome n sı́ndrome B-C
depressiva adj depressivo I-C

, punc , O
começou v-fin começar O

por prp por O

Table 1: Example of dataset annotation. Sentence:
“...de 66 anos, com antecedentes de dislipidemia e
sı́ndrome depressiva, começou por...”

3.2 Word Embeddings
In-domain WE models were trained with 3,377
clinical texts collected from the Sinapse jour-
nal, comprising 686,762 tokens all together. For
training the model, we used the FastText algo-
rithm (Bojanowski et al., 2017), available in the
Gensim library (Rehurek and Sojka, 2010). Fast-
Text learns embeddings for characters and repre-
sents each word by the sum of its characters. It was
used instead of word2vec (Mikolov et al., 2013b)
because, while word2vec would consider unseen
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IOB Tags NT NTR (%) NDT NDTR (%) Examples Examples (English)
B-AS 2,491 4.272 770 6.794 seio (B-AS)

venoso (I-AS)
venous
sinousI-AS 2,510 4.305 599 5.285

B-C 3,884 6.662 1,074 9.476 paramnésia (B-C)
reduplicativa (I-C)

reduplicative
paramnesiaI-C 3,634 6.233 1,269 11.196

B-CH 1,043 1.789 503 4.438 mais (B-CH)
marcado (I-CH)

more
markedI-CH 576 0.988 358 3.159

B-DT 1,516 2.600 280 2.470 18 (B-DT)
semanas (I-DT)

18
weeksI-DT 2,495 4.279 378 3.335

B-EV 794 1.362 184 1.623 desenvolveu (B-EV)
gradualmente (I-EV)

gradually
developedI-EV 452 0.775 120 1.059

B-G 61 0.105 15 0.132 gene (B-G)
EGFR (I-G)

EGFR
geneI-G 62 0.106 47 0.415

B-N 768 1.317 46 0.406 não (B-N)
impedindo (I-N)

not
hinderingI-N 2 0.003 2 0.018

B-OBS 217 0.372 153 1.350 restantes (B-OBS)
irmãos (I-OBS)

remaining
siblingsI-OBS 227 0.389 144 1.271

B-R 1,767 3.031 589 5.197 VS (B-R)
aumentada (I-R)

increased
ESRI-R 2,520 4.322 922 8.135

B-RA 71 0.122 14 0.124 intravenoso (B-RA) intravenousI-RA 0 0.000 0 0.000
B-T 2,041 3.501 490 4.323 estudo (B-T)

citogénico (I-T)
cytogenetic

studyI-T 2,113 3.624 677 5.973
B-THER 894 1.533 384 3.388 correção (B-THER)

de (I-THER)
correction

ofI-THER 709 1.216 332 2.929
B-V 410 0.703 276 2.435 0.8 (B-V)

células (I-V)
0.8

cellsI-V 584 1.002 112 0.988
O 26,463 45.388 1,596 14.082 - -

Total 58,304 100,000 11,334 100.000 - -

Table 2: Quantitative analysis of the training/validation dataset.
Reference: CH: Characterization; T: Test; EV: Evolution; G: Genetics; AS: Anatomical Site; N: Negation; OBS: Additional Observations; C: Condition; R:

Results; DT: DateTime; THER: Therapeutics; V: Value; RA: Route of Administration; O: Out

IOB Tag NT NTR (%) NDT NDTR (%)
B-AS 17 0.628 13 1.343
I-AS 12 0.444 8 0.826
B-C 99 3.660 48 4.959
I-C 109 4.030 58 5.992

B-CH 51 1.885 42 4.339
I-CH 48 1.774 33 3.409
B-DT 130 4.806 67 6.921
I-DT 194 7.172 96 9.917
B-EV 52 1.922 30 3.099
I-EV 12 0.444 10 1.033
B-G 0 0.000 0 0.000
I-G 0 0.000 0 0.000
B-N 33 1.220 7 0.723
I-N 0 0.000 0 0.000

B-OBS 47 1.738 26 2.686
I-OBS 58 2.144 35 3.616

B-R 19 0.702 16 1.653
I-R 14 0.518 13 1.343

B-RA 3 0.111 3 0.310
I-RA 0 0.000 0 0.000
B-T 66 2.440 36 3.719
I-T 36 1.331 28 2.893

B-THER 88 3.253 62 6.405
I-THER 59 2.181 37 3.822

B-V 38 1.405 29 2.996
I-V 62 2.292 18 1.860
O 1,458 53.900 253 26.136

Total 2,705 100 968 100

Table 3: Quantitative analysis of the test dataset

NE O OR (%) DO DOR (%)
AS 2,488 15.59 1,412 16.14
C 3,887 24.35 2,203 25.18

CH 1,044 6.54 632 7.22
DT 1,519 9.52 883 10.09
EV 793 4.97 331 3.78
G 63 0.39 50 0.57

OBS 217 1.36 166 1.90
N 768 4.81 48 0.55
R 1,766 11.06 1,090 12.46

RA 71 0.45 14 0.16
T 2,041 12.79 1,012 11.57

THER 894 5.60 563 6.44
V 411 2.57 344 3.93

Total 15,962 100.00 8,748 100.00

Table 4: NE Training/Validation Dataset Description

words as out-of-vocabulary, FastText may repre-
sent some of them, based on their characters.

For training the FastText model, the follow-
ing parameters were used: 300 dimensions, skip-
gram with negative sampling, minimum count of
5 words, minimum char-gram length of 1, and de-
fault settings for the remaining hyperparameters.
The skip-gram algorithm (Mikolov et al., 2013a)
predicts the surrounding context given the input
word, which allows to relate words to their neigh-
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NE O OR (%) DO DOR (%)
AS 17 2.644 14 2.960
C 99 15.397 66 13.953

CH 51 7.932 45 9.514
DT 130 20.218 102 21.564
EV 52 8.087 34 7.188
G 0 0.000 0 0.000
N 33 5.132 7 1.480

OBS 47 7.309 34 7.188
R 19 2.955 17 3.594

RA 3 0.467 3 0.634
T 66 10.264 44 9.302

THER 88 13.686 73 15.433
V 38 5.910 34 7.188

Total 643 100 473 100

Table 5: NE Test Dataset Description

NE AR (%) AT NAT Total
AS 98.01 1,821 37 1,858
C 94.16 2,323 144 2,467

CH 86.29 428 68 496
DT 93.79 1,193 79 1,272
EV 97.15 375 11 386
G 100.00 27 0 27
N 97.74 259 6 265

OBS 91.11 164 16 180
R 91.68 1,322 120 1,442

RA 91.30 21 2 23
T 96.81 1,273 42 1,315

THER 95.13 605 31 636
V 96.78 331 11 342
O 96.91 8,941 285 9,226

Total 95.73 19,083 852 19,935

Table 6: Agreement Ratios for all NEs and Non-Entity

bors, an important characteristic for NER. The
number of dimensions (300) and minimum word
count (5) were the same as in the out-of-domain
WE model. Minimum char-grams length (1) was
used for training the model with all the characters,
thus enabling to recognize unknown words. Fi-
nally, all the words in the dataset starting with an
uppercase character were converted to lowercase,
since they represent the same word but in the be-
ginning of a sentence. After preprocessing, only
7,312 tokens occur more than 5 times.

For the out-of-domain WEs, we used a gen-
eral Portuguese WE model downloaded from the
FastText website2, trained with billions of tokens
from Wikipedia and Common Crawl (Grave et al.,
2018). As it was trained with a character window
of 5 characters, a total of 27 words and 80 lemmas
in our dataset do not have an embedding vector
in this model. For them, we assign the embed-
ding of the word ’UNK’, meaning unknown, but
not a Portuguese word, thus not introducing much

2https://fasttext.cc/docs/en/crawl-vectors.html

noise to the embedding datasets. This strategy was
followed because simply putting out these words
could influence the labelling of the network, as the
classification of each word depends on the classi-
fication of the others around.

3.3 Model Architecture

Given the current trend on NER and its state-of-
the-art results, we adopted a BiLSTM-CRF neural
network as our model for this purpose. The archi-
tecture used is presented in figure 1. The word em-
bedding step is where all the tokens are converted
to their embedding vectors. Lemmas are also con-
verted to their WE vectors and concatenated to the
previous vectors. PoS tags, orthographic and mor-
phological features, e.g. first character is upper-
case, all characters are uppercase, digit/non-digit
were added as well. Afterwards, the embedding
vectors are inserted in a BiLSTM layer with one
backward layer and one forward layer. The for-
mer enables the network to preserve the informa-
tion from the past to the future, since it analyses
the information from the left to the right. The for-
ward layer enables the network to do the inverse
of the backward. Together, these types of LSTM
improve the prediction of the network, which, this
way, understands better the context of each token.

Finally, the output of the BiLSTM layer is in-
serted in the CRF layer, which enables the network
to consider the neighbor tags. In other words, it al-
lows the network to create tag relations, e.g., if a
token is tagged with a beginning of NE, the fol-
lowing token is probably the continuation of such
NE. This layer is also responsible for not allowing
a token to be tagged with an in-NE tag without this
NE being started previously.

Adam optimization function (Kingma and Ba,
2014) was used with a learning rate of 0.001. A
grid search was not performed here because this
study does not focus on the architecture, but on
the application of these models to Portuguese.

In order to get the best number of hidden units
and dropout percentages for our model, we per-
formed a grid search using 50 training epochs with
10-fold cross validation. As the dataset has a low
number of instances, we used a small set of val-
ues for the grid search of the number of hidden
units [23, 27]. Keeping the network with a low
number of parameters prevents overfitting to the
data (Zhang et al., 2016). Furthermore, we used
an interval of dropout percentage values from 10%
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to 50%. This hyperparameter allows the network
to prevent both overfitting and under-learning (Sri-
vastava et al., 2014). An independent grid search
was run for each WE model, because they had
been trained in different types of text.

antecedentes de dislipidemia síndromee depressiva

Word
Embedding
conversion 

LSTM LSTM LSTMLSTMLSTM LSTM

LSTM LSTM LSTMLSTMLSTM LSTM
Bi-LSTM

layer
forward 
LSTM

backward 
LSTM

B-DT O B-C O B-C B-CCRF 
layer 

Orthographic and
Morphological Features
POS Tag Embeddings

Lemma Embeddings

Word Embeddings

Figure 1: BiLSTM-CRF Neural Network Architec-
ture on the sentence: “antecedentes de dislipidemia e
sı́ndrome depressiva” (history of dyslipidemia and de-
pressive syndrome)

4 Results and Discussion

According to grid search, the best number of hid-
den units is 26 and 25, respectively for the network
that uses the in-domain WEs and for the one that
uses out-of-domain WEs. The best dropout per-
centage is 50% for both. This confirms that, for
small datasets, the value of each parameter should
also be small. Furthermore, the results corroborate
that dropout regularization helps avoiding overfit-
ting, since the best results were obtained for high
dropout percentage. Validation results for both
models and all NE classes are in table 7.

Besides looking at recall and precision, we fo-
cus our discussion on the F1-score. Table 7
shows relaxed and strict results. Relaxed or one-
point performance measures the performance of
the model for each token, while the strict per-
formance considers all occurrences, i.e., one oc-
currence is well predicted if all its tokens are
well predicted too. For example, with the re-
laxed evaluation, “sı́ndrome depressiva” (depres-
sive syndrome) counts as two tokens, i.e, each to-
ken’s tag is independently compared to its golden
tag. With the strict evaluation, if the model fails
on a single token’s tag, all NE occurrence is con-
sidered incorrect.

Results show that the in-domain WE model per-
forms better than the out-of-domain, which is in

line with Newman-Griffis and Zirikly (2018). An
important reason for this is that the out-of-domain
model was not trained with unigrams, leading to
the representation of some tokens with the ‘UNK’
vector, instead of the original token, thus intro-
ducing bias. A second reason is that the out-of-
domain model was not trained specifically for the
clinical domain. Although trained in a much larger
collection of text, the out-of-domain model fails
to learn clinical relations between different dis-
eases or diagnostic tests, as the in-domain model
does. Table 8 shows examples that confirm this
fact, e.g. in the in-domain model the word “ECG”
is related to three other cardiac diagnostic tests,
beyond its extended form, while in the out-of-
domain model, it is only related to one more (“eco-
cardiograma”); or the neighbors of “diabetes” in
the in-domain model, which include related dis-
eases (e.g., “dislipidemia” and arterial hyperten-
sion (“HTA”), while, in the out-of-domain model,
the neighbors of the same word are words that
contain it (e.g., “pré-diabetes” and “diabetes.O”).
Furthermore, in the out-of-domain model, several
words are not related with the clinical domain,
as “hemiparasita” (hemiparasite) in the “hemi-
parésia” (hemiparesis) example, or words are not
related with anything understandable, as in the
“poliangeı́te” example.

Table 9 has the results for both WE models on
the independent test set, and for a CRF model
used as a baseline. The CRF was trained in the
same dataset, using the same features as the deep
learning model, but raw tokens and lemmas, in-
stead of their embeddings. The best hyperparam-
eters of the validation dataset were used for both
WEs. This experiment aims to analyze how well
the models trained in text from the journal perform
on text collected directly from the hospital.

Once again, the in-domain WE model outper-
formed the out-of-domain model. Average results
for this independent dataset are about 10% lower
than for the validation dataset. A possible rea-
son for this is that the test set contains some ad-
mission notes and patient discharge letters, struc-
tured on items (e.g., origin, admission motive) and
their description, which is different from the clin-
ical cases in the validation dataset, described in
a full paragraph that covers all related informa-
tion. Furthermore, since they were not published,
these texts were written less carefully, and there-
fore have some orthographic errors.
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Recall Precision F1-Score
WE NE Relaxed Strict Relaxed Strict Relaxed Strict

In-Domain mic Avg 82.34±1.97 74.48±2.37 82.77±1.72 75.25±2.36 82.54±1.61 74.86±2.17
Out-of-Domain 81.63±2.07 73.35±1.57 82.31±1.48 75.06±1.62 81.96±1.50 74.19±1.44

In-Domain mac Avg 79.04±1.99 73.08±3.00 81.06±2.12 75.59±2.77 79.54±1.89 73.87±2.66
Out-of-Domain 77.75±2.84 70.87±3.07 79.71±2.87 73.73±3.42 78.02±2.76 71.58±2.91

In-Domain Weighted Avg 82.34±1.97 74.48±2.37 82.84±1.49 75.23±2.39 82.44±1.59 74.73±2.15
Out-of-Domain 81.63±2.07 73.35±1.57 82.35±1.54 74.82±1.65 81.76±1.59 73.90±1.42

Table 7: 10-fold Cross Validation Results with both WEs

WE Word Top-5 Nearest Neighbors
In-Domain ECG ECG-Holter; electrocardiograma; ecodoppler; ecocardiograma ecocardiogramas
Out-of-Domain ECG eletrocardiograma; Electrocardiograma; electrocardiograma; ecocardiograma; Ecocardiograma
In-Domain diabetes mellitus; dislipidemia; dislipidémia; HTA; diabética
Out-of-Domain diabetes diabete; pré-diabetes; Diabetes; Pré-diabetes; diabetes.O
In-Domain paramnésia amnésia; amnésico; mnésico; mnésica; desorientação
Out-of-Domain paramnésia paramécia; param3; paranóia.; alucinatória; articulatória
In-Domain polineuropatia neuropatia; mononeuropatia; axonal; sensitivo-motora; miopatia
Out-of-Domain polineuropatia Polineuropatia; polineuropatias; mononeuropatia; polineurite; neuropatia
In-Domain poliangeı́te ganglonopatia; citopatia; mielopatia; linfoproliferativa; granulomatosa

Out-of-Domain poliangeı́te

CH12CH14CH15CH18CH26CH30CH4DH5DH6DH8DH9DH10DH12DH15DH20DH30DH;
estômagoCarbosymagDulcolaxGavisconImodiumIpraaloxLansoylLubentylMaaloxMicrolaxRennieSmectaSpasfon;
XIII787980818283848586878889909192Colóquio;
AnguloSimulacrosVeı́culosABCIABSCABTDABTMBRTPBRTSBSRPBSRSLTRGVAMEVAPAVCOCVCOTVEVE-
CIVETAVFCIVGEOVLCIVOPEVPVPMEVPMTVRCIVSAEVSAMVSATVTGCVTPGVTPTVTTFVTTRVTTUVUCIA1;
biológicoCaméfitoLigações

In-Domain hemiparésia hemiparesia; hemiplegia; hemianopsia; hemianópsia; biparésia
Out-of-Domain hemiparésia hemiparéticos; hemiparesia; hemiparasita; hemiplegia; hemiparasitas
In-Domain artralgias poliartralgias; algias; mialgias; cervicalgias; lombalgias
Out-of-Domain artralgias Artralgias; artralgia; mialgias; Mialgias; Nevralgias

Table 8: Top-5 Nearest Neighbors for both WE models

Average results for the CRF are lower than the
average results for both BiLSTM-CRF models.
This difference is in line with the results obtained
by Chokwijitkul et al. (2018) and Wu et al. (2018).
In general, the results of table 9 follow the agree-
ment ratios presented in table 6. Additional Ob-
servations and Characterization present the low-
est results because they carry too general informa-
tion easily labelled by the model as a more spe-
cific NE (e.g. Condition or Evolution) as explained
in section 3.1. Results show low results as well,
due to their similarity with Condition, also shown
in the examples of section 3.1. Value, Negation,
DateTime, Evolution and Anatomical Site show
the highest results because they are very specific.
Value is related to numbers of therapeutic doses
or to the results of diagnostic texts, Negation and
Evolution are NEs with many repeated tokens (see
tables 2 and 3) and they are highly related to Con-
dition and Results, a characteristic caught by the
CRF layer. DateTime is related with time, usu-
ally written using the same words and not depend-
ing on the author of the text (e.g. training texts
contain “aos 60 anos” (at 60 years old) and “du-
rante 21 dias” (during 21 days) and test texts have
“aos 14 anos” (at 14 years old) and “durante o

perı́odo da manhã” (during the morning)). Al-
though Anatomical Site has few tokens on the test
texts, they are frequent on the training data, which
is why results for this NE are high. We were ex-
pecting better results for Condition, Test and Ther-
apeutics because they are too specific. This did not
happen, and a possible explanation is the different
style of writing in the training and testing texts.

Finally, it is important to recall that the Genet-
ics NE is not in the test set, and that the same set
has only one token for Negation and Route of Ad-
ministration, which explains the same relaxed and
strict results for these NEs.

5 Conclusion

With this study, we achieved our the three main
goals: we gathered and annotated a new dataset for
Portuguese clinical text; we applied a BiLSTM-
CRF neural network for NER on the previous
dataset; we learned a WE model of Portuguese
clinical text and compared the performance of
the previous approach when using this model and
when using general language WEs. The datasets
and the learned WE model are publicly available
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Recall Precision F1-Score
Algorithm WE NE Relaxed Strict Relaxed Strict Relaxed Strict

BiLSTM-CRF In-Domain
AS

100.00 88.24 80.56 68.18 89.23 76.92
Out-of-Domain 93.10 88.24 75.00 65.22 83.08 75.00

CRF - 86.21 70.59 42.37 40.00 56.82 51.06

BiLSTM-CRF In-Domain
C

70.19 70.71 59.11 54.26 64.18 61.40
Out-of-Domain 72.12 68.69 67.87 59.13 69.93 63.55

CRF - 72.12 61.62 52.63 42.07 60.85 50.00

BiLSTM-CRF In-Domain
CH

24.24 23.53 42.11 38.71 30.77 29.27
Out-of-Domain 21.21 21.57 47.73 45.83 29.37 29.33

CRF - 15.15 21.57 50.00 44.00 23.26 28.95

BiLSTM-CRF In-Domain
DT

85.80 66.15 84.50 71.07 85.15 68.53
Out-of-Domain 87.64 61.54 82.08 68.38 84.78 64.78

CRF - 82.41 48.46 76.95 64.29 79.58 55.26

BiLSTM-CRF In-Domain
EV

81.25 75.00 82.54 81.25 81.89 78.00
Out-of-Domain 64.06 53.85 78.85 80.00 70.69 64.37

CRF - 60.94 51.92 92.86 90.00 73.58 65.85

BiLSTM-CRF In-Domain
N

96.97 96.97 88.89 88.89 92.75 92.75
Out-of-Domain 96.97 96.97 91.43 91.43 94.12 94.12

CRF - 93.94 93.94 91.18 91.18 92.54 92.54

BiLSTM-CRF In-Domain
OBS

17.14 12.77 64.29 40.00 27.07 19.35
Out-of-Domain 0.95 0.00 33.33 0.00 1.85 0.00

CRF - 4.76 6.38 100.00 75.00 9.09 11.76

BiLSTM-CRF In-Domain
R

63.64 68.42 38.18 44.83 47.73 54.17
Out-of-Domain 57.58 47.37 45.24 37.50 50.67 41.86

CRF - 54.55 42.11 19.78 22.22 29.03 29.09

BiLSTM-CRF In-Domain
RA

33.33 33.33 50.00 50.00 40.00 40.00
Out-of-Domain 33.33 33.33 50.00 50.00 40.00 40.00

CRF - 33.33 33.33 100.00 100.00 50.00 50.00

BiLSTM-CRF In-Domain
T

62.75 54.55 68.82 59.02 65.64 56.69
Out-of-Domain 60.78 48.48 57.41 44.44 59.05 46.38

CRF - 50.98 34.85 43.70 33.33 47.06 34.07

BiLSTM-CRF In-Domain
THER

84.35 67.05 58.49 57.84 69.08 62.11
Out-of-Domain 79.59 64.77 68.42 62.64 73.58 63.69

CRF - 69.39 61.36 82.93 80.60 75.56 69.68

BiLSTM-CRF In-Domain
V

96.00 84.21 88.07 80.00 91.87 82.05
Out-of-Domain 89.00 73.68 83.18 66.67 85.99 70.00

CRF - 86.00 63.16 82.69 63.16 84.31 63.16

BiLSTM-CRF In-Domain
mic Avg

70.97 62.36 69.85 63.05 70.41 62.71
Out-of-Domain 67.68 56.14 72.32 62.03 69.93 58.94

CRF - 63.43 49.46 63.79 55.11 63.61 52.13

BiLSTM-CRF In-Domain
mac Avg

67.97 61.74 67.13 61.17 65.45 60.10
Out-of-Domain 63.03 54.87 65.04 55.94 61.93 54.42

CRF - 59.15 49.11 69.59 62.15 56.81 50.12

BiLSTM-CRF In-Domain
Weighted Avg

70.97 62.36 69.75 61.91 68.52 61.10
Out-of-Domain 67.68 56.14 68.20 57.87 66.07 56.26

CRF - 63.43 49.46 70.07 60.77 61.39 51.31

Table 9: Results of BiLSTM-CRF model using both WEs and of baseline CRF model on independent test set

in our GitHub repository3. We hope that mak-
ing all these resources available for everyone has
a positive impact on IE from text written in Por-
tuguese, namely on clinical text.

In-domain WEs were trained with much less
text, but lead to higher performance in NER. Al-
though in a different language, this is in line with
Newman-Griffis and Zirikly (2018), and confirms
that, in the clinical domain, it should be better to
train WE models exclusively with clinical texts,
even if there is substantially more in-domain text.

The performance of the model in the indepen-
dent test confirms that it is possible to train mod-
els for extracting information from hospital clini-
cal texts without having direct access to them. In
other words, IE models trained with public clin-
ical cases extracted from journals are able to ex-
tract information from texts never seen before by
the model. This is important, given the difficulty

3https://github.com/fabioacl/
PortugueseClinicalNER

to access clinical texts from hospitals.
In order to improve the current results, we plan

to make a better parameter optimization and to ex-
plore other deep learning architectures, such as
those using residual learning (Tran et al., 2017).
Furthermore, we aim to increase the datasets used
and tackle relation extraction between NEs (Sahu
et al., 2016), which would make it easier to sum-
marize clinical reports.
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Abstract

We present two models for combining word
and character embeddings for cause-of-death
classification of verbal autopsy reports using
the text of the narratives. We find that for
smaller datasets (500 to 1000 records), adding
character information to the model improves
classification, making character-based CNNs
a promising method for automated verbal au-
topsy coding.

1 Introduction

1.1 Verbal autopsies
Each year, two-thirds of the 60 million deaths
in low-and-middle-income countries do not have
a known cause of death (CoD), usually because
they occurred outside of health facilities and no
physical autopsy was performed (United Nations,
2013). Verbal autopsy (VA) surveys are one
method of assessing the true distribution of CoDs
in these regions. These surveys are conducted
by lay interviewers and typically include demo-
graphic data, multiple-choice questions, and a
free-text narrative, which details the events lead-
ing up to the person’s death. These records are
later coded by physicians for cause of death.

Although several attempts have been made to
automate this coding process, including systems
such as InterVA (Byass et al., 2012), InSilicoVA
(McCormick et al., 2016), the Tariff method (Se-
rina et al., 2015), and others (Miasnikof et al.,
2015), the results have not been adequate, in part
because they have focused only on the multiple-
choice questions and not at all, or only to a limited
extent, on the narrative text. However, using the
narrative is more convenient because it does not
require a specific questionnaire format, and also
because it takes less time to collect a short ques-
tionnaire and narrative than a long, very detailed
survey. Although the narratives present some text

processing problems, they allow for more detail
and explanation than the structured data alone.

Only a few methods have used the full text of
the narrative for CoD classification. Danso et al.
(2013) used term frequency and TF-IDF (term
frequency–inverse document frequency) features
to classify CoD from VA narratives of neonatal
deaths. The Tariff method (Serina et al., 2015)
uses a small set of word occurrence features from
the narrative, but both of these methods ignore
word order. Jeblee et al. (2018) used VA narrative
text to jointly predict CoD and a list of keywords
for each record using a neural network model with
word embeddings.

In our work, we therefore focus on the narrative
text. However, the models that have been devel-
oped to date for VA classification using the nar-
rative, including SVMs (Danso et al., 2013) and
neural networks (Jeblee et al., 2018), have used
only word-level information. However, recent re-
search has shown that character-level information
can improve text classification models, especially
in cases where there are many spelling errors and
variations, which is the case with VA narratives.
Therefore, we investigate here the use of character
embeddings for the VA CoD classification task.

1.2 Character embedding models

Instead of representing each word as a vector, as is
typically done with word embeddings, we can rep-
resent each character in the text as a vector. With
traditional word embeddings, any word that is not
found in the vocabulary is represented as a vec-
tor of zeros, essentially losing all the information
from that word. The character-based model does
not have this limitation, and therefore can repre-
sent unseen words as well as misspelled words.

Another benefit to character-based models is
that because of the much smaller vocabulary size,
they result in less variation in the input representa-
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tion, which can be especially useful for very small
datasets such as our verbal autopsy records.

Zhang et al. (2015) used a character-level con-
volutional neural network (CNN) for text classifi-
cation tasks on a dataset of news articles and in-
ternet reviews, demonstrating that the character-
level model could outperform word-level models.
Verwimp et al. (2017) combined character-level
and word-level embeddings by concatenation with
padding, and used them with a Long Short-Term
Memory (LSTM) language model, achieving bet-
ter perplexity than similar word-based models.

Si and Roberts (2018) used an LSTM model to
learn character embeddings, which were then con-
catenated with pre-trained word embeddings to ex-
tract cancer-related information such as diagnosis,
showing that combined character and word-based
models can be used successfully for tasks in the
medical domain.

2 Data: The Million Death Study

Our dataset of informal medical narratives con-
sists of verbal autopsy reports from the Million
Death Study (MDS) (Westly, 2013), a program
that collects VAs in India that cover adult, child,
and neonatal deaths. We currently have a dataset
of 12,045 adult records, 1851 child records, and
572 neonatal records with English narratives (tran-
scribed from handwritten forms). The records are
classified into several broad CoD categories: 18
for adult deaths, 9 for child deaths, and 5 for
neonatal deaths. (See Table 4 in the Appendix for
the list of CoD categories.)

The process of translating the local languages
and converting handwritten texts to digital format
creates many errors. Many narratives have fre-
quent spelling and grammar errors, such as in-
consistent pronouns, sentence fragments, incorrect
punctuation, and transcription errors, in addition
to many local terms. See Table 1 for an exam-
ple narrative. The nature of the text means that
purely word-based models, especially ones trained
on other corpora, are likely to miss key informa-
tion. In order to address this issue, we add char-
acter embedding representations to the classifica-
tion model to see whether it will improve the re-
sults. We also compare this model to the word-
only model.

Narrative

Heart failure. The patient death due to breath-
lessness. The person sufering paralysis and
stroke lost on year with chest pain very pres-
sure after then person was head.

CoD category: Other cardiovascular diseases

Table 1: A verbal autopsy narrative with spelling and
grammar errors, and the associated CoD category.

3 Models

3.1 Pre-processing
All text is lowercased before being passed to the
model, and punctuation is separated from words.
Spelling is corrected using PyEnchant’s English
dictionary (Kelly, 2015) and a 5-gram language
model for scoring candidate replacements, using
KenLM (Heafield et al., 2013). However, many
instances remain where misspellings result in an-
other valid word (such as dead being mistyped as
head) or are too badly misspelled to be corrected.
Moreover, many local terms are not handled prop-
erly by our automated spelling correction, so while
the spelling correction model fixes some of the
more apparent errors, many misspellings persist
even after this step.

3.2 Word–based model
For the word-based model, we represent each
word in the narrative as a 100-dimensional word
embedding. The embeddings are trained using the
word2vec CBOW algorithm (Mikolov et al., 2013)
on the training set of the VA narratives, as well as
data from the ICE corpus of Indian English1 and
about 1M posts from MedHelp, an online medical
advice forum for patients2. The maximum length
of input is 200 words, and shorter narratives are
padded with zeros.

The classification model is a convolutional
neural network (CNN) implemented in PyTorch
(Paszke et al., 2017), with windows of 1 to 5
words, max-pooling, and 0.1 dropout.

3.3 Character–based model
For the character-based model we use publicly
available pre-trained character embeddings3 de-

1http://ice-corpora.net/ice/avail.htm
2http://www.medhelp.org
3https://github.com/minimaxir/

char-embeddings
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Figure 1: Embedding concatenation model architec-
ture. d1 is the dimensionality of the word embedding
(100), and d2 is the dimensionality of the character em-
bedding (24).

rived from GloVe vectors (Pennington et al., 2014)
trained on Common Crawl. The dimensionality of
the character embeddings is reduced from 300 to
24 with principal component analysis (PCA).

We also tried learning the embeddings directly
as a first layer in the model, but the model was
unable to learn useful embeddings, likely because
our training set is too small.

The character-based classification model is also
a CNN, with a maximum of 1000 characters for
each narrative. We also remove punctuation for
the character-based model.

3.4 Combined models

We use two different methods of combining the
word and character embeddings: embedding con-
catenation and model combination.

For embedding concatenation, we simply con-
catenate the word embedding for each word with
the ordered character embeddings for the charac-
ters in the word. Since words have different num-
bers of characters, we keep only the first 7 charac-
ters of the word, and if the word is shorter than
7 characters we pad the embedding with zeros.
In the dataset, 87% of words have 7 characters
or fewer, and no improvement was seen by using
thresholds of 5, 6, 8, 9, or 10 characters. See Fig-
ure 1 for a diagram of the embedding concatena-
tion.

For the model combination, we use all but the
final layer of both the word-based CNN and the
character-based CNN in parallel, which each pro-
duce a feature vector. Before the final classifica-
tion layer, we concatenate the output vectors from
these two networks, and use the combined vector
as input to the final feed-forward layer that pro-
duces the classification probabilities. See Figure 2

Figure 2: Model combination architecture.

for the diagram of the model architecture4. This
model allows us to combine the full information
from both the word-level and character-level mod-
els. However, it also requires the model to learn
almost twice as many parameters.

4 Results

We evaluate the four different models using pre-
cision, recall, and F1 score. We also report cause-
specific mortality fraction accuracy (Murray et al.,
2011, 2014), which measures how similar the pre-
dicted CoD distribution is to the true distribution.
A cause-specific mortality fraction (CSMF) is the
fraction of a population whose death is attributable
to a specific cause. CSMF accuracy (CSMFA) is
then defined in terms of the difference between the
true and predicted fraction for each of k causes:

CSMFA = 1− ∑k
j=1 |CSMF true

j −CSMF pred
j |

2(1−min(CSMF true
j )

The results of CoD classification using 10-fold
cross-validation are presented in Table 2.

Since we hypothesized that the character in-
formation would improve results particularly for
smaller datasets, we also evaluated the models on
a subset of the adult data, which consists of 10%
of the original adult dataset, evaluated with 10-
fold cross-validation (about 137 records in each
test set). We call this dataset “Adult small”.

5 Discussion

Overall, the embedding concatenation model per-
forms the best across all individual-level metrics,
except on the full adult dataset, where the word

4The model code is available at: https://github.
com/sjeblee/verbal-autopsy
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Model Precision Recall F1 CSMFA

Adult (18 categories)

Word embedding .759 .755 .751 .933
Char. embedding .690 .684 .680 .922
Emb. concatenation .716 .699 .699 .912
Model combination .629 .620 .609 .872

Adult small (18 categories)

Word embedding .453 .500 .456 .773
Char. embedding .609 .603 .589 .837
Emb. concatenation .691 .669 .660 .861
Model combination .590 .596 .571 .827

Child (11 categories)

Word embedding .713 .707 .697 .902
Char. embedding .655 .638 .623 .851
Emb. concatenation .740 .718 .712 .890
Model combination .640 .638 .627 .890

Neonate (5 categories)

Word embedding .515 .556 .515 .795
Char. embedding .504 .502 .482 .795
Emb. concatenation .562 .585 .556 .819
Model combination .502 .530 .495 .807

Table 2: Results from 10-fold cross-validation for each
age group in the MDS dataset.

Cat 1 2 3 4 5 n
1 0.870 0.043 0.000 0.043 0.043 23
2 0.294 0.588 0.118 0 0 17
3 0.818 0.091 0.091 0 0 11
4 0.500 0.250 0 0.250 0 4
5 0.500 0.333 0.167 0 0 6

Cat 1 2 3 4 5 n
1 0.826 0.043 0.043 0 0.0869 23
2 0.235 0.588 0.176 0 0 17
3 0.545 0.182 0.273 0 0 11
4 0.500 0 0.250 0 0 4
5 0.500 0 0.333 0 0.167 6

Table 3: Confusion matrices for the neonatal test set
(iteration 0). Top: results from the word embedding
model. Bottom: results from the embedding concate-
nation model. Rows are the correct CoD categories and
columns are the predicted categories. n is the number
of records belonging to that category in the test set.

embedding model performs the best. For the child
dataset, the word-based model performs the best
in terms of CSMF accuracy, which means that it
best captures the distribution of CoD categories,
but the character-based model achieves better ac-
curacy on classifying individual records.

For the adult data, reducing the dataset size to
10% of the original size causes a sharp decrease

in accuracy for the word-based model, but only a
smaller decrease for the character-based and com-
bined models, showing that the character embed-
dings are more robust to data size.

Table 3 shows the confusion matrix for the five
classes of the neonatal test set from the word em-
bedding model versus the embedding concatena-
tion model. We can see that both models have a
heavy preference for the most frequent class (1
Prematurity and low birthweight). The embed-
ding concatenation model achieves better accuracy
on class 3 (Birth asphyxia and birth trauma) and
class 5 (Ill-defined), but performs worse on class
4 (Congenital anomalies), which is the smallest
class.

For the child data, the embedding concatena-
tion performs much better on class 1 (Pneumo-
nia) (68% accuracy vs. 44%) and class 6 (Non-
communicable diseases) (83% vs.78%), and class
10 (Ill-defined) (33% vs. 11%), while the word-
based model performs better on class 4 (Other in-
fections) (76% with the embedding concatenation
model vs. 84% with the word model).

The best performing classes for the adult dataset
are class 5 (Maternal), 15 (Road traffic incidents),
and 16 (Suicide), which are also the categories
which have the highest physician agreement. For
the small adult dataset, the embedding concatena-
tion model performs noticeably better on classes
4 (Unspecified infection), 8 (Neoplasms), 16 (Sui-
cide), and 18 (Ill-defined).

Overall the character information seems to im-
prove accuracy with the smaller datasets, due to
its much smaller vocabulary size and its ability
to handle spelling variations and unknown words.
The combined model performs the best on all of
the small datasets, regardless of the number of
categories, and especially seems to perform bet-
ter on more ambiguous categories like Ill-defined
and Unspecified infections.

6 Conclusion and future work

We have shown that character information can im-
prove classification of CoD for verbal autopsies,
for smaller datasets, which are very common in
the case of VAs. To our knowledge, this is the
first application of character-based neural network
models to VA narratives.

Due to differences in the datasets, we cannot
make direct comparisons to other automated meth-
ods. However, since they typically have recall
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scores around 0.6, our method is competitive. In
addition, this method can be applied to any VA
dataset with narratives, regardless of the country
of origin or the specific survey form.

Future work may include using a language
model with character information, such as ELMo
(Peters et al., 2018), but we would have to rely
on out-of-domain data since the VA dataset is too
small to effectively train ELMo or a similar model.
The paucity of VA data is one of the biggest obsta-
cles to automated coding.

In the future we also plan to expand these
models to other languages, as there are larger
VA datasets in languages such as Portuguese and
Hindi. We will also investigate using the struc-
tured data in addition to the narrative to improve
performance.
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A Appendix

Num Category

Adult

1 Acute respiratory infections
2 Tuberculosis
3 Diarrhoeal
4 Unspecified infections
5 Maternal
6 Nutrition
7 Chronic respiratory diseases
8 Neoplasms
9 Ischemic heart disease
10 Stroke
11 Diabetes
12 Other cardiovascular diseases
13 Liver and alcohol
14 Other non-communicable diseases
15 Road traffic incidents
16 Suicide
17 Other injuries
18 Ill-defined

Child

1 Pneumonia
2 Diarrhoea
3 Malaria
4 Other infections
5 Congenital anomalies
6 Non-communicable diseases
7 Injuries
8 Nutritional
9 Other
10 Ill-defined
11 Cancer

Neonate

1 Prematurity and low birthweight
2 Neonatal infections
3 Birth asphyxia and birth trauma
4 Congenital anomalies
5 Ill-defined

Table 4: Cause of death categories used for the MDS
data.
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Abstract

A major obstacle to the development of Natu-
ral Language Processing (NLP) methods in the
biomedical domain is data accessibility. This
problem can be addressed by generating medi-
cal data artificially. Most previous studies have
focused on the generation of short clinical text,
and evaluation of the data utility has been lim-
ited. We propose a generic methodology to
guide the generation of clinical text with key
phrases. We use the artificial data as additional
training data in two key biomedical NLP tasks:
text classification and temporal relation extrac-
tion. We show that artificially generated train-
ing data used in conjunction with real training
data can lead to performance boosts for data-
greedy neural network algorithms. We also
demonstrate the usefulness of the generated
data for NLP setups where it fully replaces real
training data.

1 Introduction

Data availability is a major obstacle in the devel-
opment of more powerful Natural Language Pro-
cessing (NLP) methods in the biomedical domain.
In particular, current state-of-the-art (SOTA) neu-
ral techniques used for NLP rely on substantial
amounts of training data.

In the NLP community, this low-resource prob-
lem is typically addressed by generating comple-
mentary data artificially (Poncelas et al., 2018;
Edunov et al., 2018). This approach is also gaining
attention in biomedical NLP. Most of these stud-
ies present work on the generation of short text
(typically under 20 tokens), given structural infor-
mation to guide this generation (e.g., chief com-
plaints using basic patient and diagnosis informa-
tion (Lee, 2018)). Evaluation scenarios for the
utility of the artificial text usually involve a sin-
gle downstream NLP task (typically, text classifi-
cation).

SOTA approaches tackle other language gener-
ation tasks by applying neural models: variations
of the encoder-decoder architecture (ED) model
(Sutskever et al., 2014; Bahdanau et al., 2015),
a.k.a sequence to sequence (seq2seq), e.g., the
Transformer model (Vaswani et al., 2017). In
this work, we follow these approaches and guide
the generation process with key phrases in the
Transformer model.

Our main contribution is thus twofold: (1) a
single methodology to generate medical text for
a series of downstream NLP tasks; (2) an assess-
ment of the utility of the generated data as comple-
mentary training data in two important biomedical
NLP tasks: text classification (phenotype classi-
fication) and temporal relation evaluation. Addi-
tionally, we thoroughly study the usefulness of the
generated data in a set of scenarios where it fully
replaces real training data.

2 Related Work

Natural Language Generation. Natural lan-
guage generation is an NLP area with a range
of applications such as dialogue generation,
question-answering, machine translation (MT),
summarisation, simplification, storytelling, etc.

SOTA approaches attempt to solve these tasks
by using neural models. One of the most widely
used models is the encoder-decoder architecture
(ED) (Sutskever et al., 2014; Bahdanau et al.,
2015). In this architecture, the decoder is a con-
ditional language model. It generates a new word
at a timestep taking into account the previously
generated words, as well as the information pro-
vided by the encoder (a sequence of hidden states,
roughly speaking, a set of automatically learned
features).

For different tasks, the input to the encoder may
be different: questions for question-answering,
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source text for MT, story prompts for story gen-
eration, etc.

Long text generation. One of the main chal-
lenges of the ED architecture remains the genera-
tion of long coherent text. In this work, we con-
sider paragraphs as long text. Other NLP tasks
may target documents, or even group of docu-
ments (e.g., multi-document summarisation sys-
tems).

Existing vanilla ED models mainly focus on lo-
cal lexical decisions which limits their ability to
model the global integrity of the text. This issue
can be tackled by varying the generation condi-
tions: e.g., guiding the generation with prompts
(Fan et al., 2018), with named entities (Clark
et al., 2018) or template-based generation (Wise-
man et al., 2018). All these conditions serve as
binding elements to relate generated sentences and
ensure the cohesion of the resulting text.

In this work, we follow the approach of Peng
et al. (2018) and guide the generation of Elec-
tronic Health Record (EHR) notes with the help of
key phrases (phrases composed of frequent con-
tent words often co-occurring with other content
words). These key phrases are sense-bearing el-
ements extracted at the paragraph level. Using
them as guidance ensures semantic integrity and
relevance of the generated text. We experiment
with the SOTA ED Transformer model. The
model is based on multi-head attention mecha-
nisms. Such mechanisms decide which parts of
input and previously generated output are rele-
vant for the next generation decision. Heads are
designed to attend to information from different
representation subspaces. Recent studies show
that their roles are potentially linguistically in-
tepretable: e.g., attending to syntactic dependen-
cies or rare words (Voita et al., 2019).

Usage of artificial data in NLP In MT, artifi-
cial data has been successfully used in addition to
real data for training ED models. There have also
been attempts to build MT models in low-resource
conditions only with artificial data (Poncelas et al.,
2018). In this work, we investigate the usefulness
of the generated data both in the complementary
setting and in the full replacement setting.

Medical text generation. The generation of
medical data destined to help clinicians has been
addressed e.g. through generation of imaging re-
ports by Jing et al. (2018); Liu (2018).

However, to our knowledge, there have been

very few attempts to create artificial medical data
to help NLP. One attempt to create such data can
be found in (Suominen et al., 2015), where nurs-
ing handover data is generated in a very costly way
with the help of a clinical professional who wrote
imaginary text.

The attempt closest to ours is the one of
Lee (2018). They generate short-length (under
20 tokens) chief complaints using diagnosis and
patient- and admission-related information as con-
ditions in the conditional LM. The authors inves-
tigate the clinical validity of the generated text by
using it as test data for NLP models built with real
data. But they do not look into the utility of the
generated data for building NLP models.

3 Methodology

As mentioned before, in our attempt to find an op-
timal way to generate synthetic EHRs we exper-
iment with the Transformer architecture. We
extract key phrases at the paragraph level, match
them at the sentence level and further use them as
inputs into our generation model (see Figure 1).
Thus, each paragraph is generated sentence by
sentence but taking the information ensuring its in-
tegrity into account.

Figure 1: Our generation methodology to guide the
generation with key phrases.

The intrinsic evaluation of the generated data
is performed with a set of metrics standard for
text generation tasks: ROUGE-L (Lin, 2004) and
BLEU (Papineni et al., 2002). ROUGE-Lmeasures
the n-gram recall, BLEU– the n-gram precision.
We also assess the length of the generated text.

At the extrinsic evaluation step, we use gener-
ated data as training data in a phenotype classifi-
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cation task and a temporal relation extraction task.
For each task, we experiment with neural models.
We compare performance of three models: one
trained with real data, one trained using upsam-
pled real data (the real dataset repeated twice) and
one built using real data augmented with generated
data for real test sets (see Figure 2). Development
sets are also real across setups. By upsampling the
real data twice we create a baseline mimicking a
very bad generation model simply reproducing the
original data without adding any variation to it.

Figure 2: Our extrinsic evaluation procedure with real
test data.

We further investigate the actual contribution of
the artificial data to the classification process in
experiments where we fully replace the real train-
ing data with the artificial training data for both
neural and non-neural algorithms. Useful artifi-
cial data models should demonstrate similar per-
formance results to real models. And, most impor-
tantly, those artificial data models should correctly
preserve any differences between classification al-
gorithms trained using the real data.

4 Experimental Setup

In what follows, we describe the data used in ex-
periments (Subsection 4.1), details of generation
models (Subsection 4.2) and classification models
(Subsection 4.3) we use.

4.1 Data
In our study we use EHRs from the publicly avail-
able MIMIC-III database (Johnson et al., 2016;
Johnson and Pollard, 2016). MIMIC-III contains
de-identified clinical data of around 50K adult pa-
tients to the intensive care units (ICU) at the Beth
Israel Deaconess Medical Center from 2001 to
2012. The dataset comprises several types of clini-
cal notes, including discharge summaries, nursing
notes, radiology and ECG reports.

Text generation dataset. For the text gener-
ation experiments, we extract all the MIMIC-III

discharge summaries of the patients with the 3
first diagnoses (ordered by their priority, repre-
sented by 2 first characters of each respective ICD-
9 code) matching at least one sequence of the 3
first diagnoses for the patients from our pheno-
typing dataset (used later in our phenotype clas-
sification experiments). Thus, our text generation
dataset do not contain the patients from the pheno-
typing dataset.

From all the extracted data we randomly se-
lect records of 126 patients for development pur-
poses. This results in two subsets: train-gen
and val-gen (see Table 1). As our test
sets we used parts of the phenotyping dataset
(test-gen-pheno) and of the temporal rela-
tions dataset (test-gen-temp) described be-
low.

set #, patient ID #, admission ID #, lines #, tok.

train-gen 9767 10926 1.2M 20M
val-gen 126 132 13K 224K

Table 1: Statistics over train-gen, and val-gen.
# denotes number.

Our preprocessing pipeline including sentence
detection uses the spaCy-2.0.18 toolkit.1 We low-
ercase all texts. In addition, we replace dates with
a placeholder date. We discard all the sentences
with length under 5 words.

Phenotyping dataset. In our text classification
experiments we use the phenotyping dataset from
MIMIC-III database released by Gehrmann et al.
(2018). Phenotyping is the task of determining
whether a patient has a medical condition or is at
risk for developing one. The dataset includes dis-
charge summaries annotated with 13 phenotypes
(e.g., advanced cancer, advanced heart disease, ad-
vanced lung disease, etc.)2

The phenotyping dataset used in our exper-
iments contains 1,600 discharge summaries of
1,561 patients (around 180K sentences). We fol-
low Gehrmann et al. (2018) and randomly se-
lect 10% and 20% of this data for development
and test purposes respectively (dev-pheno and
test-pheno). The rest 70% is used as the
test set for the generation experiments and as the
training set for the phenotype classification exper-
iments (test-gen-pheno).3

1https://spacy.io
2https://github.com/sebastianGehrmann/

phenotyping
3Because of structural differences between MIMIC-III
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Temporal relations dataset. In the temporal
relation classification experiments, we use the data
set from the 2012 i2b2 temporal relations shared
task (Sun et al., 2013b). The task focuses on de-
termining the relative ordering of the events in
medical history with respect to each other and
to time expressions. The dataset contains texts
of discharge summaries from MIMIC-II. Various
textual segments in these summaries are manu-
ally annotated for events (EVENT), time expres-
sions (TIMEX3) and eight temporal relations be-
tween them (TLINK). In this study we focus only
on detecting the presence of the most frequent
OVERLAP temporal relation between events (33%
of the annotated relations). OVERLAP indicates
that two related events happen almost the same
time, but not exactly (Sun et al., 2013a) (see Fig-
ure 3).

Figure 3: Example of an OVERLAP temporal relation
(paraphrased).

The original training set includes 190 discharge
summaries. We experiment with this dataset to
demonstrate the transferability of our generation
methodology. Hence, we do not modify our gen-
eration model but instead filter out the discharge
summaries in the 2012 i2b2 dataset that overlap in
their content with train-gen (according to the
≥ 10 sentences criteria).

For the 2012 i2b2 data, we condition the gen-
eration using the textual segments annotated as
EVENT. These could also be seen as binding el-
ements of parts of longer text. Moreover, textual
segments given in the input are mostly preserved
in the generated output. The advantage of this ap-
proach is that in most of the cases we do not need
to redo human annotation in the generated text be-
cause they are preserved if given in the input. Ta-
ble 2 reports the statistics of the original (all)
data versus the data (reduced) for which the an-
notations are preserved.

10% of the data is randomly selected for devel-

and MIMIC-II database that was initially used to collect
the phenotyping dataset, we could not correctly identify text
fields for records with duplicated admission IDs. We simply
merged those records together giving preferences to annota-
tions with a higher rate of positive labels. This resulted in a
small reduction of the initial dataset (less than 1%).

opment purposes (dev-temp). The rest of the
data is again used as the test data for the generation
task and as the training data for the temporal clas-
sification models (test-gen-temp). The test
set provided with the 2012 i2b2 temporal relations
shared task was used as is for temporal classifica-
tion models (test-temp).

#, docs #, lines #, tok. %, OVERLAP.

all 190 7447 97K 33.0
reduced 175 6762 89K 33.6

Table 2: Statistics over test-gen-temp. The all
dataset corresponds to the one provided by the organ-
isers. The reduced dataset is the one for which the
annotations are preserved by the generation model. #
denotes number.

4.2 Text Generation Models

In our text generation experiments we use the
Transformer model, which generates text sen-
tence by sentence. To ensure the semantic in-
tegrity of paragraphs resulting from the concate-
nation of generated sentences, we guide the gener-
ation with key phrases. Key phrases are extracted
from each original paragraph of train-gen. For
this, we use the Rake algorithm (Rose et al.,
2010)4 and take the highest scored 50% per para-
graph. We further generate a paragraph sen-
tence by sentence using as inputs only those ex-
tracted key phrases that are present in each partic-
ular sentence. This results in approximately 2.4
key phrases with an average length of 1.7 words
per sentence (as computed for train-gen).5

Boundaries of key phrases in the input to mod-
els are fixed by a reserved token. During train-
ing, the model is learned to restore real text from
key phrases, basically by filling the gaps between
those key phrases.

We trained our Transformer models as pro-
vided by the OpenNMT toolkit (Klein et al., 2017)
with default parameters. In train-gen we re-
placed all the words with frequency 1 with a place-
holder. This resulted in a vocabulary of around
50K words. Each model was trained for 30K
epochs.6 Outputs are produced with the standard
beam decoding procedure with a beam size of 5.

4The algorithm selects phrases composed of frequent con-
tent words co-occurring with other content words.

5We used the implementation available at https://
github.com/csurfer/rake-nltk

6We noticed that this quantity of epochs is necessary for
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test-gen-pheno

1 gen a ct was obtained which revealed a very poor study but no evidence of a brain injury .
real ct was a poor study but did not reveal a brain injury .

2 gen he had a walk of losing blood .
real she is unable to walk without losing blood .

test-gen-temp

3 gen he was treated with increasing doses of rosuvastatin and atorvastatin .
real he has been on increasing doses of rosuvastatin receiving atorvastatin in addition on a basis .

4 gen he was started on ibuprofen and his wife back pain was improved .
real the patient was initially treated with ibuprofen which was stopped after his back pain improved .

Table 3: Examples of real and generated text. The underlined text highlights “good” (examples 1 and 3) or “bad”
(examples 2 and 4) modifications. All sentences have been paraphrased.

4.3 Models for Phenotype Classification
For the phenotype classification task, we train two
standard NLP models:

1. Convolutional Neural Network (CNNs)
model inspired by (Kim, 2014). The CNN
model is built with 3 convolutional layers
with window sizes of 3, 4 and 8 respectively.
The word embedding dimensionality is 300,
both convolution layers have 100 filters. The
size of the hidden units of the dense layer
is 100. We also use a dropout layer with
a probability of 0.5. The network is imple-
mented using the Pytorch toolkit7 with the
pre-trained GloVe word embeddings (Pen-
nington et al., 2014).

2. Word-level bag-of-words (BoW) model
trained with the Naive Bayes (NB) algo-
rithm. We applied the MultinomialNB im-
plementation from Scikit-learn (Pe-
dregosa et al., 2011).

We cast the task as a binary classification task
and evaluate the detection of each phenotype com-
puting the F1-score of the positive class.

4.4 Models for Temporal Relations
Extraction

Inspired by the SOTA approaches for the
task (Tourille et al., 2017), we build a Bidirec-
tional Long Short-Term Memory (BiLSTM) clas-
sifier (Hochreiter and Schmidhuber, 1997). The
BiLSTM model is constructed with two hidden
layers of opposite directions. The size of hidden
LSTM units is 512. We use a dropout layer before
the output layer with a probability of 0.2 and the

stabilization of the model perplexity.
7https://pytorch.org

ROUGE-L BLEU avg. sent. l
(gen./real)

test-gen-pheno 67.74 40.62 13.27 / 17.50
test-gen-temp 48.47 20.91 18.61 / 16.81

Table 4: Qualitative evaluation and average sentence
lengths.

concatenation of the last hidden states of both lay-
ers goes into the ouput layer. We train our network
with the Adam (Kingma and Ba, 2014) optimiza-
tion algorithm with a batch size of 64 and a learn-
ing rate of 0.001. We use again the pre-trained
GloVe word embeddings. The classifier is imple-
mented using Pytorch. As for a non-neural model,
we use again the NB model as for the phenotype
classification task.

We cast the task as a binary classification task
(for each event-event pair, classify as OVERLAP
or not) and evaluate the result by computing the
F1-score of the positive decision.

5 Experimental Results

In this section we present results of our experi-
ments, first of the intrinsic evaluation of the qual-
ity of generated text (Section 5.1) and then of the
extrinsic evaluation of its utility for NLP (text clas-
sification and temporal relation extraction tasks,
Section 5.2).

5.1 Intrinsic Evaluation

Table 4 shows the intrinsic evaluation results
for both generated test-gen-pheno and
test-gen-temp. The BLEU and ROUGE-L
are computed between the original text (the one
used to extract key phrases) and the generated text.
We also compare the average lengths sentences for
those two texts.
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freq, % 8 9 3 17 10 18 12 10 20 23 10 29 7

CNN

real + gen 0.3257 0.3394 0.3636 0.6384 0.5333 0.3664 0.7428 0.5714 0.3846 0.5574 0.6173 0.4373 0.5714 0.4961
real 0.3789 0.3589 0.2500 0.6019 0.5085 0.2909 0.7200 0.4912 0.4000 0.4782 0.5567 0.4623 0.5667 0.4665

2 × real 0.3636 0.3333 0.2857 0.5347 0.5758 0.3057 0.7435 0.4789 0.4040 0.4580 0.5667 0.4162 0.6341 0.4692

gen 0.2500 0.3656 0.2000 0.4667 0.5574 0.3221 0.7297 0.4478 0.3978 0.4564 0.6575 0.4598 0.3273 0.4337
gen-key 0.1365 0.2443 0.0252 0.5200 0.1429 0.2978 0.2581 0.1914 0.3781 0.3740 0.3778 0.4262 0.0800 0.2656

NB

real 0.2000 0.4722 0.0000 0.5812 0.4838 0.5614 0.6756 0.5000 0.4109 0.5270 0.6779 0.5700 0.3846 0.4650
gen 0.2424 0.4719 0.0000 0.5893 0.4687 0.5000 0.6506 0.4594 0.4022 0.5122 0.6562 0.5391 0.3125 0.4465

gen-key 0.1407 0.1984 0.0447 0.3022 0.2108 0.2857 0.2367 0.1723 0.3284 0.3815 0.2032 0.4398 0.1039 0.2345

Table 5: Phenotyping results for CNN and Naive Bayes (NB), test-pheno. Best performing models for CNN
data augmentation experiments are highlighted in bold. We report results for the models trained with: real data
augmented with generated gen data, real data only, 2 × real data upsampled twice, gen data only, gen-key
data without traces of the input real data.

As expected, automatic evaluation scores
show that for both test sets our model gener-
ates context preserving pieces of the real text
from the input (e.g., ROUGE-L = 67.74 for
test-gen-pheno, ROUGE-L = 48.47 for
test-gen-temp). The proximity of average
lengths of sentences for the generated text and the
real text supports this statement.

As automatic metrics perform only a shallow
comparison, we also manually reviewed a sample
of texts. In general, most of the generated text
preserves the main meaning of the original text
adding or dropping some details. Incomprehen-
sible generated sentences are rare.

Table 3 shows examples of the generated
text for both datasets. In examples 1 and 3,
Transformer generates text with a meaning
very close to the original one (e.g., no evidence
of ≈ did not reveal, for test-gen-pheno). Ex-
amples 2 and 4 are “bad” modifications. In gen-
eral, such examples are infrequent. For instance in
Example 2, the real phrase unable to walk without
losing blood is incorrectly modified into a walk of
losing blood. However, the main sense of losing
blood is preserved.

Overall, our observations indicate that the
generation methodology successfully adapts to
changes in generation conditions.

5.2 Extrinsic Evaluation

Phenotype Classification. Table 5 shows results
of our text classification experiments. They indi-
cate that the artificial training data used as compli-
mentary to the real training data is in general ben-
eficial for the CNN model (e.g., av. F-score=0.50
for real + gen > 0.47 for real). real +gen
setup also outperforms the model trained using
larger volume data, where the training data was
repeated two times (2 × real). Overall, real
+gen outperforms real for 9 phenotypes out
of 13 with an average ∆F-score=0.06, while 2
× real for 6 phenotypes with an average ∆F-
score=0.04 only.

To get further insights into the actual informa-
tiveness of the generated data, we study the per-
formance of both CNN and NB in a series of se-
tups where the artificial training data fully replace
the real training data. To be more precise, we
study: (a) gen setup, where the full generated
data with traces of input key phrases are used as
the training data; and (b) gen-key setup, where
the generated text without traces of input data is
used as the training data (see Figure 4). The re-
sults of these experiments are in Table 5, lower
part. They show that average performances of
gen and real tend to be comparable for each al-
gorithm (e.g., ∆ avg. F-score=0.03 for both CNN
and NB). The gen-key setup results in a signif-
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F-score Features (words)

real 0.5614 chest, 20, given, 11, hours, time, history, admission, continued, capsule, needed, 25, disease, refills, follow,
negative, started, status, disp, days, release, discharge, ml, stable, hct, prior, dr, showed, 40, fax, neg, telephone,
likely, 15, glucose, wbc, home, renal, care, seen, iv, 24, acute, urine, post, noted, artery, 14, year, unit, tube, inr,
bid, 50, edema, units, plt, insulin, known, course, pulmonary, mild, did, dose

gen 0.5000 follow, 12, fax, renal, admission, care, telephone, prior, artery, bid, acute, dr, unit, known, time, post, likely,
seen, neg, discharge, iv, insulin, tube, units, admitted, placed, year, 11, 25, 13, pulmonary, urine, dose, delayed,
mild, chronic, transferred, edema, lower, pressure, heart, course, fluid, failure, ventricular, aortic, abdominal, 50,
discharged, medications, valve, evidence, noted, increased

gen-key 0.2857 blood, day, mg, 10, 07, date, pt, 10pm, refills, 100, 20, tablet, needed, started, ct, plt, 12, 30, inr, 11, 25, 13, dr,
times, 50, sig, 213, 24, patient, daily, 40, 500, telephone, release, transferred, negative, discharged, 81, follow,
final, admitted, 15, 30pm, time, fax, hours, delayed, normal, placed, history, 20am, seen, breath, 00, did, 18,
15pm, evidence, 80, admission, consulted, home, wbc, po, hct, bedtime, shortness

Table 6: Top-30 words contributing the most to the Advanced Lung Disease phenotype detection using
Naive Bayes.

icant performance drop (of F-score=0.2 on aver-
age). However, the gen-key text still potentially
bears some relevant information that allows both
CNN and NB have comparable performance for
this setup.

Figure 4: Example of creating gen gen-key data –
the generated text without traces of input data (para-
phrased)

Taking advantage of the easy interpretability of
the NB model, we analyse the words that con-
tribute the most to classification decisions (highest
likelihoods given the positive class) for the Adv.
Lung Disease as a an example of a phenotype
with an average frequency for the dataset. Ta-
ble 6 displays those words in order of importance
for real, gen and gen-key. As expected, for
real and gen with higher F-score values, there
are more relevant medical terms: e.g., pulmonary
and chest. For gen-key, there are words more
distantly related to the phenotype: e.g., ct and
breath.

Temporal Evaluation. For the i2b2 dataset,
we focus only on the evaluation for the OVERLAP
temporal relation between events as the most
well-represented group. Inspired by the SOTA
solutions for the temporal relations extraction
task (Tourille et al., 2017), we provide only the
text spans that link the two events as inputs to our
models. This setup is particularly beneficial to as-
sess the utility of the generated text (see Figure 5).

Figure 5: Example of an input to our models for tempo-
ral relations extraction – a text span that links the two
events (paraphrased).

As mentioned earlier, for this dataset we guide the
text generation with event text spans. Thus, for
this setup, we take only the text between those real
text spans essentially copied from the input. This
allows us to better assess the utility only of what
was generated.8

Table 7 reports results for our experiments with
the i2b2 dataset. They are similar to the ones
performed for the phenotyping dataset. Note that
we reduce the initial training set provided by the
task due to particularities of our generation pro-
cedure. In our data augmentation experiments we
add this reduced generated data to all the provided
real training data (real all).

The results show that real all + gen
(F-score=0.62) outperforms the real setup (F-
score=0.59), as well as the upsampled setup (2
× real all, F-score=0.58). This confirms
the utility of our data augmentation procedure
for the BiLSTM model. Results for gen and
real reduced are again comparable for BiL-

8However, it should be noted here that the generated text
between two events may still contain other event spans copied
from the input, especially for the cases when events are in
different sentences.
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BiLSTM
real all + gen 0.6217

real all 0.5896
2 × real all 0.5803

gen 0.5138
real reduced 0.5312

NB

gen 0.5769
real reduced 0.5024

Table 7: Temporal relations extraction for OVERLAP
for CNN and Naive Bayes (NB), test-temp. Only
the real/generated text between events serves as input.
Best performing models for data augmentation experi-
ments are highlighted in bold. We report results for the
models trained using: real all training data from
the i2b2 task augmented with the generated gen data,
real all data only, 2 × real all data upsampled
twice, real reduced data only, gen data only.

STM. For NB, we even observe an improvement
of ∆F-score=0.08 for gen as compared to real
reduced for NB. This may be explained by a
stronger semantic signal in the generated data.
Overall, our results demonstrate the potential of
developing a model that would generate artificial
medical data for a series of NLP tasks.

6 Discussion

Our study is designed as a proof-of-concept and
the main objective of this work is to study the util-
ity of using SOTA approaches for generating artifi-
cial EHR data and to evaluate the impact of using
this to augment real data for common NLP tasks
in the clinical domain. Our results are promis-
ing. From a preliminary manual analysis, most
meaning is preserved in the generated texts. For
both extrinsic evaluation tasks (phenotype classifi-
cation, and temporal relation classification), using
generated text to augment real data in the train-
ing phase improved results. Moreover, for both
tasks, results using only generated data was com-
parable to those using only real data, further indi-
cating usefulness.

To our knowledge, this is the first study looking
at the problem of generating longer clinical text,
and that is extrinsically evaluated on two down-
stream NLP tasks. Although the MIMIC data is
comprehensive, it represents a particular type of
clinical documentation from an ICU setting, in
further work we plan to extend to other clinical
domains.

If artificial data was to be used for further down-
stream tasks, particularly those that are intended to
support secondary uses in a clinical research set-
ting, further analysis is needed to assess the clin-
ical validity of the generated text. This would
require domain expertise. For instance, the tem-
poral relation classification problem imposes dif-
ferent constraints as compared with the document
classification task, which might require other ap-
proaches for designing the text generation models.
Moreover, other temporal information representa-
tion models have been proposed in other studies,
for other use-cases, such as the CONTAINS rela-
tion in the THYME corpus (Styler IV et al., 2014).
In future studies, we will invite clinicians to re-
view the generated text with a focus on clinical va-
lidity aspects, as well as study further downstream
NLP tasks. We will also study additional alter-
native metrics for intrinsic evaluation, such as the
modified CIDEr metric proposed by Lee (2018).

7 Conclusion

In this work, we attempt to generate artificial train-
ing data for two downstream clinical NLP tasks:
text classification and temporal relation extraction.
We propose a generic methodology to guide the
generation in both cases. Our experiments show
the utility of artificial data for neural NLP mod-
els in data augmentation setups. Our generation
methodology holds promise for the development
of a more universal approach that will allow med-
ical text generation for an even wider range of
biomedical NLP tasks. We also plan to further in-
vestigate the validity and utility of artificial data.
We think thus, that artificial data generation is an
approach that has the potential to solve current
data accessibility issues associated with biomed-
ical NLP.
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Abstract

Question answering (QA) is a challenging task
in natural language processing (NLP), espe-
cially when it is applied to specific domains.
While models trained in the general domain
can be adapted to a new target domain, their
performance often degrades significantly due
to domain mismatch. Alternatively, one can
require a large amount of domain-specific QA
data, but such data are rare, especially for the
medical domain. In this study, we first col-
lect a large-scale Chinese medical QA corpus
called ChiMed; second we annotate a small
fraction of the corpus to check the quality of
the answers; third, we extract two datasets
from the corpus and use them for the rele-
vancy prediction task and the adoption predic-
tion task. Several benchmark models are ap-
plied to the datasets, producing good results
for both tasks.

1 Introduction

In the big data era, it is often challenging to lo-
cate the most helpful information in many real-
world applications, such as search engine, cus-
tomer service, personal assistant, etc. A series of
NLP tasks, such as text representation, text classi-
fication, summarization, keyphrase extraction, and
answer ranking, are able to help QA systems in
finding relevant information (Siddiqi and Sharan,
2015; Allahyari et al., 2017; Yang et al., 2016;
Joulin et al., 2016; Song et al., 2017, 2018).

Currently, most QA corpora are built for the
general domain focusing on extracting/generating
answers from articles, such as CNN/Daily Mail
(Hermann et al., 2015), SQuAD (Rajpurkar et al.,
2016), Dureader (He et al., 2017), SearchQA
(Dunn et al., 2017), CoQA (Reddy et al., 2018),
etc., with few others from community QA forums,

such as TrecQA (Wang et al., 2007), WikiQA
(Yang et al., 2015), and SemEval-2015 (Nakov
et al., 2015).

In the medical domain, most medial QA cor-
pora consist of scientific articles, such as BioASQ
(Tsatsaronis et al., 2012), emrQA (Pampari et al.,
2018), and CliCR (Šuster and Daelemans, 2018).
Although some studies were done for conversa-
tional datasets (Wang et al., 2018a,b), corpora
designed for community QA are extremely rare.
Meanwhile, given that many online medical ser-
vice forums have emerged (e.g. MedHelp1), there
are increasing demands from users to search for
answers for their medical concerns. One might be
tempted to build QA corpora from such forums.
However, in doing so, one must address a series
of challenges such as how to ensure the quality of
the derived corpus despite the noise in the original
forum data.

In this paper, we introduce our work on build-
ing a Chinese medical QA corpus named ChiMed
by crawling data from a big Chinese medical fo-
rum2. In the forum, the questions are asked by
web users and all the answers are provided by ac-
credited physicians. In addition to (Q, A) pairs,
the corpus contains rich information such as the ti-
tle of the question, key phrases, age and gender of
the user, the name and affiliation of the accredited
physicians who answer the question, and so on.
As a result, the corpus can be used for many NLP
tasks. In this study, we focus on two tasks: rel-
evancy prediction (whether an answer is relevant
to a question) and adoption prediction (whether an
answer will be adopted).

1https://www.medhelp.org
2The code for constructing the corpus and the datasets

used in this study are available at https://github.
com/yuanheTian/ChiMed.
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# of As per Q # of Qs % of Qs
1 5,517 11.8
2 39,098 83.7
≥3 2,116 4.5
Total 46,731 100.0

Table 1: Statistics of ChiMed with respect to the num-
ber of answers (As) per question (Q).

2 The ChiMed Corpus

To benefit NLP research in the medical domain,
we create a Chinese medical corpus (ChiMed).
This section describes how the corpus was con-
structed, the main content of the corpus, and and
its potential usage.

2.1 Data Collection

Ask393 is a large Chinese medical forum where
web users (to avoid confusion, we will call them
patients) can post medical questions and receive
answers provided by licensed physicians. Each
question, together with its answers and other re-
lated information (e.g., the names of physicians
and similar questions), is displayed on a page (aka
a QA page) with a unique URL. Currently, ap-
proximately 145 thousand forum-verified physi-
cians have joined the forum to answer questions
and there are 17.6 million QA pages. We started
with fifty thousand URLs from the URL pool and
downloaded the pages using the selenium pack-
age4. After removing duplicates or pages with
no answers, 46,731 pages remain and most of the
questions (83.7%) have two answers (See Table 1).

2.2 QA Records

From each QA page, we extract the question, the
answers and other related information, and to-
gether they form a QA record. Table 2 displays
the main part of a QA record, which has five
fields that are most relevant to this study: (1) “De-
partment” indicates which medical department the
question is directed to;5 (2) “Title” is a brief de-
scription of disease/symptoms (5-20 characters);
(3) “Question” is a health question with a more
detailed description of symptoms (at least 20 char-
acters); (4) “Keyphrases” is a list of phrases re-
lated to the question and the answer(s); (5) The

3http://ask.39.net
4https://github.com/SeleniumHQ/

selenium
5There are 13 departments such as pediatrics, infectious

diseases, and internal medicine.

last field is a list of answers, and each answer
has an Adopted flag indicating whether it has been
adopted. Among the five fields, Title and Ques-
tion are entered by patients; Answers are provided
by physicians; Department is determined by the
forum engine automatically when the question is
submitted. As for the Keyphrases field and the
Adopted flag, it is not clear to us whether they are
created manually (if so, by whom) or generated
automatically.6 In addition to these fields, a QA
record also contains other information such as the
name and affiliation of the physicians who answer
the question, the patient’s gender and age, etc.

Table 3 shows the statistics of ChiMed in terms
of QA records. On average, each QA record
contains one question, 1.96 answers, and 4.48
keyphrases. Overall, 69.1% of the answers in the
corpus have an adopted flag.

2.3 Potential Usage of the Corpus

Given the rich content of the QA record, ChiMed
can be used in many NLP tasks. For instance, one
can use the corpus for text classification (to pre-
dict the medical department that a Q should be di-
rected to), text summarization (to generate a ti-
tle given a Q), keyphrase generation (to generate
keyphrases given a Q and/or its As), answer rank-
ing (to rank As for the same Q, if adopted As are
indeed better than unadopted As), and question
answering (retrieve/generate As given a Q).

Because the content of the corpus comes from
an online forum, before we use the corpus for any
NLP task, it is important to check the quality of the
corpus with respect to that task. As a case study,
for the rest of the paper, we will focus on three
closely related tasks, all taking a question and an
answer (or a set of answers) as the input: The first
one determines whether the answer is relevant to
the question; the second determines whether the
answer will be adopted for the question (as indi-
cated by the Adopted flag in the corpus); the third
one ranks all the answers for the question if there
are more than one answer. We name them the rel-
evancy task, the adoption prediction task, and the
answer ranking task, respectively. The first two
are binary classification tasks, while the last one is
a ranking task. In the next section, we will manu-
ally check a small fraction of the corpus to deter-
mine whether its quality is high for those tasks.

6We have made many attempts to no avail to contact the
forum about those and other questions.
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Department 内科 >淋巴增生 Internal Medicine > Lymphocytosis
Title 胃部淋巴增生会癌变吗？Will lymphatic hyperplasia in the stomach cause cancer?

Question
我最近检查出患有胃部淋巴增生的疾病，非常担心，请问它会癌变吗？
I recently checked out the disease of lymphoid hyperplasia in the stomach. I am very
worried. Will it cause cancer?

Keypharses
慢性浅表性胃炎，幽门螺旋杆菌感染，淋巴增生，胃，消化
Chronic superficial gastritis, Helicobacter pylori infection, lymphatic hyperplasia,
stomach, digestion

Answer 1

这一般是幽门螺旋杆菌感染造成的，一般不会造成癌变，所以不必惊慌。建议
饮食规律，吃易消化的食物，细嚼慢咽，少量多餐，禁食刺激性食物。
In general, this is caused by Helicobacter pylori infection and does not cause cancer.
So do not panic. It is recommended to have a regular diet, eat digest friendly food and
chew slowly. Do not eat much in one meal and no spicy food is allowed.

Adopted True

Answer 2
这是普通的慢性胃粘膜炎症，与幽门螺旋杆菌感染有关。可用阿莫西林治疗。
This is a common chronic gastric mucosal inflammation and has a relationship with
Helicobacter pylori infection. You can choose amoxicillin for treatment.

Adopted False

Table 2: An example of QA record in ChiMed. The English translation is not part of the corpus.

# of Questions 46,731
# of Answers 91,416
Avg. # of Answers per Question 1.96

# (%) of Answers Adopted
63,153

(69.1%)
# of Keyphrases 209,261
# of Keyphrases per Q 4.48
# of Unique Keyphrases 10,360

Table 3: Statistics of ChiMed.

3 Relevancy, Answer Ranking, and
Answer Adoption

Given ChiMed, it is easy to synthesize a “labeled”
dataset for the relevancy task. E.g., given a ques-
tion, we can treat answers in the same QA record
as relevant, and answers in other QA records as ir-
relevant. The quality of such a synthesized dataset
will depend on how often answers in a QA record
are truly relevant to the question in the same
record. For the adoption prediction task, we can
directly use the Adopted flag in the QA records.

For the answer ranking task, the answers in a
QA record are not ranked. However, if adopted
answers are often better than unadopted answers,
the former can be considered to rank higher than
the latter if both answers come from the same QA
record. Table 4 shows among the QA records with
exactly two answers, 65.46% of them have exactly

# of Adopted As # of Qs % of Qs
0 30 0.08%
1 25,594 65.46%
2 13,474 34.46%
Total 39,098 100%

Table 4: QA records with exactly two answers.

one adopted answer and 34.46% have two adopted
answers. We can use these 65.46% of QA records
as a labeled dataset for the answer ranking task.
However, the quality of such a dataset will depend
on the correlation between the Adopted flag and
the high quality of an answer.

To evaluate whether the answers are relevant to
the question in the same QA record, and whether
adopted answers are better than unadopted ones,
we randomly sampled QA records containing ex-
actly two questions, and picked 60 records with
exactly one adopted and one unadopted answers
(called Subset-60) and 40 records with both an-
swers adopted (called Subset-40). The union of
subset-60 and subset-40 is called Full-100, and it
contains 100 questions, 200 answers (140 answers
are adopted and 60 are not).

3.1 Annotating Relevancy and Answer
Ranking

To determine the quality of ChiMed, we manually
added two types of labels to each QA record in
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Possible Relevancy Labels for a (Q, A) pair:
1: The A fully answers the Q
2: The A partially answers the Q
3: The A does not answer the Q
4: Cannot tell whether the A is relevant to Q

Possible Ranking Labels for one Q and two As:
1: The first A is better
2: The second A is better
3: The two As are equally good
4: Neither of As is good (fully answers the Q)
5: Cannot tell which A is better

Properties of Good As:
1: Answer more sub-questions
2: Analyze symptoms or causes of disease
3: Offer advice on treatments or examinations
4: Offer instructions for drug usage
5: Soothe patients’ emotions

Properties of Bad As:
1: Answer the Q indirectly
2: The A has grammatical errors
3: Offer irrelevant information

Table 5: Labels and part of annotation Guidelines for
relevancy and ranking annotation.

the Full-100 set. The first is relevancy label, indi-
cating whether an answer is relevant to a question
(i.e., whether the answer field provides a satisfac-
tory answer to the question). There are four possi-
ble values as shown in the top part of Table 5.

The second type of labels ranks the two answers
for a question. Sometimes, determining which an-
swer is better can be challenging especially when
both answers are relevant. Intuitively, people tend
to prefer answers that address the question di-
rectly, that are easy to understand while supported
by evidence, etc. Based on such intuition, we cre-
ate a set of annotation guidelines, parts of which
are shown in the second half of Table 5. Because
both types of annotation may require medical ex-
pertise, we include a Cannot tell label (label “4”
for relevancy annotation and label “5” for ranking
annotation) for non-expert annotators to annotate
different cases.

3.2 Inter-annotator Agreement on Relevancy
and Answer Ranking

We hired two annotators without medical back-
ground to first annotate the Full-100 set indepen-
dently and then resolve any disagreement via dis-
cussion. The results in terms of percentage and

Relevancy Ranking
% κ % κ

I vs. II 90.5 55.6 62.0 43.0
I vs. Agreed 97.0 83.7 79.0 69.2
II vs. Agreed 93.5 70.4 76.0 64.4

Table 6: Inter-annotator agreement for relevancy and
ranking labeling on the Full-100 set in terms of percent-
age (%) and Cohen’s Kappa (κ). I and II refer to the an-
notations by the two annotators before any discussion,
and Agreed is the annotation after the annotators have
resolved their disagreement.

I
II

1 2 3 4 Total

1 170 10 0 1 181
2 2 9 1 0 12
3 0 4 2 0 6
4 0 1 0 0 1
Total 172 24 3 1 200

(a) Confusion matrix of two annotators on relevancy labels
on the Full-100 set. The agreement is 90.5% (55.6% in Co-
hen’s Kappa) and the four labels are explained in Table 5.

I
II

1 2 3 4 5 Total

1 25 6 4 1 0 36
2 7 25 5 0 0 37
3 9 4 11 0 0 24
4 0 1 0 1 0 2
5 1 0 0 0 0 1
Total 42 36 20 2 0 100

(b) Confusion matrix of two annotators on ranking labels on
the Full-100 set. The agreement is 62.0% (43.0% in Cohen’s
Kappa) and the five labels are explained in Table 5.

Table 7: The confusion matrices of two annotators on
relevancy labels and ranking labels on the Full-100 set.

Cohen’s Kappa are in Table 6. Inter-annotator
agreement on the relevancy label is quite high
(90.5% in percentage and 55.6% in kappa), while
the agreement on the ranking label is much lower
(62.0% in percentage and 43.0% in kappa).

Table 7a and Table 7b show the confusion ma-
trices of the two annotators on the relevancy anno-
tation and ranking annotation, respectively. Out of
four relevancy labels and five ranking labels, rel-
evancy label “3” and ranking label “4” are rare
as most answers in the corpus are relevant; rel-
evancy label “4” and ranking label “5” are also
rare, but they do occur as sometimes choosing the
relevant/better answer requires medical expertise.

253



Q
我一直卷发，拉直也没用，这是卷毛性综合症吗？怎么治疗呢？
I have curly hair and straightening is useless. Is this a curl syndrome? How to treat it?

A1

卷发有两个原因，一是先天的自然卷发；另一种是后天的不慎引起，如烫发或染发。先
天矫直或化学矫直只能是暂时的。除了洗头和护发产品要调整外，避免使用热吹风机。
梳头时要小心。不要用头绳或橡皮筋发夹，防止头发拉伤。
There are two reasons for curly hair: one is congenital natural curly hair; the other is caused by
inadvertently acquired, such as perming or dyeing hair. Congenital straightening or chemical
straightening can only be temporary. In addition to the shampoo and hair care products need to
be adjusted, avoid using a hot hair dryer. Be careful when combing your hair. Do not use a
headband or rubber band hairpin to prevent hair strain.

A2

自然卷是一种受遗传因素影响的发型。头发自然卷成一卷。形成的原因是由于人类基因
的不同。卷发并不是一件坏事。这种自卷曲的类型是药物无法改变的。如果拉直用的是
直板，离子是热的，经过熨烫，一段时间后，它就会回到原来的状态。
Natural rolls are a type of hair that is affected by genetic factors. The hair is naturally rolled into
a roll. The reason for the formation is due to differences in human genes. Curly hair is not a bad
thing. This type of self-curling is that the drug cannot be changed. If the way of straightening is
straight, the ions are hot and after ironing, after a while, it will return to its original state.

Table 8: An example where one annotator thinks the two answers are equally good because they both answer the
question informatively. The other annotator thinks A1 is better because it tells the patient how to take care of
his/her hair in daily life, although A1 provides less analysis of the causes of the symptom. After discussion, the
two annotators reach an agreement that advice on daily care is very important and thus A1 is better than A2.

For ranking annotation, disagreement tends to oc-
cur when the two answers are very similar. That
is why the majority of disagreed annotations (22
out of 38) occur when one annotator chooses one
answer to be better while the other annotator con-
siders the two answers to be equally good (an ex-
ample is given in Table 8). There are 13 examples
where annotators have completely opposite anno-
tation (e.g., one annotates “1” while the other an-
notates “2”), which further shows the difficulty in
identifying which answer is better.

3.3 The Adopted flag in ChiMed

As is mentioned above, each answer in ChiMed
has a flag indicating whether or not the answer
has been adopted. While we do not know the ex-
act meaning of the flag and whether the flag is
set manually (e.g., by the staff at the forum) or
automatically (e.g., according to factors such as
the physicians’ past performance or seniority), we
would like to know whether the flag is a good in-
dicator of relevant or better answers.

Among four relevancy labels, we regard an-
swers with label “1” or “2” as relevant answers
because they fully or partially answer the question,
and answers with label ”3” or ”4” as irrelevant an-
swers. Table 9 shows that 98.0% of the answers
in the Full-100 set are considered to be relevant,
according to the Agreed relevancy annotation. In

# of As # (%) of Relevant As
Adopted 140 137(97.9%)
Unadopted 60 59(98.3%)
Total 200 196(98.0%)

Table 9: The Adopted flag vs. relevancy label on the
Full-100 set. Here, answers with relevancy label “1” or
“2” are regarded as relevant answers.

other words, approximately 98% of (Q, A) pairs
in the corpus are good question-answer pairs. On
the other hand, the adopted answers are not more
likely to be relevant to the question than the un-
adopted ones. Therefore, the Adopted flag is not a
good indicator of an answer’s relevancy.

The next question is whether adopted answers
tend to be better answers than unadopted ones.
If so, we can use the Adopted flag to infer rank-
ing labels as follows: if a QA record in the Full-
100 set has exactly one adopted answer, we rank
that answer higher than the unadopted one in the
same record; if both answers in a QA record are
adopted, they are considered to be equally good.
Table 10 shows such inferred labels do not corre-
late well with human annotation. In fact, the corre-
lation between inferred labels and the Agreed hu-
man annotation is only 0.068, when we use the 97
QA records with ranking label “1”, “2”, or “3”.
Therefore, the Adopted flag is not a good indicator
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Subset-60 Full-100
Adopted vs. I 43.3% 34.0%
Adopted vs. II 46.7% 32.0%
Adopted vs. Agreed 43.3% 36.0%

(a) Agreements between the ranking labels from annotators
(I, II, and Agreed) and the labels induced from the adopted
flag (Adopted). The Subset-60 is the subset of the Full-100
set where each question has exactly one adopted answer and
one unadopted answer (See Section 3).

Adopted
Agreed

1 2 3 4 5 Total

1 17 6 9 0 1 33
2 7 9 10 1 0 27
3 14 15 10 1 0 40
Total 38 30 29 2 1 100

(b) Confusion matrix between the agreed human annotation
and ranking labels induced from the adopted flag. The mean-
ing of the five labels are explained in Table 5.

Table 10: The adopted flags vs. the ranking labels from
annotators on the Full-100 set.

for better answers.
So far we have demonstrated that the Adopted

flag is not a good indicator for relevant or better
answers. So what does the Adopted flag really in-
dicate? While we are waiting for responses from
the Ask39 forum, there are two possibilities. One
is that the flag is intended to mean something to-
tally different from relevant or better answers. The
other possibility is that the flag intends to mark
relevant or better answers but their criteria for rele-
vant or better answers are very different from ours.
Table 11 shows a (Q, A) pair, where the answer is
adopted. On the one hand, the answer does not di-
rectly answer the question. On the other hand, it
does provide some useful information about gall-
stone, and one can argue that the adopted flag in
the original corpus is plausible.

3.4 Two Datasets from ChiMed

As shown in Table 9, the majority of answers in
ChiMed are relevant to the questions in the same
QA records. To create a dataset for the relevancy
task, we start with the 25,594 QA records which
have exactly one adopted and one unadopted an-
swer (see Table 4), Next, we filter out QA records
whose questions or answers are too long or too
short,7 because very short questions or answers

7We will remove a QA record if it contains a ques-
tion/answer that is ranked either top 1% or bottom 1% of all
questions/answers according to their character-based length.

Q
请问为什么胆结石总是晚上发作?
Why does gallstone always occur at night?

A

有些人会出现过度劳累、腹胀、打鼾症
状。可能是胆结石的原因，且通常晚上
疼痛更严重。可以选择药物治疗。手术
复发的可能性很大。建议平时多运动。
Some people have symptoms of fatigue,
bloating and snoring. They may be caused
by gallstones, and usually the pain is more
severe at night. You can choose
medication. There is a high probability of
recurrence of surgery. It is recommended
to exercise more usually.

Table 11: The answer does not directly answer the
question, but it has an adopted flag.

Train Dev Test
# of Qs 19,952 2,494 2,494
# of As 39,904 4,988 4,988
Avg. Length of Qs 63.5 63.8 63.3
Avg. Length of As

118.7 118.6 118.0
in ChiMed-QA1
Avg. Length of As

128.0 127.6 127.1
in ChiMed-QA2

Table 12: Statistics of the two ChiMed-QA Datasets.
Average lengths of Qs and As are in characters.

tend to be lack of crucial information, whereas
very long ones tend to include much redundant
or irrelevant information. The remaining dataset
contains 24,940 QA records. We divide it into
training/development/testing set with portions of
80%/10%/10% and call the dataset ChiMed-QA1.
Since each QA record has one adopted and one un-
adopted answer, we will use the dataset to train an
adoption predictor.

For the relevancy task, we need both positive
and negative examples. We start with ChiMed-
QA1, and for each QA record, we keep the adopted
answer as a positive instance, and replace the un-
adopted answer with an adopted answer from an-
other QA record randomly selected from the same
training/dev/testing subsets to distinguish relevant
vs. irrelevant answers. We call this synthe-
sized dataset ChiMed-QA2. We will use those
two datasets for the adoption prediction task and
the relevancy task (see the next section). We are
not able to use the corpus for the answer ranking
task as we cannot infer the ranking label from the
Adopted flag.
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Figure 1: The architecture of CNN- and LSTM-based
systems under A-Only setting.

Figure 2: The architecture of our systems under A-A
setting. The architecture of answer encoder is identical
with the one in Figure 1. Prediction 1 and 2 means the
prediction for answer 1 and 2, respectively.

Table 12 shows the statistics of the two datasets.
The first three rows are the same for the two
datasets; the average length of As in ChiMed-QA2
is slightly longer than that in ChiMed-QA1 be-
cause adopted answers tend to be longer than un-
adopted ones.

4 Experiments on Two Prediction Tasks

In this section, we use ChiMed-QA1 and ChiMed-
QA2 (See Table 12) to build NLP systems for the
adoption prediction task and the relevancy predic-
tion task, respectively. Both tasks are binary clas-
sification tasks with the same type of input; the
only difference is the meaning of class labels (rel-
evancy vs. adopted flag). Therefore, we build a set
of NLP systems and apply them to both tasks.

4.1 Systems and Settings
We implemented both CNN- and LSTM-based
systems, and applied three state-of-the-art sen-
tence matching systems to the two tasks. The
three existing systems are: (1) ARC-I (Hu et al.,
2014) matches questions and answers by directly
concatenating their embeddings; (2) DUET (Mi-
tra et al., 2017) computes the Q-A similarity by
matching exact terms and high-level sentence em-
beddings (Hadamard production) simultaneously;
(3) DRMM (Guo et al., 2016) makes its final pre-
diction based on the similarity matrix of each pair

Figure 3: The architecture of our systems under Q-A
setting. The architecture of question and answer en-
coders are identical with the architecture in Figure 1.

Figure 4: The architecture of our systems under Q-As
setting. The architecture of Q-A matcher is shown in
Figure 3. We use five Q-A matchers in our experiment:
CNN, LSTM, ARC-I, DUET, and DRMM.

of word embeddings in a question and an answer.
We run our CNN- and LSTM-based systems un-

der four different settings: (1) A-Only where an
answer is the only input (See Figure 1); (2) A-A
where both answers are input (See Figure 2); (3)
Q-A where a question and one of its answers are
input (See Figure 3); (4) Q-As where a question
and both of its answers are input (See Figure 4).
ARC-I, DUET, and DRMM are run under the set-
tings of Q-A and Q-As, because the systems re-
quire a question to be one of the input. The reason
we apply the A-Only and A-A settings to the adop-
tion prediction task is that it helps identify whether
features from an answer itself will contribute to its
adopted flag assignment without knowing its ques-
tion. To compare the relevancy task and the adop-
tion prediction task, we also apply these two set-
tings to the former task although they are not com-
mon settings in previous studies (Lai et al., 2018).

Word segmentation has always been a challenge
in Chinese NLP especially when it is applied to
a particular domain (Song et al., 2012; Song and
Xia, 2012, 2013). Therefore, instead of word em-
beddings (Song et al., 2018), we use Chinese-
character-based embeddings to avoid word seg-
mentation errors. We set the embedding size to
150. We use 155 and 245 as the lengths of ques-
tions and answers respectively. Short texts are
padded with blank characters. We use 32 filters
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Sys
ID

Input
Setting

NLP
System

Relevancy
Prediction

Adoption
Prediction

-CR +CR -CR +CR
1 A-Only CNN 50.80 51.64 74.10 81.64
2 LSTM 50.66 50.72 74.24 82.00
3 A-A CNN 49.40 - 84.20 -
4 LSTM 50.28 - 85.00 -
5

Q-A

CNN 74.32 81.84 74.84 81.07
6 LSTM 80.19 87.09 75.28 83.64
7 ARC-I 50.34 50.60 75.20 82.64
8 DUET 81.03 91.74 75.28 82.48
9 DRMM 93.60 98.16 71.49 83.88

10

Q-As

CNN 76.98 - 83.52 -
11 LSTM 88.41 - 84.24 -
12 ARC-I 48.84 - 83.88 -
13 DUET 87.17 - 83.36 -
14 DRMM 98.32 - 83.28 -

Table 13: Results of all systems under different set-
tings with respect to (Q, A) pair prediction accuracy
with (+CR) and without (-CR) conflict resolution. We
do not present results of +CR in A-A and Q-As settings
because they are equivalent to the results of -CR.

with the kernel size 3 for every CNN layer and
we set the LSTM hidden size to 32. We apply a
pooling size of 2 to all max pooling layers. Be-
sides, the activation function of the output layers
under A-Only and Q-A settings is sigmoid, that
of output layers under A-A and Q-As settings is
softmax, and that of all other layers is tanh.

In addition, noting that the two answers for
the same question have opposite labels in both
tasks, we evaluate all systems in terms of (Q, A)
pair predication accuracy with and without con-
flict resolution (CR), with which the model re-
solves conflicts when either two relevant/adopted
answers or two irrelevant/unadopted answers are
predicted. Because the activation function of the
output layers under A-A and Q-As settings is
softmax and because there are always two an-
swers for each question, systems under these two
settings never generate conflict predictions. We
do not apply MAP (Mean Average Precision) (Lai
et al., 2018) to the tasks because the number of
candidate answers of each question in the datasets
is limited to 2.

4.2 Experimental Results

Table 13 shows the experimental results of running
the five predictors on the testing set under four dif-
ferent settings. There are a few observations.

First, for the relevancy task, by designing only
half of the (Q, A) pairs in ChiMed-QA2 come from
the same QA records. When Q is not given as
part of the input (System 1-4), it is impossible for
the predictors to determine whether an answer is

relevant; therefore, the system performances are
no better than random guesses. In contrast, for
the adoption prediction task, by designing all the
(Q, A) pairs in ChiMed-QA1 come from the same
QA records, and according to Table 9 we also
know that about 98% of the answers, regardless
of whether they are adopted or not, are relevant.
Therefore, the absence of Qs in System 1-4 does
not affect system performance a lot.

Second, when both Q and A are present (System
5-9), the accuracy of relevancy prediction is higher
than that of adoption prediction, because the for-
mer is an easier task (at least for humans). The
only exception is ARC-I (System 7), whose results
on relevancy is close to random guess (50.34% and
50.60%) while the result on adoption is compara-
ble with other systems. This is due to the way that
ARC-I matches questions and answers. Because
embeddings of a question and an answer are di-
rectly concatenated in ARC-I, Q-A similarity are
not fully captured, leading to low performance on
relevancy. On the contrary, the adoption predic-
tion does not rely much on the Q-A similarity (as
explained above).

Third, for the relevancy task, systems that cap-
ture more features of Q-A similarity tend to have
a better result. For example, under the Q-A set-
ting, DUET (System 8) outperforms CNN, LSTM
and ARC-I (System 5-7) because DUET has an
additional model of exact phrase matching be-
tween questions and answers. DRMM (System 9)
performs better than DUET (System 8) because
DRMM uses word embedding instead of exact
phrase when matching pairs of phrases between a
question and an answer. In contrast, the perfor-
mances of the five systems on the adoption task
are very similar.

In addition, except for the relevancy task eval-
uated with CR, the contrast between System 10-
14 vs. System 5-9 indicates comparing two As
always helps predictors in both tasks because in-
tuitively knowing both answers would help us to
decide which one is relevant/adopted. On the
contrary, the comparison between the same two
groups of systems with CR in the relevancy task
indicates comparing two As may hurt the rele-
vancy predictors (System 5, 7, 8) because the rel-
evancy is really between Q and A, which might be
affected by the existence of other As.

Finally, all the systems under A-Only and Q-A
settings (Systems 1-2 and 5-9) benefit from CR. It
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is also worth noting that running the models un-
der Q-A setting and to evaluate them without CR
in previous studies (Lai et al., 2018) is much more
common. Under this setting, the highest perfor-
mance achieved is 93.60% (System 9). The score
is not as high as our expectation and there still ex-
ist room for improvement.

4.3 Error Analysis for Relevancy Prediction

We go though errors of system 9 in the relevancy
prediction task without CR and find three main
types of errors. Note that we artificially build
ChiMed-QA2 for the relevancy prediction task by
keeping the adopted answer a of a question q
and replacing the unadopted answer of q with an
adopted answer a′ from another question q′. And
we therefore regard a as a relevant answer of q and
a′ as an irrelevant answer of q (See Section 3.4).

The first type of error is that the answer a is ac-
tually irrelevant to the question q. In other words,
the gold standard is wrong; system 9 does make a
correct prediction. This is not surprising as there
are around 2% irrelevant answers in the dataset ac-
cording to our annotation (See Table 9).

Second, the system fails to capture the relation-
ship between a disease and a corresponding treat-
ment. E.g., a patient describes his/her symptoms
and asks for treatment. The doctor offers a drug di-
rectly without analyzing the symptoms and causes
of disease. In that case, the overlap between the
question and the answer is relatively low. The sys-
tem therefore cannot predict the answer to be rel-
evant without the help of a knowledge base.

Finally, it is quite common that a patient de-
scribes his/her symptoms at the beginning of the
question q and asks something else at the end (e.g.
whether drug X will help with his/her illness). In
this case, if q′ (the original question of the irrel-
evant answer a′) describes similar symptoms, the
system may fail to capture what exactly q wants
to ask and therefore mistakes a′ for a relevant an-
swer. Table 14 gives an error in this type where q
and q′ describe similar diseases but they are in fact
expecting totally different answers.

Given the three types of errors, we find out the
latter two are relatively challenging. This there-
fore requires further exploration on the way of
modeling (Q, A) pairs in the relevancy predic-
tion task. In addition, because current irrelevant
answers are randomly sampled from the entire
dataset, the current dataset does not include many

q

我上周感冒咳嗽，现在感冒好了，但咳
嗽更加厉害了。蜂蜜可以治疗咳嗽吗？
I had a cold and cough last week. Now, the
cold has gone, but the cough is even worse.
Can honey treat cough?

q′

我是支气管扩张患者，最近感冒病情加
重。支气管扩张病人感冒怎么治疗？
I am a patient with bronchiectasis. I have
recently become worse with a cold. How to
treat a cold for a bronchiectasis patient?

a′

正常的情况下，支气管病人如果感冒，
就应该立即到医院就医，并在医生的指
导下用药物治疗。如果耽误治疗的话病
情会加重，而且会出现一些并发症。
Normally, if a bronchial patient has a cold,
he should go to the hospital immediately
and take medication under the guidance of
a doctor. If the treatment is delayed, the
condition will worsen and complications
will occur.

Table 14: An example where system 9 mistakes irrel-
evant answer a′ for a relevant answer. Both questions
q and q′ are talking about cold and cough, but they are
totally different because q is asking whether honey is
helpful for cough while q′ is looking for treatment.

challenging examples. This makes relevancy pre-
diction task appear easier than what it could be.
For future work, we plan to balance the easy and
hard instances in the dataset by adding more chal-
lenging examples to ChiMed-QA2.

5 Conclusion and Future Work

In this paper, we present ChiMed, a Chinese med-
ical QA corpus collected from an online medical
forum. Our annotation on a small fraction of the
corpus shows that the corpus is of high quality
as approximately 98% of the answers successfully
address the questions raised by the forum users.
To demonstrate the usage of the corpus, we ex-
tract two datasets and use them for two prediction
tasks. A few benchmark systems yield good per-
formance on both tasks.

For the future work, we are collecting data to
expand the corpus and plan to add more challeng-
ing samples to the datasets. In addition, we plan to
use ChiMed for other NLP tasks such as automatic
answer generation, keyphrase generation, summa-
rization, and question classification. We also plan
to explore various methods of adding more anno-
tations (e.g., answer ranking) to the corpus.
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Abstract
The text of clinical notes can be a valuable
source of patient information and clinical as-
sessments. Historically, the primary approach
for exploiting clinical notes has been informa-
tion extraction: linking spans of text to con-
cepts in a detailed domain ontology. How-
ever, recent work has demonstrated the poten-
tial of supervised machine learning to extract
document-level codes directly from the raw
text of clinical notes. We propose to bridge
the gap between the two approaches with two
novel syntheses: (1) treating extracted con-
cepts as features, which are used to supple-
ment or replace the text of the note; (2) treating
extracted concepts as labels, which are used to
learn a better representation of the text. Un-
fortunately, the resulting concepts do not yield
performance gains on the document-level clin-
ical coding task. We explore possible explana-
tions and future research directions.

1 Introduction

Clinical decision support from raw-text notes taken
by clinicians about patients has proven to be a
valuable alternative to state-of-the-art models built
from structured EHRs. Clinical notes contain valu-
able information that the structured part of the
EHR does not provide, and do not rely on expen-
sive and time-consuming human annotation (Torres
et al., 2017; American Academy of Professional
Coders, 2019). Impressive advances using deep
learning have allowed for modeling on the raw text
alone (Mullenbach et al., 2018; Rios and Kavuluru,
2018a; Baumel et al., 2018). However, there exist
some shortcomings to these approaches: clinical
text is noisy, and often contains heavy amounts of
abbreviations and acronyms, a challenge for ma-
chine reading (Nguyen and Patrick, 2016). Addi-
tionally, rare words replaced with "UNK" tokens
for better generalization may be crucial for predict-
ing rare labels.

Clinical concept extraction tools abstract over
the noise inherent in surface representations of
clinical text by linking raw text to standardized
concepts in clinical ontologies. The Apache clin-
ical Text Analysis Knowledge Extraction System
(cTAKES, Savova et al., 2010) is the most widely-
used such tool, with over 1000 citations. Based on
rules and non-neural machine learning methods and
engineered for almost a decade, cTAKES provides
an easily-obtainable source of human-encoded do-
main knowledge, although it cannot leverage deep
learning to make document-level predictions.

Our goal in this paper is to maximize the predic-
tive power of clinical notes by bridging the gap
between information extraction and deep learn-
ing models. We address the following research
questions: how can we best leverage tools such as
cTAKES on clinical text? Can we show the value
of these tools in linking unstructured data to struc-
tured codes in an existing ontology for downstream
prediction?

We explore two novel hybrids of these meth-
ods: data augmentation (augmenting text with ex-
tracted concepts) and multi-task learning (learning
to predict the output of cTAKES). Unfortunately,
in neither case does cTAKES improve downstream
performance on the document-level clinical cod-
ing task. We probe this negative result through an
extensive series of ablations, and suggest possible
explanations, such as the lack of word variation
captured through concept assignment.

2 Related Work

Clinical Ontologies Clinical concept ontologies
facilitate the maintenance of EHR systems with
standardized and comprehensive code sets, allow-
ing consistency across healthcare institutions and
practitioners. The Unified Medical Language Sys-
tem (UMLS) (Lindberg et al., 1993) maintains
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Figure 1: A subtree of the ICD ontology (figure from
Singh et al., 2014).

a standardized vocabulary of clinical concepts,
each of which is assigned a concept unique iden-
tifier (CUI). The Systematized Nomenclature of
Medicine- Clinical Terms (SNOMED-CT) (Don-
nelly, 2006) and the International Classification
of Diseases (ICD) (National Center for Health
Statistics, 1991) build off of the UMLS and pro-
vide structure by linking concepts based on their
relationships. The SNOMED ontology has over
340,000 active concepts, ranging from fine-grained
("Adenylosuccinate lyase deficiency") to extremely
general ("patient"). The ICD ontology is narrower
in scope, with around 13,000 diagnosis and pro-
cedure codes used for insurance billing. Unlike
SNOMED, which has an unconstrained graph struc-
ture, ICD9 is organized into a top-down hierarchy
of specificity (see Figure 1).

Clinical Information Extraction Tools There
are several tools for extracting structured informa-
tion from clinical text. Popular types of informa-
tion extraction include named-entity recognition,
identifying words or phrases in the text which align
with clinical concepts, and ontology mapping, la-
belling the identified words and phrases with their
respective clinical codes from an existing ontol-
ogy.1 Of the tools which perform both of these
tasks, the open-source Apache cTAKES is used
in over 50% of recent work (Wang et al., 2017),
outpacing competitors such as MetaMap (Aronson,
2001) and MedLEE (Friedman, 2000).

cTAKES utilizes a rule-based system for per-
forming ontology mapping, via a UMLS dictionary
lookup on the noun phrases inferred by a part-of-
speech tagger. Taking raw text as input, the soft-
ware outputs a set of UMLS concepts identified in

1Ontology mapping also serves as a form of text normal-
ization.

2Figure from https://healthnlp.github.io/
examples/.

the text and their positions, with functionality to
map them to other ontologies such as SNOMED
and ICD9. It is highly scalable, and can be de-
ployed locally to avoid compromising identifiable
patient data. Figure 2 shows an example cTAKES
annotation on a clinical record.

Clinical Named-Entity Recognition (NER)
Recent work has focused on developing tools
to replace cTAKES in favor of modern neural
architectures such as Bi-LSTM CRFs (Boag
et al., 2018; Tao et al., 2018; Xu et al., 2018;
Greenberg et al., 2018), varying in task definition
and evaluation. Newer approaches leverage
contextualized word embeddings such as ELMo
(Zhu et al., 2018; Si et al., 2019). In contrast, we
focus on maximizing the power of existing tools
such as cTAKES. This approach is more practical
in the near-term, because the adoption of new
NER systems in the clinical domain is inhibited
by the amount of computational power, data, and
gold-label annotations needed to build and train
such token-level models, as well as considerations
for the effectiveness of domain transfer and a
necessity to perform annotations locally in order to
protect patient data. Newer models do not provide
these capabilities.

NER in Text-based Models Prior works use the
output of cTAKES as features for disease- and
drug-specific tasks, but either concatenate them
as shallow features, or substitute them for the text
itself (see Wang et al. (2017) for a literature re-
view). Weng et al. (2017) incorporate the output
of cTAKES into their input feature vectors for the
task of predicting the medical subdomain of clini-
cal notes. However, they use them as shallow fea-
tures in a non-neural setting, and combine cTAKES
annotations with the text representations by con-
catenating the two into one larger feature vector.
In contrast, we propose to learn dense neural con-
cept embedding representations, and integrate the
concepts in a learnable fashion to guide the rep-
resentation learning process, rather than simply
concatenating them or using them as a text replace-
ment. We additionally focus on a more challenging
task setting.

Boag and Kané (2017) augment a Word2Vec
training objective to predict clinical concepts. This
work is orthogonal to ours as it is an unsupervised
"embedding pretraining" approach rather than an
end-to-end supervised model.
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Figure 2: An example of cTAKES annotation output with part-of-speech tags and UMLS CUIs for named entities.2

Automated Clinical Coding The automated
clinical coding task is to predict from the raw text
of a hospital discharge summary describing a pa-
tient encounter all of the possible ICD9 (diagnosis
and procedure) codes which a human annotator
would assign to the visit. Because these annotators
are trained professionals, the ICD codes assigned
serve as a natural label set for describing a patient
record, and the task can be seen as a proxy for
a general patient outcome or treatment prediction
task. State-of-the-art methods such as CAML (Mul-
lenbach et al., 2018) treat each label prediction as
a separate task, performing many binary classifi-
cations over the many-thousand-dimensional label
space. The model is described in more detail in the
next section.

The label space is very large (tens of thousands
of possible codes) and frequency is long-tailed.
Rios and Kavuluru (2018b) find that CAML per-
forms weakly on rare labels.

3 Problem Setup

Task Notation A given discharge summary is
represented as a matrix X ∈ Rde×N .3 The set of
diagnosis and procedure codes assigned to the visit
is represented as the one-hot vector y ∈ {0, 1}L.
The task can be framed as L = |L| binary classifi-
cations: predict yl ∈ {0, 1} for code l in labelspace
L.

Data We use the publically-available MIMIC-III
dataset, a collection of deidentified discharge sum-
maries describing patient stays in the Beth Israel
Deaconess Medical Center ICU between 2001 and
2012 (Johnson et al., 2016; Pollard and Johnson,
2016). Each discharge summary has been tagged
with a set of ICD9 codes. See Figure 3 for an exam-
ple of a record, and Appendix A for a description
of the dataset and preprocessing.

Concept Annotation We run cTAKES on the
discharge summaries (described in Appendix B).

3We use notation for a single instance throughout.

Results on the extracted concepts are presented in
Table 1. Note the difference in number of anno-
tations provided by using the SNOMED ontology
compared to ICD9.4

ICD9
Total concepts extracted 1,005,756
Mean # extracted concepts per document 19.10
Mean % words assigned a concept per document 1.26%

SNOMED
Total concepts extracted 28,090,075
Mean # extracted concepts per document 532.76
Mean % words assigned a concept per document 35.21%

Mean # tokens per document 1513.00

Table 1: Descriptive Statistics on concept extraction for
the MIMIC-III corpus.

Base model We evaluate against CAML (Mul-
lenbach et al., 2018), a state-of-the-art text-based
model for the clinical coding task. The model lever-
ages a convolutional neural network (CNN) with
per-label attention to predict the combination of
codes to assign to a diven discharge summary. Ap-
plying convolution overX results in a convolved
input representationH ∈ Rdc×N (with dc < de) in
which the column-dimensionality N is preserved.
H is then used to predict y, by attentional pooling
over the columns.

We include implementation details of all meth-
ods, including hyperparameters and training, in
Appendix A.

4 Approach 1: Augmentation Model

One limitation of learning-based models is their
tendency to lose uncommon words to "UNK" to-
kens, or to suffer from poor representation learning
for them. We hypothesize that rare words are impor-
tant for predicting rare labels, and that text-based

4Preliminary experiments with sparser ontologies
(RXNORM) were not promising, leading us to choose these
two ontologies based on their annotation richness (SNOMED)
and direct relation to the prediction task (ICD9).
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Figure 3: An example clinical discharge summary and associated ICD codes.

models may be improved by augmenting word em-
beddings with concept embeddings as a means to
strengthen representations of rare or unseen words.
We additionally hypothesize that linking multiple
words to a shared concept via cTAKES annotation
will reduce textual noise by grouping word variants
to a shared representation in a smaller and more
frequently updated parameter space.

4.1 Method

Given a discharge summary containing words
w1, w2, ..., wN ∈ W∗ and an embedding func-
tion γ : W → Rde , we construct input ma-
trix X = [xT

1 ,x
T
2 , ...,x

T
N ] ∈ Rde×N as column-

stacked word embeddings, where xn = γ(wn).
We additionally assume a code embedding func-

tion φ : C → Rde and a set of annotated codes
for a given document c1, c2, . . . , cN ∈ C∗, where
C is the full codeset for the ontology used to anno-
tate the document, and cn is the code annotated for
word tokenwn, if one exists (else cn = ∅, by abuse
of notation). We construct a representation for each
document, D, of the same dimensionality as X ,
by learning one representation leveraging both the
concept and word embedding at each position:

For token n,

dn =βwn,cnφ(cn) + (1− βwn,cn)xn, (1)

βwn,cn ∈ [0, 1] is a learned parameter specific to
each observed word+concept pair, including UNK
tokens.5 Intuitively, if there is a concept associ-
ated with index n, a concept embedding φ(cn) is
generated and a linear combination of the word
and concept embedding is learned, using a learned

5We experimented with models in which this gate was
computed element-wise and shared by all word+concept pairs
(e.g. by passing xn and φ(cn) through a linear layer or sim-
ple multi-layer perceptron to compute dn), but this did not
improve performance.

parameter specific to that word+concept pair.6 We
fix βwn,cn=∅ = 0, which reverts to the word em-
bedding when there is no concept assigned.

We additionally propose a simpler version of this
method, full replace, in which word embeddings
are completely replaced with concept embeddings
if they exist (i.e. βwn,cn = 1, ∀wn, cn 6= ∅). In
this formulation, if a concept spans multiple words,
all of those words are represented by the same vec-
tor. Conversely, the CAML baseline corresponds
to a model in which βwn,cn = 0, ∀wn, cn.

4.2 Evaluation Setup

Metrics In addition to the metrics reported in
prior work, we report average precision score (AP),
which is a preferred metric to AUC for imbal-
anced classes (Saito and Rehmsmeier, 2015; Davis
and Goadrich, 2006). We report both macro- and
micro- metrics, with the former being more favor-
able toward rare labels by weighting all classes
equally. We additionally focus on the precision-at-
k (P@k) metric, representing the fraction of the
k highest-scored predicted labels that are present
in the ground truth. Both macro-metrics and P@k
are useful in a computer-assisted coding use-case,
where the desired outcome is to correctly identify
needle-in-the-haystack labels as opposed to more
frequent ones, and to accurately suggest a small
subset of codes with the highest confidence as an-
notation suggestions (Mullenbach et al., 2018).

Baselines Along with CAML, we evaluate on a
raw codes baseline where the ICD9 annotations
generated by cTAKES c1, c2, . . . , cN are used di-
rectly as the document-level predictions. Formally,

6A single token may have multiple concept annotations
associated with it. We experiment with an attention mecha-
nism for this case (see Appendix C), but find a heuristic of
arbitrarily selecting the first concept assigned to each word
performs just as well.
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ŷcn = 1 when cn ∈ L and cn 6= ∅, for all n in
integers 1 to N .

4.3 Results
We present results on the test set in Table 2. Over-

all, the concept-augmented models are indistin-
guishable from the baseline, and there is no sig-
nificant difference between annotation type or re-
combination method, although the linear combi-
nation method with ICD9 annotations is the best
performing and rivals the baseline.

Following the negative results for our initial at-
tempt to augment word embeddings with concept
embeddings, we tried two alternative strategies:

• We concatenated the ICD9 annotations
with two other ontologies: RXNORM and
SNOMED. While this led to greater coverage
over the text (with slightly more than one third
of the tokens in the text receiving correspond-
ing concept annotations), it did not improve
downstream performance.

• Prior work has demonstrated that leveraging
clinical ontological structure can allow mod-
els to learn more effective code embeddings
in fully structured data models (Singh et al.,
2014; Choi et al., 2017). We applied the
methodology of Choi et al. (2017) on both
the ICD9 and SNOMED annotations, but this
did not improve performance. For more de-
tails, see Appendix D.

4.4 Error Analysis
Error analysis of the word-to-concept mapping pro-
duced by cTAKES exposes limitations of our initial
hypothesis that cTAKES mitigates word-level vari-
ation by assigning multiple distinct word phrases
to shared concepts. Figure 4 demonstrates that the
vast majority of the ICD9 concepts in the corpus are
assigned to only one distinct word phrase, and the
same results are observed for SNOMED concepts.
This may explain the virtually indistinguishable
performance of the augmentation models from the
baseline, because randomly-initialized word and
concept embeddings which are observed in strictly
identical contexts should theoretically converge to
the same representation.7

*These metrics were computed by randomly selecting k
elements from those predicted, since there are no sorted prob-
abilities associated with this baseline. For the same reasons
we cannot report AUC or AP metrics.

7Simulations of the augmentation method under a con-
trived setting with more concept annotations per note as well

Figure 4: A histogram showing the distribution of
ICD9 concepts in C grouped according to the number
of unique word phrases in the MIMIC-III corpus asso-
ciated with each. We observe the same trend when plot-
ting SNOMED annotations.

The raw codes baseline performs poorly, which
aligns with the observation that cTAKES codes as-
signed to a discharge summary often do not have
appropriate or proportional levels of specificity (for
example, the top-level ICD9 code ’428 Heart Fail-
ure’ may be assigned by cTAKES, but the gold-
label code is ’428.21 Acute Systolic Heart Failure’).
This may also contribute to the negative result of
the proposed model.

Figure 6 (included in the Appendix) illustrates
prediction performance as a function of code fre-
quency in the training set, showing that the pro-
posed model does not improve upon the baseline
for rare or semi-rare codes.8

4.5 Ablations

We separate and analyze the two distinct compo-
nents of cTAKES’ annotation ability for further
analysis: 1) how well cTAKES recognizes the lo-
cation of concepts in the text (NER), and 2) how
accurately cTAKES maps the recognized positions
to the correct clinical concepts (ontology mapping).
Annotation sparsity (NER) and/or cTAKES map-
ping error may lend the raw text on its own equally
useful, as observed in Table 2. We investigate these
hypotheses here. We evaluate performance of abla-
tions relative to the augmentation model and base-
line to determine whether each component individ-

as more unique word phrases mapping to a single concept
demonstrate solid performance increases over the baseline.
This provides supporting evidence that the findings presented
in this section may be the cause of the negative result rather
than our proposed architecture.

8We use the following grouping criteria: rare codes have
50 or fewer occurrences in the training data, semi-rare have
between 50 and 1000, and common have more than 1000.
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AUC AP F1 R@k P@k
Model Macro Micro Macro Micro Macro Micro 8 15 8 15

Baseline (Mullenbach et al., 2018) 0.8892 0.9846 0.2492 0.5426 0.0796 0.5421 0.3731 0.5251 0.7120 0.5616
Baseline (raw codes) n/a∗ n/a∗ n/a∗ n/a∗ 0.0189 0.0877 0.0534∗ 0.0640∗ 0.1132∗ 0.0747∗

Augmentation with ICD9
full replace 0.8846 0.9838 0.2242 0.5329 0.0691 0.5363 0.3688 0.5189 0.7048 0.5564
linear combination 0.8914 0.9849 0.2467 0.5427 0.0763 0.5419 0.3732 0.5267 0.7121 0.5634
Augmentation with SNOMED
full replace 0.8744 0.9830 0.2221 0.5271 0.0724 0.5326 0.3675 0.5177 0.7022 0.5547
linear combination 0.8781 0.9835 0.2238 0.533 0.0692 0.5357 0.3687 0.5194 0.7042 0.5563

Table 2: Test set results using the augmentation methods.

ually adds value. The ablations are:

1. Dummy Concepts We replace all word embed-
dings annotated by cTAKES with 0-vectors,
and only use remaining embeddings for pre-
diction. If this alternative shows similar per-
formance to the baseline, then we conclude
that the positions in the text annotated by
cTAKES (NER) are not valuable for predic-
tion performance.

2. Concepts Only We test the complement by re-
placing all word embeddings not annotated
by cTAKES with a 0-vector. In contrast to
Dummy Concepts, strong performance of this
approach relative to the baseline will allow us
to conclude that the positions in the text anno-
tated by cTAKES are valuable for prediction
performance.

3. Concepts Only, Concept Embeddings We re-
place all word embeddings not annotated by
cTAKES with a 0-vector, and then replace all
remaining word embeddings with their con-
cept embedding. If this model performs better
than Concepts Only, it will demonstrate the
strength of cTAKES’ ontology mapping com-
ponent.

Note that Dummy Concepts and Concepts Only
are the decomposition of the baseline CAML. Sim-
ilarly, Dummy Concepts and Concepts Only, Con-
cept Embeddings are the decomposition of the full-
replace augmentation model presented in Section
4.

Results Results are presented in Tables 3 and
4. Results are consistent with previous experi-
ments in that augmentation with concept anno-
tations does not improve performance. For both
ontologies, neither the Dummy Concepts nor the
Concepts Only models outperform the full-text

models (in which both token representations are
used). However, there are some interesting findings.
Using SNOMED annotations, performance of the
Concepts Only model is significantly higher than
Dummy Concepts and very close to full-text model
performance. This finding is strengthened by con-
sidering the concept coverage discussed in Table
1: the Concepts Only model achieves comparable
performance receiving only about 35% (1% in the
ICD9 setting) of the input tokens which the full-
text baseline receives, and the Dummy Concepts
Model receives about 65% (99% in the ICD9 set-
ting). Thus, a significant proportion of downstream
prediction performance can be attributed a small
portion of the text which is recognized by cTAKES
in both the SNOMED and ICD9 settings, indicating
the strength of cTAKES’ NER component.

5 Approach 2: Multi-task Learning

We present an alternative application of cTAKES
as a form of distant supervision. Our approach is
inspired by recent successes in multi-task learning
for NLP which demonstrate that cheaply-obtained
labels framed as an auxiliary task can improve per-
formance on downstream tasks (Swayamdipta et al.,
2018; Ruder, 2017; Zhang and Weiss, 2016). We
propose to predict clinical information extraction
system annotations as an auxiliary task, and share
lower-level representations with the clinical coding
task through a jointly-trained model architecture.
We hypothesize that domain-knowledge embed-
ded in cTAKES will guide the shared layers of the
model architecture towards a more optimal repre-
sentation for the clinical coding task.

We formulate the auxiliary task as follows: given
each word-embedding or word-embedding span
in the input which cTAKES has assigned a code,
can the model predict the code assigned to it by
cTAKES?
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Token Representation AUC AP F1 R@k P@k
Model Concept Match No Match Macro Micro Macro Micro Macro Micro 8 15 8 15

Baseline (Mullenbach et al., 2018) Word Word 0.8892 0.9846 0.2492 0.5426 0.0796 0.5421 0.3731 0.5251 0.7120 0.5616
Dummy Concepts 0 Word 0.8876 0.9839 0.2119 0.5236 0.0732 0.5261 0.3634 0.5141 0.6943 0.5506
Concepts Only Word 0 0.7549 0.9626 0.0538 0.2487 0.0080 0.1961 0.2063 0.2880 0.4196 0.3197
Concepts Only, Concept Embeddings Concept 0 0.7534 0.9620 0.0552 0.2464 0.0086 0.1972 0.2058 0.2855 0.4200 0.3166
Augmentation Model (full replace) Concept Word 0.8846 0.9838 0.2242 0.5329 0.0691 0.5363 0.3688 0.5189 0.7048 0.5564

Table 3: Test set results of ablation experiments on the MIMIC-III dataset, using ICD9 concept annotations.

Token Representation AUC AP F1 R@k P@k
Model Concept Match No Match Macro Micro Macro Micro Macro Micro 8 15 8 15

Baseline (Mullenbach et al., 2018) Word Word 0.8892 0.9846 0.2492 0.5426 0.0796 0.5421 0.3731 0.5251 0.7120 0.5616
Dummy Concepts 0 Word 0.8472 0.9780 0.1461 0.4375 0.0413 0.4426 0.3202 0.4439 0.6234 0.4804
Concepts Only Word 0 0.8736 0.9817 0.2059 0.4518 0.0515 0.4295 0.3278 0.4583 0.6300 0.4903
Concepts Only, Concept Embeddings Concept 0 0.8739 0.9813 0.2019 0.4451 0.0519 0.4258 0.3247 0.4538 0.6254 0.4851
Augmentation Model (full replace) Concept Word 0.8744 0.9830 0.2221 0.5271 0.0724 0.5326 0.3675 0.5177 0.7022 0.5547

Table 4: Test set results of ablation experiments on the MIMIC-III dataset, using SNOMED concept annotations.

5.1 Method

We annotate the set of non-null ground-truth codes
output by cTAKES for document i in the training
data as {(ai,1, ci,1), (ai,2, ci,2), . . . , (ai,M , ci,M )},
where each anchor ai,m indicates the span of tokens
in the text for which concept ci,m is annotated, and
ci,m 6= ∅.

The loss term of the model is augmented to in-
clude the multi-class cross-entropy of predicting
the correct code for all annotated spans in the train-
ing batch:

L =
I∑

i=1

BCE(yi, ŷi)

+ λ

∑I
i=1

∑Mi
m=1− log p(ci,m | ai,m)

∑I
i=1Mi

where BCE(yi, ŷi) is the standard (binary cross-
entropy) loss from the baseline for the clinical
coding task, p(ci,m | ai,m) is the probability as-
signed by the auxiliary model to the true cTAKES-
annotated concept given word span ai,m as input, λ
is the hyperparameter to tradeoff between the two
objectives, and I is the number of instances in the
batch.

Because we use the auxiliary task as a “scaf-
fold” (Swayamdipta et al., 2018) for transferring
domain knowledge encoded in cTAKES’ rules into
the learned representations for the clinical coding
task, we must only run cTAKES and compute a for-
ward pass through the auxiliary module at training
time. At test-time, we evaluate only on the clini-
cal coding task, so the time complexity of model
inference remains the same as the baseline, an ad-
vantage of this architecture.
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Figure 5: The proposed architecture (for prediction on
a single document, i, and auxiliary supervision on a sin-
gle annotation, m). The bottom box illustrates the pre-
convolution model, and the top box post-convolution.
The architecture on the left is the baseline.

We model p(ci,m | ai,m) via a multi-layer per-
ceptron with a Softmax output layer to obtain a
distribution over the codeset, C. We additionally
experiment with a linear layer variant to combat
overfitting on the auxiliary task by reducing the ca-
pacity of this module. The input to this module is a
single vector, zi,m ∈ Rde , constructed by selecting
the maximum value over s word embeddings for
each dimension, where s is the length of the input
span.9 To facilitate information transfer between
the clinical coding and auxiliary task, we experi-
ment with tying both the randomly-initialized em-
bedding layer, X , and a higher-level layer of the

9While this is simple representation, we find that multi-
word concept annotations are rather rare, in which case zi,m

is equivalent to xi,m.
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AUC AP F1 R@k P@k
Shared Features Auxiliary Model Macro Micro Macro Micro Macro Micro 8 15 8 15

Baseline (Mullenbach et al., 2018) n/a 0.8892 0.9846 0.2492 0.5426 0.0796 0.5421 0.3731 0.5251 0.7120 0.5616
Pre-convolution MLP 0.8874 0.9839 0.2365 0.5390 0.0734 0.5376 0.3724 0.5235 0.7102 0.5597
Pre-convolution Linear Layer 0.8834 0.9838 0.2398 0.5412 0.0766 0.5414 0.3731 0.5265 0.7113 0.5633
Post-convolution MLP 0.7252 0.9619 0.0578 0.3002 0.0159 0.2966 0.2449 0.3417 0.4879 0.3748
Post-convolution Linear Layer 0.7562 0.9655 0.0606 0.3035 0.0123 0.2934 0.2461 0.3392 0.4900 0.3700

Table 5: Test set performance on the ICD9 coding task for λ = 1 and using ICD9 annotations.

Tagging Accuracy
Shared Features Auxiliary Model After one epoch After last epoch

Pre-convolution MLP 0.9343 0.9398
Pre-convolution Linear Layer 0.8940 0.9400
Post-convolution MLP 0.9102 0.9335
Post-convolution Linear Layer 0.7524 0.9341

Table 6: Dev set performance on the auxiliary task for
λ = 1 and using ICD9 annotations. Relatively high
task performance is achieved even after one epoch with
a simple model.

network (e.g. the outputs of the document-level
convolution layerH described in Section 3). See
Figure 5 for the model architecture.

5.2 Experiment and Results

Results are presented in Table 5 and Table 6 for
ICD9 annotations. Overall, the cTAKES span-
prediction task does more to hurt than help perfor-
mance on the main task. Tying the model weights at
a higher layer (post-convolution as opposed to pre-
convolution) results in worse performance, even
though the model fits the auxiliary task well. This
indicates either that the model may not have enough
capacity to adequately fit both tasks, or that the
cTAKES prediction task as formulated may actu-
ally misguide the clinical coding task slightly in
parameter search space.10

We additionally remark that increasing the
weight of the auxiliary task generally lowers per-
formance on the clinical coding task, and tuning λ
on the dev set does not result in more optimal per-
formance (we include results with λ = 1 here; see
Table 9 in the Appendix). Notably, for even very
small values of λ, we achieve very high validation
accuracy on the auxiliary task. This performance
does not change with larger weightings, indicating
that the auxiliary task may not be difficult enough
to result in effective knowledge transfer.11

10We found similar results using SNOMED annotations.
11While the models in Sections 4 did not introduce new

hyperparameters to the baseline architecture, hyperparameters
for this architecture were selected by human intuition. Room
for future work includes more extensive tuning (see Table 8 in
Appendix A).

6 Conclusion

Integrating existing clinical information extraction
tools with deep learning models is an important
direction for bridging the gap between rule-based
and learning-based methods. We have provided an
analysis of the quality of the widely-used clinical
concept annotator cTAKES when integrated into
a state-of-the-art text-based prediction model. In
two settings, we have shown that cTAKES does not
improve performance over raw text alone on the
clinical coding task. We additionally demonstrate
through error analysis and ablation studies that the
amount of word variation captured and the differen-
tiation between the named-entity recognition and
ontology-mapping tasks may affect cTAKES’ ef-
fectiveness.

While automated coding is one application area,
the models presented here could easily be ex-
tended to other downstream prediction tasks such
as patient diagnosis and treatment outcome predic-
tion. Future work will include evaluating newly-
developed clinical NER tools with similar func-
tionalities to cTAKES in our framework, which
can potentially serve as a means to evaluate the
effectiveness of newer systems vis-à-vis cTAKES.
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A Experimental Details

Data Following Mullenbach et al. (2018), we
use the same train/test/validation splits for the
MIMIC-III dataset, and concatenate all supplemen-
tal text for a patient discharge summary into one
record. We use the authors’ provided data pro-
cessing pipeline12 to preprocess the corpus. The
vocubulary includes all words occurring in at least
3 training documents. See Table 7 for descriptive
statistics of the dataset.

We construct a concept vocabulary for embed-
ding initialization following the same specification
as the word vocabulary: any concept which does
not occur in at least 3 training documents is re-
placed with an UNK token. Details on the size of
the vocabulary can be found in Table 8.

# training documents 47,723
# test documents 3,372
# dev documents 1,631

Mean # tokens per document 1,513.0
Mean # labels per document 16.09
Total # labels (L) 8,921

Table 7: Dataset Descriptive Statistics.

Training We train with the same specifications
as Mullenbach et al. (2018) unless otherwise spec-
ified, with dropout performed after concept aug-
mentation for the models in Sections 4, and early
stopping with a patience of 10 epochs on the pre-
cision at 8 metric, for a maximum of 200 epochs
(note that in the multi-task learning models the stop-
ping criterion is only a function of performance on
the clinical coding task). Unlike previous work, we
reduce the batch size to 12 in order to allow each
batch to fit on a single GPU, and we do not use
pretrained embeddings as we find this improves
performance. All models are trained on a single
NVIDIA Titan X GPU with 12,189 MiB of RAM.

We port the optimal hyperparameters reported in
Mullenbach et al. (2018) to our experiments. With
more extensive hyperparameter tuning, we may ex-
pect to see a potential increase in the performance
of our models over the baseline. See Table 8 for
hyperparameters and other details specific to our
proposed model architectures. All neural models

12https://github.com/jamesmullenbach/
caml-mimic/blob/master/notebooks/
dataproc_mimic_III.ipynb

are implemented using PyTorch13, and built on the
open-source implementation of CAML.14

Parameter Value

Vocabulary Size 51,917
SNOMED Concept Vocabulary (C) Size 20,775
ICD9 Concept Vocabulary (C) Size 1,529
Embedding Size (de) 100
Post-convolution Embedding Size (dc) 50
Dropout Probability 0.2
Learning Rate 0.0001
Attention Mechanism Hidden State Size 20
Attention Mechanism Activation Function ReLU
Auxiliary hidden layer size 700
Auxiliary activation function ReLU

Table 8: Model details.

B Concept Extraction

We build a custom dictionary from the UMLS
Metathesaurus that includes mappings from UMLS
CUIs to SNOMED-CT and ICD9-CM concepts.
We run the cTAKES annotator in advance of train-
ing for all 3 dataset splits using the resulting dic-
tionary, allowing us to obtain annotations for each
note in the dataset, and the positions of the anno-
tations in the raw text. Note that for the multi-
task learning experiments (Section 5), we only re-
quire annotations for training data. Annotating
the MIMIC-III datafiles using these specifications
takes between 4 and 5 hours for 3,000 discharge
summaries on a single CPU, and can be parallelized
for efficiency.

C Attention for Overlapping Concepts

We implement an attention mechanism (Bahdanau
et al., 2014) to compute a single concept embed-
ding φ(Cn) ∈ Rde when Cn = {c1, c2, . . . , cJ}
represents a set of concepts annotated at position
n instead of a single concept. Intuitively, we want
to more heavily weight those concepts in the set
which have the most similarity to the surrounding
text. We define a context vector for position n as:

vn = [xn−2,xn−1,xn+1,xn+2] ∈ R4de

The context is defined as the concatenated word
embeddings surrounding position n. We use a con-
text size of n+ /− 2, where 2 is a hyperparameter.
We choose to use a smaller value for computational
efficiency.

13https://github.com/pytorch/pytorch
14https://github.com/jamesmullenbach/

caml-mimic
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λ AUC AP F1 R@k P@k Auxiliary Tagging Accuracy
Macro Micro Macro Micro Macro Micro 8 15 8 15 After one epoch After last epoch

0.001 0.9002 0.9848 0.3129 0.5470 0.0704 0.5511 0.3902 0.5447 0.7164 0.5631 0.8888 0.9398
0.01 0.8954 0.9842 0.2885 0.5352 0.0636 0.5425 0.3843 0.5328 0.7088 0.5528 0.8938 0.9401
0.1 0.9000 0.9846 0.3145 0.5465 0.0689 0.5471 0.3909 0.5426 0.7183 0.5617 0.8940 0.9400
0.5 0.8934 0.9840 0.2892 0.5362 0.0624 0.5386 0.3844 0.5361 0.7089 0.5546 0.8941 0.9400
1 0.8975 0.9840 0.3087 0.5460 0.0668 0.5477 0.3886 0.5439 0.7169 0.5624 0.8940 0.9400
10 0.8979 0.9842 0.3122 0.5484 0.0678 0.5474 0.3908 0.5457 0.7182 0.5644 0.8940 0.9400
50 0.8939 0.9837 0.2982 0.5410 0.0638 0.5427 0.3855 0.5391 0.7111 0.5592 0.8940 0.9401
100 0.8913 0.9835 0.2943 0.5383 0.0632 0.5407 0.3849 0.5374 0.7096 0.5577 0.8940 0.9401
1000 0.8851 0.9827 0.2750 0.5260 0.0564 0.5309 0.3803 0.5290 0.7016 0.5491 0.8940 0.9401

Table 9: The effect of tuning λ on dev set performance on the ICD9 coding task, for the pre-convolution model
with a linear auxiliary layer and ICD9 annotations. We select λ = 1 for reporting test results; there isn’t a clear
value which produces strictly better performance.

We concatenate the word-context vector and
each concept embedding cj in Cn as [vn, φ(cj)] ∈
R5de , and pass it through a multi-layer perceptron
to compute a similarity score: f : R5de → R1. An
attention score for each cj is computed as:

αj =
exp(f(vn, φ(cj))∑J
k=1 exp(f(vn, φ(ck))

This represents the relevance of the concept to
the surrounding word-context, normalized by the
other concepts in the set. A final concept embed-
ding φ(Cn) ∈ Rde is computed as a linear combi-
nation of the concept vectors, weighted by their
attention scores:

φ(Cn) =
J∑

j=1

αj · φ(cj)

D Leveraging Ontological Graph
Structure

Following the methodology of Choi et al. (2017),
we experiment with learning higher-quality concept
representations using the hierarchical structure of
the ICD9 ontology. We replace concept embedding
φ(cn) with a learned linear combination of itself
and its parent concepts’ embeddings (see Figure 1).
For child concepts which are observed infrequently
or have poor representations, prior work has shown
that a trained model will learn to weight the par-
ent embeddings more heavily in the linear com-
bination. Because the parent concepts represent
more general concepts, they have most often been
observed more frequently in the training set and
have stronger representations. This also allows for
learned representations which capture relationships
between concepts. We refer the reader to Choi et al.
(2017) for details.

Figure 6: F1 on Test Data based on Frequency of Codes
in Training Data, where the metric is defined (’meca’
indicates the linear combination ICD9 augmentation
model).
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Abstract

Textual data are useful to access expert infor-
mation. Since the texts are representative of
distinct language uses, it is necessary to build
specific corpora in order to be able to design
suitable NLP tools. In some domains, such as
medical domain, it may be complicated to ac-
cess the representative textual data and their
semantic annotations, while there exists a real
need for providing efficient tools and methods.
In this paper, we present a corpus of 717 clin-
ical cases written in French. We manually an-
notated this corpus into four general categories
(age, gender, outcome, and origin) for a to-
tal number of 2,835 annotations. The values
of age, gender, and outcome have been nor-
malized. We also manually annotated a subset
of 70 files into 27 fine-grained categories, for
a total number of 5,198 annotations. In addi-
tion, we present a few basic experiments made
on those annotations in order to highlight their
usefulness.

1 Introduction

In Natural Language Processing (NLP), texts are
useful to access information, especially expert in-
formation. Nevertheless, the linguistic diversity
(type of narratives, common or specialized vo-
cabulary, regular or complex syntactic structures,
etc.) requires robust tools to access the infor-
mation present in those texts. In order to build
suitable NLP-based tools, to model linguistic el-
ements (machine-learning, word-embeddings), or
to produce gold standards for evaluating automatic
systems, texts are needed (Nadkarni et al., 2011).
However, due to privacy and ethical reasons, doc-
uments from specialized domains (e.g., clinical
notes or justice decisions) are not easily accessi-
ble unless authorization (Chapman et al., 2011).

When such data exist for the research, they are
generally limited to English language, such as the
MIMIC-III database (Johnson et al., 2016) and de-
rived corpora. For French language, the Quaero
medical corpus (Névéol et al., 2014) is composed
of a limited number of documents (13 documents
from the European Medicines Agency, 25 docu-
ments from the European Patent Organization) or
very short documents (2,500 Medline titles).

In order to make available documents con-
cerned by privacy issues, de-identification tech-
niques have been widely used to replace nomina-
tive data by plausible information (Meystre et al.,
2010; Kayaalp, 2017). Despite the recent im-
provements of these techniques, especially based
on artificial neural networks (Dernoncourt et al.,
2017), one can not assure that all nominative
data have been removed and humans must further
check those documents. Another solution relies
on the production of synthetic data (Lohr et al.,
2018). Originally, they were generated and used
to train OCR systems for handwriting recognition
(Doermann and Yao, 1995). They are now used
when original data are missing or to provide more
data, despite their artificial character (Eger et al.,
2019). Besides, whether the texts are de-identified
or artificially generated, their linguistic specificity
will have an impact on further designed NLP rule-
based and statistically-based approaches.

In this paper, we present the semantic annota-
tions we made on a corpus of clinical cases writ-
ten in French by domain experts. Since this cor-
pus is composed of already published and freely
accessible clinical cases, our aim is to make this
annotated corpus available for the research. In or-
der to present the usefulness of those annotations,
we present a few basic experiments we made.
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2 Corpus and annotation guidelines

2.1 Corpus
In the clinical domain, in order to overcome the
privacy and ethical issues when working on elec-
tronic health records, one solution consists in us-
ing clinical case reports. Indeed, it is quite com-
mon to find freely available publications from sci-
entific journals which report in clinical cases of
real de-identified or fake patients. Such clinical
cases are usually published and discussed to im-
prove medical knowledge (Atkinson, 1992) of col-
leagues and medical students. One may find sci-
entific journals specifically dedicated to case re-
ports, such as the Journal of Medical Case Reports
launched in 2006 (Rison et al., 2017). Clinical
cases consist of a detailed and hierarchically struc-
tured description of history, signs and symptoms,
diseases, tests, treatments, follow-up and outcome
of a given patient or of a cohort of patients (Rison,
2013). As pinpointed by Lysanets et al. (2017),
clinical cases are composed of linguistic particu-
larities which constitute a specific genre of medi-
cal texts: active voice sentences, past simple tense,
personal pronouns, and modal verbs. Beyond this
warning, they represent both an available and use-
ful clinical content, especially for the NLP com-
munity for which the access to EHRs is becoming
harder and harder.

We assume that this new orientation to tackle
the medical data accessibility problem may be-
come popular in the years to come within the
biomedical domain. Let’s for instance mention the
work by Satomura and Amaral (1992), which pro-
duced back in 90’s an automatic system designed
for the indexing of clinical cases with ICD-9
codes. These clinical cases written in English have
been extracted from the New England Journal of
Medicine and permitted the researchers to develop
their NLP system and to test it. More recently,
Gurulingappa et al. (2012) produced a benchmark
corpus composed of 3,000 clinical case reports in
English, which has been then annotated into sev-
eral categories (drug, dosage, and adverse effects),
and relationships among them in order to provide
mentions of adverse drug reactions.

The corpus we present in this work is composed
of 717 clinical case reports written in French (see
table 1 for general statistics). These cases have
been previously published and are freely acces-
sible. The cases from scientific literature often
go with their discussion and keywords. In this

work, we only focus on the clinical case descrip-
tion. This set has been manually annotated with
general and fine-grained information, which is de-
scribed in the two following sections. This cor-
pus is part of a larger and yet growing corpus,
which currently contains over 4,100 clinical cases
(Grabar et al., 2018).

Element Number
Documents 717
Sentences 1,124
Words (occurrences) 26,787
Words (forms) 5,030

Table 1: General statistics on the corpus annotated in
this work

2.2 Annotations of general information
We considered four general categories of informa-
tion for the annotation. They are related to de-
mographic data (age and gender) and to medical
data (the starting medical problem or origin and
the outcome). Most of the clinical cases describe
the clinical events of one patient. Yet, some clin-
ical cases may be dedicated to the description of
several patients, in which case, all relevant infor-
mation are annotated for each patient. For this rea-
son, the total number of annotations may be higher
than the number of clinical cases. For three out
of four categories, the values are normalized and
taken from finite sets:

• Age ∈ N: numerical value rounded in years;
age in letters is converted into numerical
value;

• Gender ∈ { feminine, masculine };

• Outcome ∈ { recovery, improvement, stable
condition, worsening, death }.

Besides, when several ages are given for the same
patient, only the age at the moment of the main
clinical event is considered. For the category Ori-
gin, the values correspond to text spans describing
the initial medical problem.

Two scientists with a biomedical computer sci-
ence background created the annotations indepen-
dently, and then elaborated consensual annota-
tions. Hence, all spans of text providing the ex-
pected information were annotated. For the cat-
egory origin, the most inclusive text spans have
been chosen.
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2.3 Annotations of fine-grained information

The corpus has also been enriched with fine-
grained annotations of entities concerning physi-
ology, surgery, diseases, drugs, temporal data, lab
and exam results. The annotations are based on the
semantic types from the UMLS (Lindberg et al.,
1993), on existing annotation guidelines such as
the I2B2 NLP Challenges (Uzuner et al., 2010,
2011), and on medical entities from our corpus.
We provide those annotations as a basis for sev-
eral NLP tasks such as information extraction or
automatic classification based on clinical entities.

In this section, we present the guidelines we de-
fined. For each category, we give a definition and
a few examples from the corpus.

2.3.1 Physiology
Body measurements: weight (71.8 kg), size
(165 cm), and body surface area (1.81 m2)

Vital signs: temperature (38.2 oC), and physio-
logical liquid mentions (blood, urine)

Biology: anatomical parts (left lung, thyroid),
localization of procedures or diseases (arterial,
pulmonary), and biological functions (pregnancy,
pulse)

2.3.2 Surgery
These categories are related to the surgery:

Medical speciality including the types of medi-
cal units (oncology, surgical care units).

Tests including names of tested elements (radio-
graphy, biological check-up, blood pressure)

Surgical treatments: treatments done by physi-
cians (chemotherapy, resection)

Surgical approach: access used by the physi-
cian (apical access)

Medical devices used by patients or by physi-
cians (drainage, mask, sensor)

2.3.3 Diseases
We considered four types of disease-related infor-
mation:

Pathology: mentions of diseases or diseased
condition (acute lymphoblastic leukemia, tumor)

Signs or symptoms which are not chronic dis-
eases (cough, fever, headache, hypertension)

Biological organism: bacteria and infectious or-
ganisms (escherichia coli, group B streptococcus)

Nature: indication of quality (qualifying adjec-
tives, grade) for diseases, signs and symptoms
(pT2 G1 carcinoma, benign cyst)

2.3.4 Drugs
Pharmaceutical class or family of drugs (an-
tibiotic, anticoagulant, anti-vitamin K)

Substance: commercial and generic drug names
or generic substance (acetaminophen, ferrous sul-
phate)

Concentration of molecules in drugs (10%,
5 mg/ml)

Mode of administration (intravenous, oral
route, by nebulization)

Dose: composed of value and unit for drug dose
(0.5 mg, four doses, one to two pills, three million
units) or rates (5 mg/kg). If a dose was changed
according to a past condition, the modification is
annotated among two normalized values (increase,
decrease)

2.3.5 Temporal data
Date: absolute and relative dates (January 2005)

Moment: moment of a day for drug intake or
surgical intervention (at bedtime, the morning) or
specific time during the hospital stay (at D1-D2)

Duration especially for treatments and diseases
(since 10 years, for four weeks)

Frequency for intakes, diseases, signs and
symptoms (once a day, if needed, chronic, every
two weeks)

2.3.6 Lab and exam results
This category is related to all numerical values
from lab results (105/80 mm Hg, 68 bpm) and anal-
ysis result from examination (e.g., normal for
imaging or palpation).

2.4 Additional information

Some categories are annotated with additional in-
formation.

2.4.1 Linguistic annotations
Similarly to Uzuner et al. (2011), we added asser-
tion values among the six tags possible: present,
absent, associated to someone else, conditional,
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hypothetical, possible. Present : default value; Ab-
sent : element planned but not realized; Condi-
tional : element that can occur under certain cir-
cumstances; Hypothetical : element that may oc-
cur in the future; Possible: element that may oc-
cur; Associated to someone else: element con-
cerning family or acquaintances. Assertions may
be used for the annotation of the Pathology, Signs
and Symptoms, Tests, and Treatments categories.

2.4.2 Medical information
Linguistic interpretation: With Substances and
Weight, if the medication or the weight change ac-
cording to their previous values, this modification
is annotated according to two normalized values:
stop and titration for Substances, and gain and
loss for Weight.

Medical interpretation: For lab results (e.g.,
blood pressure) and physiological data (tempera-
ture), if values can be compared to known ranges
(external medical knowledge), three normalized
levels are used (high, normal, low) in order to pro-
vide a better comprehension of those values.

3 Annotated corpus

3.1 Inter-annotator agreement

The inter-annotator agreement is computed with
Cohen’s κ, and with Precision, Recall and F-
measure values (Sebastiani, 2002).

General information We computed inter-
annotator agreement scores on the normalized
values for general information: Age, Gender and
Outcome, and on the annotated text spans for
Origin. We achieved excellent agreements for
Age and Gender (κ=0.939), differences being
due to omissions; poor agreement for Outcome
(κ=0.369) due to differences of interpretation
between close values (e.g., recovery vs. im-
provement for long-term diseases); and very low
agreement for Origin (κ=-0.762) since spans of
text were often distinct between annotators. As
stated by Grouin et al. (2011), the κ metric is not
well suited for annotations of text since it relies
on a random baseline for which the number of
units that may be annotated is hard to define.
As a consequence, the classical F-measure is
often used as an approximation of inter-annotator
agreement. In the following experiments, we
present the inter-annotator agreements through
Precision, Recall, and F-measure.

Outcome The outcome value is complex
since differences between recovery and improve-
ment may imply more knowledge than the infor-
mation presented in the clinical case. As an exam-
ple, for a patient presenting arterial hypertension
at the consultation, do we consider a “recovery” or
an “improvement” when clinicians indicate a com-
plete remission 18 months after the intervention?
Can we consider a recovery for a remission? Is a
period of eighteen months sufficient to take a de-
cision? If no tumor recurrence after fifteen months
of decline is considered, since a tumor may appear
again, can we still consider a “recovery”?

At last, we made a difference between cancers
or malign tumors (“improvement”) and benign tu-
mors or other diseases (“recovery”). For chronic
diseases, we only considered an “improvement”.

Fine-grained categories In Table 2, we indicate
the inter-annotator agreement for the main cate-
gories from fine-grained annotations on a subset
of 70 clinical cases we annotated in duplicate.

Category P R F
Anatomy 0.5660 0.8511 0.6799
Concentration 0.5714 0.2857 0.3810
Date 0.7042 0.2747 0.3953
Devices 0.3151 0.8519 0.4600
Dose 0.3744 0.8913 0.5273
Duration 0.7500 0.5816 0.6552
Examen. 0.4260 0.8267 0.5623
Function 0.5135 0.2879 0.3689
Frequency 0.5597 0.8824 0.6849
Localisation 0.4328 0.8056 0.5631
Mode 0.5563 0.8778 0.6810
Pathology 0.2596 0.6116 0.3645
SOSY 0.5567 0.6888 0.6157
Specialty 0.3077 0.2051 0.2462
Substance 0.5950 0.7163 0.6500
Treatment 0.5378 0.4054 0.4623
Overall 0.4426 0.6924 0.5400

Table 2: Inter-annotator agreement for the main cate-
gories (fine-grained annotations) on the 70 files dataset

We observe that the categories yield better Re-
call than Precision, which means that similar units
are annotated by the two annotators. Yet, Preci-
sion values are often lower because the units may
correspond to different text spans. The average
agreement in terms of F-measure is 0.5400. This
first round of fine-grained annotations permitted
to elaborate strong annotation guidelines, which
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Physiology
Numerical

Body measurements Vital signs Biology
Values

Weight Size Surface Temp. Liquid Anatomy Local. Function
8 5 3 5 47 424 603 37 310

Surgery Diseases
Speciality Tests Treatm. Access Devices Pathology SOSY Organism Nature

26 784 251 20 73 285 803 11 192
Drugs Temporal

Class Substance Conc. Mode Dose Date Moment Duration Frequency
44 437 14 142 219 71 174 76 134

Table 3: Number of annotations for each fine-grained category within the subset of 70 files. (Temp.=temperature,
Local.=localization, Treatm.=surgical treatments, Access=surgical approach, SOSY=signs or symptoms,
Class=pharmaceutical class, Conc.=concentration)

is being applied to the whole set of 717 clinical
cases. We expect that the further annotations will
provide with better inter-annotator agreement.

3.2 Statistics

Table 3 indicates the number of annotations for
each fine-grained category based on a subset of
70 cases. The total number of annotations is 5,198,
which gives on average 74.3 annotations per case.

As shown on figure 1, all fine-grained categories
have not been used in each file. Six categories are
mainly used in the dataset of 70 files: Test (an-
notations found in 95.7% of all files), Localisa-
tion (90.0%), Sign or Symptom (78.6%), Anatomy
(75.7%), Pathology (72.9%), and Surgical Treat-
ment (68.6%).

Surface
Temperature

Access
Size

Organism
Concentration

Weight
Dose

Specialty
Date

Mode
Frequency

Function
Class

Device
Liquid
Nature

Moment
Substance

Duration
Value

Treatment
Pathology
Anatomy

SOSY
Localisation

Test

4.3
5.7
5.7
7.1
7.1
7.1
10

18.6
20
22.9
24.3
24.3
24.3
24.3
25.7
27.1
31.4
32.9

42.9
47.1

55.7
68.6
72.9
75.7
78.6

90
95.7

Figure 1: Distribution of fine-grained annotations in the
dataset of 70 files (percentage)

Physiological information (body measurements
and vital signs) are found in a few number of files
(less than 10% of files from the dataset). Since
those types of information are useful for a limited
number of pathologies or signs or symptoms, they
have been found in few documents.

Table 4 presents the final number of annotations
on the four general categories and their distribu-
tion on the whole dataset of 717 files. Since a few
clinical cases describe several patients (either a co-
hort of patients or a pathology affecting several
patients), the total number of annotations may be
higher than the total number of files in the corpus.
This has been observed for Gender and Origin.

Category # Distribution
Age 717 from new born to 98 y.o.
Gender 727 317 feminine, 410 masculine
Outcome 678 227 recovery, 256 improve-

ment, 55 stable, 23 worsen-
ing, 117 death

Origin 722 722 distinct spans of text

Table 4: Number of mentions for the general informa-
tion annotations on the whole dataset of 717 files

Nevertheless, apart from the Gender category,
other general annotations are not found in all files:
Origin is present in 716 files (99.9% of files), Age
in 698 files (97.4%), and Outcome in 675 files
(94.1%). Annotations are missing when it was not
possible to identify the information.

3.3 Annotated clinical case report
Figure 2 shows the following clinical case: A
73-year-old woman who had only one child by
caesarean section, but had for several years a

277



06/05/2019 11)41brat

Page 1 sur 1http://127.0.0.1)8001/index.xhtml#/deft2019/70-fichiers_cg-propa/filepdf-6-4-cas

Femme de 73 ans n'ayant eu qu'un seul enfant par césarienne, mais présentant depuis plusieurs années un prolapsus de stade III 

totalement négligé par la patiente. Elle est en insuffisance rénale obstructive avec une urée sanguine à 10 mmol/l de sérum. Sur 

l'urographie intraveineuse, on note une dilatation urétéropyélocalicielle bilatérale très importante. La tension artérielle est de 12/8. 

La mise en place d'un pessaire améliore très rapidement la situation puisque quatre jours plus tard, l'urée sanguine est à 6,4 mmol/l. 
La patiente refuse tout geste chirurgical complémentaire et elle est ensuite perdue de vue.

genre [féminin] âge traitement durée pathologie

LOC natureSOSY

origine

examen valeur [haut]

examen localisation SOSY localisation nature examen VAL [normal]

dispositif issue [amélioration] moment examen valeur [normal]

1

brat/deft2019/70-fichiers_cg-propa/filepdf-6-4-cas

Figure 2: Annotated case report. General information includes the following tags: genre (gender), âge (age),
origine (origin), issue (outcome). Other tags are related to fine-grained information. Normalized values appear
between square brackets (feminine gender, high or normal values, improvement outcome)

stage III prolapse totally neglected by the pa-
tient. She is in obstructive renal failure with blood
urea at 10 mmol/l serum. On the intravenous
urography, we notice a very significant bilateral
ureteropyelocaliceal dilation. The blood pressure
is 12/8. The pessary placement very quickly im-
proves the situation since four days later, the blood
urea is 6.4 mmol/l. The patient refuses any addi-
tional surgery and is then lost to follow-up. The
case is annotated with general and fine-grained
information. Elements in square brackets corre-
spond to normalized tags: feminine (“féminin”)
for gender, high (“haut”) and normal for values,
and improvement (“amélioration”) for outcome.

3.3.1 Types of information in the typical
clinical case report

This case report is composed of several parts, an-
notated as follows:

• general description with patient history:
gender (woman, “femme”); age (73-year-
old, “73 ans”); surgical treatment (cae-
sarean, “césarienne”); duration (for several
years, “depuis plusieurs années”); pathology
(stage III prolapse, “prolapsus de stade III”)

• origin of consultation, tests and results:
origin (obstructive renal failure, “insuffi-
sance rénale obstructive”), composed of
three elements: sign or symptom (fail-
ure, “insuffisance”), localization (renal,
“rénale”), and nature (obstructive, “obstruc-
tive”); three tests (blood urea, “urée san-
guine”, blood pressure, “tension artérielle”,
urography, “urographie”) with lab results
(10 mmol/l, 12/8, 6.4 mmol/l) and local-
ization (intravenous, “intraveineuse”); sign
or symptom (dilation, “dilatation”) with

localization (bilateral ureteropyelocaliceal,
“urétéropyélocalicielle bilatérale”) and na-
ture (very significant, “très importante”)

• surgical treatment and issue: medical device
(pessary, “pessaire”); outcome (very quickly
improves the situation, “améliore très rapi-
dement la situation”); moment (four days
later, “quatre jours plus tard”)

• follow-up: no annotation in this clinical case

We observe the types of information contained in
clinical case reports are similar to those typically
provided by patient health documents in hospitals.

3.3.2 Distribution of annotations

Columns two and three from Table 4 indicate that
general information are found in all clinical cases.
For gender and origin, the number of annotations
if higher than the number of clinical cases because
several people are described in some cases (gen-
der), and because several origins of consultation
may be indicated (namely, several signs or symp-
toms).

From Table 3, one can observe a very imbal-
anced number of annotations per category. The
main categories are: signs or symptoms (15.4%),
tests (15.1%), localizations (11.6%), substances
(8.4%), and anatomical parts (8.2%). The number
of signs and symptoms mentions are three times
higher than annotations of diseases (5.5%). Small
categories are related to specific data (especially
body measurements and vital signs) that are indi-
cated in a limited number of cases. This may cor-
respond to the average difference with the clinical
patient reports.
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4 Experiments and analysis

The annotated corpus has been exploited to per-
form similar annotations automatically and for
their evaluation. Our aim is to verify the adequate-
ness of the annotations for this information extrac-
tion task, as well as to serve as baseline for future
work. We specify we do not aim to provide new
methods, nor to improve existing systems, but to
present a few use cases that may be done on the
annotations presented in section 2.

4.1 Linguistic analysis

Syntax. Depending on the outcome observed in
clinical cases, we studied the distribution of a few
verbal tenses based on the POS annotations pro-
vided by the TreeTagger system (Schmid, 1994).
As presented in Table 5, past perfect is the main
tense for death outcome while present is the main
tense for both improvement and stable condition
outcomes. Conversely, we observe no future tense
in case reports concerned by death.

Verbal tense R I S W D
future 0.01 0.01 0.01 0.02 0.00
imperfect 0.19 0.15 0.12 0.13 0.16
past perfect 0.41 0.41 0.41 0.41 0.45
present 0.23 0.29 0.29 0.24 0.26

Table 5: Percentage of verbal tenses use depending
on the outcome value (R=recovery, I=improvement,
S=stable, W=worsening, D=death)

Table 6 presents the distribution of demonstra-
tive pronouns (PRO:dem) vs. personal pronouns
(PRO:per) depending on the outcome. We observe
that impersonal linguistic constructions are mainly
used for stable condition outcomes (less personal
pronouns and more demonstrative pronouns) than
in other outcome types, as if the uncertainty of the
stable condition (no improvement nor worsening)
would prevent from a too much personal represen-
tation of the case.

POS tag R I S W D
PRO:dem 0.19 0.19 0.24 0.21 0.18
PRO:per 0.52 0.50 0.47 0.48 0.51

Table 6: Percentage of types of pronoun use
(PRO:dem=demonstrative, PRO:per=personal)
depending on the outcome value (R=recovery,
I=improvement, S=stable, W=worsening, D=death)

Semantics. Table 7 presents the main elements
annotated as anatomical parts, pathologies, signs
or symptoms, and surgical treatments depending
on the gender. The observed differences of med-
ical entities mainly highlight differences due to
anatomical parts specific to men or women, or to
distinct prevalences of pathologies. We observe
less differences in surgical treatments than in other
categories.

Category F/M Annotated spans

Anatomy
F kidney, bladder, torso
M testicle, bladder, prostate

Pathology

F
acute pyelonephristis, ade-
nocarcinoma, carcinoma,
edema, mydriasis, tumor

M
adenocarcinoma, fistula,
rhabdomyosarcoma, tuber-
culosis, tumor, ulcer

Signs or
F

dilation, hematuria, hyper-
sensitivity, lesion, mass,
pain, rash, stone, vomiting

Symptoms
M

fever, infection, lesion, mass,
nodule, pain, pneumonia, re-
lapse, retention, trouble

Treatments

F
chemotherapy, curettage,
desensitization, exeresis,
lumpectomy, nephrectomy

M

ablation, chemotherapy,
clamping, desensitization,
exeresis, orchiectomy,
plasma exchange, resection

Table 7: Most used anatomical parts, pathologies, signs
or symptoms, and surgical treatments depending on the
gender (F=feminine, M=masculine)

4.2 Information extraction

The information extraction experiments rely on
the Wapiti tool (Lavergne et al., 2010) that im-
plements linear chain CRF (Lafferty et al., 2001).
We trained a model on the 16 fine-grained cat-
egories presented in Table 2, through a 10 fold
cross-validation process, using a l1 regularization.
We used the following features: unigrams and
bigrams of tokens, number of characters, typo-
graphic case, presence of punctuation and digit,
Soundex code1 value of each token, relative po-
sition of token within the document (beginning,
middle, end), POS tags from the TreeTagger sys-

1https://en.wikipedia.org/wiki/Soundex
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tem (Schmid, 1994) and syntactic chunks based on
those tags, presence of the token in a dictionary
of 251k inflected forms for French, and cluster id
(120 classes) of each token using the clustering
algorithm from Brown et al. (1992) implemented
by Liang (2005). The results that we achieved are
presented in table 8. Overall, we obtain 0.76 Pre-
cision, 0.45 Recall and 0.67 F-measure.

Category P R F
Anatomy 0.7260 0.4823 0.5795
Concentration 0.5000 0.0714 0.1250
Date 1.0000 0.4507 0.6214
Devices 0.3077 0.0548 0.0930
Dose 0.7805 0.5818 0.6667
Duration 0.9545 0.2692 0.4200
Examen. 0.8308 0.6303 0.7168
Function 0.8889 0.2162 0.3478
Frequency 0.9630 0.1955 0.3250
Localisation 0.7812 0.5795 0.6654
Mode 0.8929 0.5245 0.6608
Pathology 0.5918 0.2086 0.3085
SOSY 0.6067 0.3639 0.4549
Specialty 1.0000 0.3846 0.5556
Substance 0.8490 0.3721 0.5175
Treatment 0.8190 0.3785 0.5177
Overall 0.7640 0.4492 0.5658

Table 8: Results achieved using a CRF through a 10
folds cross-validation

5 Discussion

Corpus. One contribution of this work is related
to the availability of the annotated corpus from the
medical domain for French. We based our annota-
tion schema on both existing ones (semantic types
from the UMLS, i2b2 NLP Challenges) and on
types of elements found in our corpus. This an-
notated corpus will be made available for the re-
search purposes and may be of interest for several
NLP tasks related to the biomedical domain: in-
formation extraction, relationships identification,
classification, discourse analysis, temporality, etc.

Human annotations vs. CRF. We observed
that results obtained by the designed CRF sys-
tem are in line with results obtained by humans
when annotating the corpus. More specifically,
while humans were producing the gold standard,
they had to deal with categories harder to process
than others. We also observe that those categories

are generally difficult to retrieve and annotate with
the CRF model as well: Concentration (F=0.38
vs. 0.13), Function (F=0.37 vs. 0.35), and Pathol-
ogy (F=0.36 vs. 0.31). An explanation is the lack
of regularity (for the CRF system) and ambiguous
content w.r.t. content from other categories.

Yet, two categories considered as hard for hu-
mans yielded better results than expected with the
CRF model: Specialty (F=0.25 vs. 0.56) and
Dates (F=0.40 vs. 0.67). The differences observed
between humans which produce those bad results
were mainly due to omissions. Conversely, hu-
mans outperformed the CRF model on Frequency
(F=0.68 vs. 0.33), Duration (F=0.66 vs. 0.42),
and Devices (F=0.46 vs. 0.09). Those categories
are composed of distinct elements with low fre-
quencies of use which are complex to process for
a probability-based system, but basic for humans.

As future work, we plan to continue the fine-
grained annotation of the whole corpus. We also
plan to define relationships between the existing
entities, in order to provide annotations of rela-
tions. Despite the absence of relationships anno-
tations, the corpus can still serve to perform unsu-
pervised experiments. Such results may be used
for automatic pre-annotation of relationships, in
order to make it easier the human annotation work.

6 Conclusion

In this paper, we presented a corpus composed
of 717 medical clinical case reports, written in
French, with two levels of annotations (general
and fine-grained annotations). Our annotation
schema is composed of four general categories
(age, gender, outcome, origin) for a total of
2,835 annotations, and 27 fine-grained categories
dealing with five domains (physiology, surgery,
diseases, drugs, temporal) for a total of 5,198 an-
notations on a subset of 70 files. For certain cat-
egories, the annotations are provided under a nor-
malized format (age, gender, outcome) while other
categories are associated with additional informa-
tion based on a human judgement, either of lin-
guistic nature (assertions, change of conditions)
or medical nature (lab results compared to known
ranges). The corpus and its annotations will be
made available for the research. We expect that the
availability of this corpus may boost the research
on biomedical textual data in French, and provide
the domain with more robust and stable tools lead-
ing to a better reproducibility of the results.
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Aurélie Névéol, Cyril Grouin, Jeremy Leixa, So-
phie Rosset, and Pierre Zweigenbaum. 2014. The
QUAERO French medical corpus: A ressource for
medical entity recognition and normalization. In
Proc of BioTextMining Work, pages 24–30.

Richard A Rison. 2013. A guide to writing case reports
for the journal of medical case reports and biomed
central research notes. J Med Case Rep, 7:239.

281



Richard A Rison, Jennifer Kelly Shepphird, and
Michael R Kidd. 2017. How to choose the best jour-
nal for your case report. J Med Case Rep, 11:198.

Yoichi Satomura and Marcio Biczyk Do Amaral. 1992.
Automated diagnostic indexing by natural language
processing. Med Inform, 17(3):149–63.

Helmut Schmid. 1994. Probabilistic part-of-speech
tagging using decision trees. In Proc of Interna-
tional Conference on New Methods in Language.

F Sebastiani. 2002. Machine learning in automated text
categorization. ACM Computing Surveys, 34(1):1–
47.
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Abstract

A large percentage of medical information is
in unstructured text format in electronic med-
ical record systems. Manual extraction of
information from clinical notes is extremely
time consuming. Natural language process-
ing has been widely used in recent years for
automatic information extraction from med-
ical texts. However, algorithms trained on
data from a single healthcare provider are not
generalizable and error-prone due to the het-
erogeneity and uniqueness of medical docu-
ments. We develop a two-stage federated nat-
ural language processing method that enables
utilization of clinical notes from different hos-
pitals or clinics without moving the data, and
demonstrate its performance using obesity and
comorbities phenotyping as medical task. This
approach not only improves the quality of a
specific clinical task but also facilitates knowl-
edge progression in the whole healthcare sys-
tem, which is an essential part of learning
health system. To the best of our knowledge,
this is the first application of federated ma-
chine learning in clinical NLP.

1 Introduction

Clinical notes and other unstructured data in plain
text are valuable resources for medical informat-
ics studies and machine learning applications in
healthcare. In clinical settings, more than 70% of
information are stored as unstructured text. Con-
verting the unstructured data into useful structured
representations will not only help data analysis but
also improve efficiency in clinical practice (Jagan-
nathan et al., 2009; Kreimeyer et al., 2017; Ford
et al., 2016; Demner-Fushman et al., 2009; Murff
et al., 2011; Friedman et al., 2004). Manual ex-
traction of information from the vast volume of
notes from electronic health record (EHR) systems
is too time consuming.

To automatically retrieve information from
unstructured notes, natural language processing
(NLP) has been widely used. NLP is a subfield
of computer science, that has been developing
for more than 50 years, focusing on intelligent
processing of human languages (Manning et al.,
1999). A combination of hard-coded rules and
machine learning methods have been used in the
field, with machine learning currently being the
dominant paradigm.

Automatic phenotyping is a task in clinical NLP
that aims to identify cohorts of patients that match
a predefined set of criteria. Supervised machine
learning is curently the main approach to pheno-
typing, but availability of annotated data hinders
the progress for this task. In this work, we con-
sider a scenario where multiple instituitions have
access to relatively small amounts of annotated
data for a particular phenotype and this amount is
not sufficient for training an accurate classifier. On
the other hand, combining data from these institu-
tions can lead to a high accuracy classifier, but di-
rect data sharing is not possible due to operational
and privacy concerns.

Another problem we are considering is learn-
ing patient representations that can be used to train
accurate phenotyping classifiers. The goal of pa-
tient representation learning is mapping the text of
notes for a patient to a fixed-length dense vector
(embedding). Patient representation learning has
been done in a supervised (Dligach and Miller,
2018) and unsupervised (Miotto et al., 2016) set-
ting. In both cases, patient representation learn-
ing requires massive amounts of data. As in the
scenario we outlined in the previous paragraph,
combining data from several institutions can lead
to higher quality patient representations, which
in turn will improve the accuracy of phenotyping
classifiers. However, direct data sharing, again, is
difficult or impossible.
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To tackle the challenges we mentioned above,
we developed a federated machine learning
method to utilize clinical notes from multiple
sources, both for learning patient representations
and phenotype classifiers.

Federated machine learning is a concept that
machine learning models are trained in a dis-
tributed and collaborative manner without cen-
tralised data (Liu et al., 2018a; McMahan et al.,
2016; Bonawitz et al., 2019; Konečnỳ et al., 2016;
Huang et al., 2018; Huang and Liu, 2019). The
strategy of federated learning has been recently
adopted in the medical field in structured data-
based machine learning tasks (Liu et al., 2018a;
Huang et al., 2018; Liu et al., 2018b). However,
to the best of our knowledge, this work is the first
time a federated learning strategy has been used in
medical NLP.

We developed our two-stage federated natu-
ral language processing method based on previ-
ous work on patient representation (Dligach and
Miller, 2018). The first stage of our proposed fed-
erated learning scheme is supervised patient rep-
resentation learning. Machine learning models are
trained using medical notes from a large number of
hospitals or clinics without moving or aggregating
the notes. The notes used in this stage need not be
directly relevant to a specific medical task of in-
terest. At the second stage, representations from
the clinical notes directly related to the phenotyp-
ing task are extracted using the algorithm obtained
from stage 1 and a machine learning model spe-
cific to the medical task is trained.

Clinicians spend a significant amount of time
reviewing clinical notes. This time can be saved
or reduced with reasonably designed NLP tech-
nologies. One such task is phenotying from med-
ical notes. In this study, we demonstrated, using
phenotyping from clinical note as a clinical task
(Conway et al., 2011; Dligach and Miller, 2018),
that the method we developed will make it possi-
ble to utilize notes from a wide range of hospitals
without moving the data.

The ability to utilize clinical notes distributed
at different healthcare providers not only benefits
a specific clinical practice task but also facilitates
building a learning healthcare system, in which
meaningful use of knowledge in distributed clin-
ical notes will speed up progression of medical
knowledge to translational research, tool develop-
ment, and healthcare quality assessment (Fried-

man et al., 2010; Blumenthal and Tavenner, 2010).
Without the needs of data movement, the speed of
information flow can approach real time and make
a rapid learning healthcare system possible (Slut-
sky, 2007; Friedman et al., 2014; Abernethy et al.,
2010).

2 Methods

2.1 Study Cohorts

Two datasets were used in this study. The MIMIC-
III corpus (Johnson et al., 2016) was used for
representation learning. This corpus contains in-
formation for more than 58,000 admissions for
more than 45,000 patients admitted to Beth Is-
rael Deaconess Medical Center in Boston between
2001 and 2012. Relevant to this study, MIMIC-
III includes clinical notes, ICD9 diagnostic codes,
ICD9 procedure codes, and CPT codes. The
notes were processed with cTAKES1 to extract
UMLS2 unique concept identifiers (CUIs). Fol-
lowing the cohort selection protocol from (Dligach
and Miller, 2018), patients with over 10,000 CUIs
were excluded from this study. We obtained a co-
hort of 44,211 patients in total.

The Informatics for Integrating Biology to the
Bedside (i2b2) Obesity challenge dataset was used
to train phenotyping models (Uzuner, 2009). The
dataset consists of 1237 discharge summaries from
Partners HealthCare in Boston. Patients in this co-
hort were annotated with respect to obesity and
its comorbidities. In this study we consider the
more challenging intuitive version of the task. The
discharge summaries were annotated with obe-
sity and its 15 most common comorbidities, the
presence, absence or uncertainty (questionable) of
which were used as ground truth label in the phe-
notyping task in this study. Table 1 shows the
number of examples of each class for each phe-
notype. Thus, we build phenotyping models for
16 different diseases.

2.2 Data Extraction and feature choice

At the representation learning stage (stage 1), all
notes for a patient were aggregated into a single
document. CUIs extracted from the text were used
as input features. ICD-9 and CPT codes for the
patient were used as labels for supervised repre-
sentation learning.

1https://ctakes.apache.org
2https://www.nlm.nih.gov/research/

umls/
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Table 1: i2b2 cohort of obesity comorbidities

Disease #Absence #Presence #Questionable
Asthma 86 596 0
CAD 391 265 5
CHF 308 318 1
Depression 142 555 0
Diabetes 473 205 5
GERD 144 447 1
Gallstones 101 609 0
Gout 94 616 2
Hypercholesterolemia 315 287 1
Hypertension 511 127 0
Hypertriglyceridemia 37 665 0
OA 117 554 1
OSA 99 606 8
Obesity 285 379 1
PVD 110 556 1
Venous Insufficiency 54 577 0

At the phenotyping stage (stage 2), CUIs ex-
tracted from the discharge summaries were used as
input features. Annotations of being present, ab-
sent, or questionable for each of the 16 diagnoses
for each patient were used as multi-class classifi-
cation labels.

2.3 Two-stage federated natural language
processing of clinical notes

We envision that clinical textual data can be use-
ful in at least two ways: (1) for pre-training patient
representation models, and (2) for training pheno-
typing models.

In this study, a patient representation refers to a
fixed-length vector derived from clinical notes that
encodes all essential information about the patient.
A patient representation model trained on massive
amounts of text data can be useful for a wide range
of clinical applications. A phenotyping model, on
the other hand, captures the way a specific medical
condition works, by learning the function that can
predict a disease (e.g., asthma) from the text of the
notes.

Until recently, phenotyping models have been
trained from scratch, omitting stage (1), but recent
work (Dligach and Miller, 2018) included a pre-
training step, which derived dense patient repre-
sentations from data linking large amounts of pa-
tient notes to ICD codes. Their work showed that
including the pre-training step led to learning pa-
tient representations that were more accurate for a

number of phenotyping tasks.
Our goal here is to develop methods for feder-

ated learning for both (1) pre-training patient rep-
resentations, and (2) phenotyping tasks. These
methods will allow researchers and clinicans to
utilize data from multiple health care providers,
without the need to share the data directly, obvi-
ating issues related to data transfer and privacy.

To achieve this goal, we design a two-stage fed-
erated NLP approach (Figure 1). In the first stage,
following (Dligach and Miller, 2018), we pre-train
a patient representation model by training an arti-
ficial neural network (ANN) to predict ICD and
CPT codes from the text of the notes. We extend
the methods from (Dligach and Miller, 2018) to
facilitate federated training.

In the second stage, a phenotyping machine
learning model is trained in a federated manner us-
ing clinical notes that are distributed across multi-
ple sites for the target phenotype. In this stage, the
notes mapped to fixed-length representations from
stage (1) are used as input features and whether
the patient has a certain disease is used as a label
with one of the three classes: presence, absence or
questionable.

In the following sections, we first describe a
simple notes pre-processing step. We then discuss
the method for pre-training patient representations
and the method for training phenotyping models.
Finally, we describe our framework for perform-
ing the latter two steps in a federated manner.
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Figure 1: Two stage federated natural language processing for clinical notes phenotyping. In the first stage, a
patient representation model was trained using an artificial neural network (ANN) to predict ICD and CPT codes
from the text of the notes from a wide range of healthcare providers. The model without output layer was then used
as ”representation extractor” in the next stage. In the second stage, a phenotyping support vector machine model
was trained in a federated manner using clinical notes for the target phenotype distributed across multiple silos.

2.4 Pre-processing

All of our models rely on standardized medical vo-
cabulary automatically extracted from the text of
the notes rather than on raw text.

To obtain medically relevant information from
clinical notes, Unified Medical Language System
(UMLS) concept unique identifiers (CUIs) were
extracted from each note using Apache cTAKES
(https://ctakes.apache.org). UMLS is a resource
that brings together many health and biomedical
vocabularies and standardizes them to enable in-
teroperability between computer systems.

The Metathesaurus is a large, multi-purpose,
and multi-lingual vocabulary that contains in-
formation about biomedical and health related
concepts, their various names, and the relation-
ships among them. The Metathesaurus structure
has four layers, Concept Unique Identifies(CUIs),
Lexical (term) Unique Identifiers (LUI), String
Unique Identifiers (SUI) and Atom Unique Iden-

tifiers (AUI). In this study, we focus on CUIs, in
which a concept is a medical meaning. Our mod-
els use UMLS CUIs as input.

2.5 Representation learning

We adapted the architecture from (Dligach and
Miller, 2018) for pre-training patient representa-
tions. A deep averaging network (DAN) that con-
sists of an embedding layer, an average pooling
layer, a dense layer, and multiple sigmoid outputs,
where each output corresponds to an ICD or CPT
code being predicted.

This architecture takes CUIs as input and is
trained using binary cross-entropy loss function to
predict ICD and CPT codes. After the model is
trained, the dense layer can be used to represent a
patient as follows: the model weights are frozen
and the notes of a new patient are fed into the net-
work; the patient representation is collected from
the values of the units of the dense layer. Thus, the
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Stage 1

Input: MIMIC3 data clinical notes distributed at 10 simulated sites
Representation learning model

Output: 174 ICD or CPT codes

Extract CUIs from each patient’s clinical notes using cTAKE.

for t ∈ 1 to T do

for k ∈ 1 to K in parallel do
Train patient representation learning model fk

end

aggregate models from all sites by W t
ag =

∑K
k=1

nk
N wt

k

end
;
Stage 2

Input: i2b2 clinical notes for obesity comorbidities distributed at 3 sites
phenotyping machine learning model

Output: 1 single binary output (one of the comorbidities)

Extract CUIs from each clinical notes using cTAKES.

for t ∈ 1 to T
′ do

for k ∈ 1 to K
′

in parallel do
Train phenotyping model f

′
k

end

aggregate models from all sites by W
′t
ag =

∑K
′

k=1
n
′
k

N ′ w
′t
k

end

Algorithm 1: Two-stage federated natural language processing

text of the notes is mapped to a fixed-length vector
using a pre-trained deep averaging network.

2.6 Phenotyping
A linear kernel Support Vector Machine (SVM)
taking input from representations generated using
the pre-trained model from stage 1 was used as
the classifer for each phenotype of interest. No
regularization was used for the SVM and stochas-
tic gradient descent was used as the optimization
algorithm.

2.7 Federated machine learning learning on
clinical notes

To train the ANN model in either stage 1 or stage
2, we simulated sending out models with identi-
cal initial parameters to all sites such as hospi-
tals or clinics. At each site, a model was trained
using only data form that site. Only model pa-

rameters of the models were then sent back to
the analyzer for aggregation but not the original
training data. An updated model is generated by
averaging the parameters of models distributively
trained, weighted by sample size (Konečnỳ et al.,
2016; McMahan et al., 2016). In this study, sam-
ple size is defined as the number of patients.

After model aggregation, the updated model
was sent out to all sites again to repeat the global
training cycle (Algorithm 1). Formally, the weight
update is specified by:

W t
ag =

K∑

k=1

nk

N
W t

k (1)

where Wag is the parameter of aggregated
model at the analyzer site, K is the number of
data sites, in this study the number of simulated
healthcare providers or clinics. ni is the number
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of samples at the ith site, N is the total number of
samples across all sites, and Wi is the parameters
learned from the ith data site alone. t is the global
cycle number in the range of [1,T]. The algorithm
tries to minimize the following objective function:

argmin
f

(−
N∑

j=1

M∑

p=1

[yjplogf(xjp)+

(1− yjp)log(1− f(xjp))])

Where xj is the feature vector of CUIs. and y
is the class label. p is the output number and M
is the total number of outputs. f is the machine
learning model such as artificial neural network
or SVM.Codes that accompany this article can be
found at our github repository 3.

3 Experiments

To imitate real world medical setting where data
are distributed with different healthcare providers,
we randomly split patients in MIMIC-III data into
10 sites for stage 1 (federated representation learn-
ing). The training data of i2b2 was split into 3
sites for stage 2 (phenotype learning) to mimic
obesity related notes distributed with three differ-
ent healthcare providers. i2b2 notes were not in-
cluded in the representation learning as in clinic
settings information exchange routes for disease-
specific records are often not the same as general
medical information and ICD/CPT codes were not
available for i2b2 dataset.

Experiments were designed to answer three
questions:

1. Whether clinical notes distributed in different
silos can be utilized for patient representation
learning without data sharing

2. Whether utilizing data from a wide range
of sources will help improve performance of
phenotyping from clinical notes

3. Whether models trained in a two-stage fed-
erated manner will have inferior performance
to models trained with centralized data.

To answer these questions, two-stage NLP al-
gorithms were trained. Performance of models
trained using only i2b2 notes from one of the

3https://github.com/kaiyuanmifen/
FederatedNLP

three sites were compared with two-stage fed-
erated NLP results. Furthermore, performance
of machine learning models using distributed or
centralized data at patient representation learning
stage or phenotyping stage were compared.

4 Results

4.1 Two-stage federated natural language
processing improves performance of
automatic phenotyping

We looked at the scenarios where no represen-
tation learning was performed. In those cases,
the standard TF-IDF weighted sparse bag-of-CUIs
vectors were used to represent i2b2 notes. The
sparse vectors were used as input into the pheno-
typing SVM model. We also looked at the scenar-
ios where representation learning was performed
by predicting ICD codes. For each of these con-
ditions, we trained our phenotyping models us-
ing centralized vs. federated learning. Finally,
we considered a scenario where the phenotyping
model was trained using the notes from a single
site (the metrics we report were averaged across
three sites).

To summarize, seven experiments were con-
ducted:

1. No representation learning + centralized phe-
notyping learning

2. No representation learning + federated phe-
notyping learning where i2b2 training data
were randomly split into 3 silos

3. No representation learning + single source
phenotyping learning, where i2b2 data were
randomly split into 3 silos, but phenotyping
algorithm was only trained using data from
one of the silos

4. Centralized representation learning + central-
ized phenotyping learning

5. Centralized representation learning + feder-
ated phenotyping learning

6. Federated representation learning + central-
ized phenotyping learning,where MIMIC-III
data were randomly split into 10 silos

7. Federated representation learning + federated
phenotyping learning, where MIMIC-III data
were randomly split into 10 silos and i2b2
data into 3 silos (Table 2).
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Table 2: Performance of different experiments

Experiment Patient representations Phenotyping Precision Recall F1
1 Bag-of-CUIs Centralized 0.649 0.627 0.634
2 Bag-of-CUIs Federated 0.650 0.623 0.632
3 Bag-of-CUIs Single source 0.552 0.540 0.542
4 Centralized learned Centralized 0.749 0.714 0.726
5 Centralized learned Federated 0.743 0.713 0.723
6 Federated learned Centralized 0.729 0.716 0.715
7 Federated learned Federated 0.753 0.715 0.724

Table 3: Performance of two-stage federated NLP in
obesity comobidity phenotyping by disease

Disease Prec Rec F1
Asthma 0.941 0.919 0.930
CAD 0.605 0.606 0.605
CHF 0.583 0.588 0.585
Depression 0.844 0.774 0.801
Diabetes 0.879 0.873 0.876
GERD 0.578 0.543 0.558
Gallstones 0.775 0.619 0.650
Gout 0.948 0.929 0.938
Hypercholesterolemia 0.891 0.894 0.892
Hypertension 0.877 0.854 0.865
Hypertriglyceridemia 0.725 0.519 0.524
OA 0.531 0.520 0.525
OSA 0.627 0.594 0.609
Obesity 0.900 0.894 0.897
PVD 0.590 0.604 0.596
Venous Insufficiency 0.763 0.712 0.734
Average 0.753 0.715 0.724

The results of our experiments are shown in Ta-
ble 3. First of all, we looked at whether phe-
notyping model training can be conducted in a
federated manner without compromising perfor-
mance. When only i2b2 data from one of three si-
los was used for phenotyping training (experiment
3), the F1 score of 0.542 was achieved. When data
from all three i2b2 sites were used for phenotyp-
ing model training (experiment 1) the F1 score im-
proved to 0.634, which suggests that more data did
improve the model. If we assume data from the
three i2b2 silos can not be moved and aggregated
together, the model trained in a federated manner
(experiment 2) achieved a comparable F1 score of
0.632. This suggested federated learning worked
for phenotyping model training.

Previous work showed that using learned rep-

resentations from clinical notes from a different
source using a transfer learning strategy helps
to improve the performance of phenotyping NLP
models (Dligach and Miller, 2018). When patient
representations learned from centralized MIMIC-
III notes were used as features and centralized
phenotyping training was conducted (experiment
4), the phenotyping performance increased signif-
icantly with F1 score of 0.714, which was consis-
tent with previous findings (Dligach and Miller,
2018).

When a federated approach was applied in both
representation learning and phenotyping stages,
the algorithm achieved F1 score of 0.724. It is
worth pointing out that F1 scores from experi-
ment 7 , where both representation and phenotyp-
ing training were conducted in a federated man-
ner, were not statistically different from F1 scores
of experiment 4 over multiple rounds of experi-
ment using different data shuffling and initializa-
tion. In comparison, when only data from a sin-
gle simulated silo was used, the average F1 score
0.634. When the centralized approach was taken
at both stages, the precision, recall and F1 score
were 0.718, 0.711 and 0.714 respectively. These
results suggested utilizing clinical notes from dif-
ferent silos in a federated manner did improve ac-
curacy of the phenotyping NLP algorithm, and the
performance is comparable to NLP trained on cen-
tralized data. The performance of federated NLP
on each single obesity commodity were shown in
Table 3. It is necessary to point out that it was im-
practical to conduct federated phenotyping train-
ing when the number of “questionable” cases for
many diseases are small (Table 1). This is true
for many diseases in the i2b2 dataset. In such sit-
uation, “questionable” cases were excluded from
the training and testing process. Instead of 3-class
classification, a 2-class binary classification of
“presence” or “absence” were conducted. There-
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fore, the performance metrics can not be directly
compared with results in the original i2b2 chal-
lenge, though the scores were similar.

5 Conclusion

In this article, we presented a two-stage method
that conducts patient representation learning and
obesity comorbidity phenotyping, both in a feder-
ated manner. The experimental results suggest that
federated training of machine learning models on
distributed datasets does improve performance of
NLP on clinical notes compared with algorithms
trained on data from a single site. In this study, we
used CUIs as input features into machine learning
models, but the same federated learning strategies
can also be applied to raw text.
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Abstract

We consider the task of detecting sentences
that express causality, as a step towards min-
ing causal relations from texts. To bypass
the scarcity of causal instances in relation ex-
traction datasets, we exploit transfer learning,
namely ELMO and BERT, using a bidirectional
GRU with self-attention (BIGRUATT) as a base-
line. We experiment with both generic public
relation extraction datasets and a new biomed-
ical causal sentence detection dataset, a sub-
set of which we make publicly available. We
find that transfer learning helps only in very
small datasets. With larger datasets, BIGRU-
ATT reaches a performance plateau, then larger
datasets and transfer learning do not help.

1 Introduction

A wide range of biomedical questions, from what
causes a disease to what drug dosages should
be recommended and which side effects might
be triggered, center around detecting particular
causal relationships between biomedical entities.
Causality, therefore, has long been a focus of
biomedical research, e.g., in medical diagnos-
tics (Rizzi, 1994), pharmacovigilance (Agbabi-
aka et al., 2008), and epidemiology (Karhausen,
2000). The most common way to detect causal
relationships is by carrying highly controlled ran-
domized controlled trials, but it is also possible
to mine evidence from observational studies and
meta-analyses (Ward and Johnson, 2008), where
information is often expressed in natural language
(e.g., journal articles or clinical study reports).

In natural language processing (NLP), causality
detection is often viewed as a type of relation ex-
traction, where the goal is to determine which re-
lations (e.g., part-whole, content-container, cause-
effect), if any, hold between two entities in a text
(Hendrickx et al., 2009), using deep learning in
most recent works (Bekoulis et al., 2018; Zhang

et al., 2018). The same view of causality detection
is typically adopted in biomedical NLP (Cohen and
Demner-Fushman, 2014; Li and Mao, 2019).

Existing relation extraction datasets, however,
contain few causal instances, which may not al-
low relation extraction methods to learn to infer
causality reliably. Note that causality can be ex-
pressed in many ways, from using explicit lex-
ical markers (e.g., “smoking causes cancer”) to
markers that do not always express causality (e.g.,
“heavy smoking led to cancer” vs. “the nurse led
the patient to her room”) to no explicit mark-
ers (“she was infected by a virus and admitted
to a hospital”). Also, existing relation extrac-
tion datasets contain sentences from generic, not
biomedical documents.

In this paper, we focus on detecting causal sen-
tences, i.e., sentences conveying at least one causal
relation. This is a first step towards mining causal
relations from texts. Once causal sentences have
been detected, computationally more intensive re-
lation extraction methods can be used to identify
the exact entities that participate in the causal re-
lations and their roles (cause, effect). To bypass
the scarcity of causal instances in relation extrac-
tion datasets, we exploit transfer learning, namely
ELMO (Peters et al., 2018) and BERT (Devlin et al.,
2018), comparing against a bidirectional GRU with
self-attention (Cho et al., 2014; Bahdanau et al.,
2015). We experiment with generic public rela-
tion extraction datasets and a new larger biomed-
ical causal sentence detection dataset, a subset of
which we make publicly available.1

Unlike recently reported results in other NLP

tasks (Peters et al., 2018; Devlin et al., 2018; Pe-
ters et al., 2019), we find that transfer learning

1We cannot provide the entire biomedical dataset, because
it is used to develop commercial products. We report, how-
ever, results for both the entire biomedical dataset and the
publicly available subset.
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helps only in datasets with hundreds of training
instances. When a few thousands of training in-
stances are available, BIGRUATT reaches a per-
formance plateau (both in generic and biomedical
texts), then increasing the size of the dataset or em-
ploying transfer learning does not improve perfor-
mance. We believe this is the first work to (a) focus
on causal sentence detection as a binary classifica-
tion task, (b) consider causal sentence detection in
both generic and biomedical texts, and (c) explore
the effect of transfer learning in this task.

2 Methods

BIGRUATT: Our baseline model is a bidirectional
GRU (BIGRU) with self-attention (BIGRUATT)
(Cho et al., 2014; Bahdanau et al., 2015), a clas-
sifier that has been reported to perform well in
short text classification (Pavlopoulos et al., 2017;
Chalkidis et al., 2019). The model views each
sentence as the sequence 〈e1, . . . , en〉 of its word
embeddings (Fig. 1). We use WORD2VEC embed-
dings (Mikolov et al., 2013) pre-trained on approx.
(a) 3.5 billion tokens from PUBMED texts (Mc-
Donald et al., 2018)2 or (b) 100 billion tokens from
Google News.3 The BIGRU computes two lists
Hf , Hb of hidden states, reading the word embed-
dings left to right and right to left, respectively.
The corresponding elements of Hf , Hb are then
concatenated to form the output H of the BIGRU:

Hf =
〈
hf1 , . . . , h

f
n

〉
= GRUf (e1, . . . , en)

Hb =
〈
hb1, . . . , h

b
n

〉
= GRUb(e1, . . . , en)

H =
〈
[hf1 ;h

b
1], . . . , [h

f
n;h

b
n]
〉

where f , b indicate the forward and backward di-
rections, ei ∈ Rde , hfi , h

b
i ∈ Rdh , and ‘;’ denotes

concatenation.4 A linear attention computes an at-
tention score ai ∈ R for each element hi of H:

ãi = uatt · hi, ai = softmax(ãi; ã1, . . . , ãn)

where uatt ∈ R2×dh and · is the dot product. A
sentence embedding s, representing the entire sen-
tence, is then formed as the weighted (by the at-
tention scores) sum of the elements of H and is

2http://nlp.cs.aueb.gr/software.html
3https://drive.google.com/file/d/

0B7XkCwpI5KDYNlNUTTlSS21pQmM
4In our experiments, dh = 128; de is 300 for Google

News and 200 for biomedical embeddings; de increases by
1,024 when ELMO is added. We also tried LSTMs (Hochreiter
and Schmidhuber, 1997), but performance was similar.

Figure 1: Illustration of the BIGRUATT model.

passed to a logistic regression (LR) layer to esti-
mate the probability p that a sentence is causal:

s =
n∑

i=1

aihi, p = σ(up · s+ bp)

where up ∈ R2×dh , bp ∈ R, and σ is the sigmoid
function. We use cross-entropy loss, the Adam op-
timizer (Kingma and Ba, 2015), and dropout lay-
ers (Srivastava et al., 2014) before and after the BI-
GRU (Fig. 1). Word embeddings are not updated.
BIGRUATT+ELMO: ELMO (Peters et al., 2018)
produces word embeddings by passing the input
text (in our case, a sentence) to a pre-trained
stacked bidirectional LSTM language model (LM).
It then uses a linear combination of the states of the
LM (from the different layers of the stacked LSTM)
at each word position to produce the correspond-
ing word embedding. Like WORD2VEC, ELMO

(its LM) is pre-trained on large corpora. How-
ever, ELMO maps occurrences of the same word
to possibly different embeddings, depending on
context. Furthermore, it uses CNNs (LeCun et al.,
1989) to produce the initial word embeddings (that
are fed to the LM) from word characters, alle-
viating the problem of out-of-vocabulary words.
BIGRUATT+ELMO is the same as BIGRUATT, ex-
cept that the embedding of each word is now the
concatenation of its WORD2VEC and ELMO em-
beddings. We do not update the parameters of
ELMO and the word embeddings when training BI-
GRUATT+ELMO. We used the original pre-trained
ELMO of Peters et al. (2018).5 For biomedical
sentences, we also experimented with an ELMO

model pre-trained on PUBMED texts, but perfor-
mance was very similar as with the original ELMO.
BERT+LR: BERT (Devlin et al., 2018) is a model
based on Transformers (Vaswani et al., 2017), pre-

5https://allennlp.org/elmo
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trained on large corpora to predict (a) masked
words from their left and right contexts, and (b)
the next sentence. For a new NLP task, a task-
specific layer is added on top of a pre-trained BERT

model. The extra layer is trained jointly with BERT

on task-specific data (in our case, a causal sentence
detection dataset), a process that also fine-tunes
the parameters of the pre-trained BERT for the new
task. In BERT+LR, we add a logistic regression
(LR) layer on top of BERT, which estimates the
probability that the input sentence is causal. The
LR layer is fed with the embedding of the ‘classifi-
cation’ token, which BERT also produces for each
sentence. We used the pre-trained ‘base’ BERT

model of Devlin et al. (2018), which we fine-tuned
jointly with the LR layer. For biomedical sen-
tences, we also experimented with BIOBERT (Lee
et al., 2019), a BERT model pre-trained on biomed-
ical texts, but performance was very similar.
BERT+BIGRUATT: Common practice (Devlin
et al., 2018; Peters et al., 2019) is to combine BERT

with very shallow task-specific models, usually
only an LR layer. To explore if deeper task-specific
models can yield improved performance, we re-
placed the LR layer of BERT+LR with BIGRUATT,
leading to BERT+BIGRUATT. This is the same as
BIGRUATT, but uses the context-aware word em-
beddings that BERT produces at its top layer as the
input to BIGRUATT, instead of WORD2VEC em-
beddings. Again, we use the ‘base’ pre-trained
BERT model of (Devlin et al., 2018), and we
fine-tune the entire BERT+BIGRUATT network on
causal sentence detection datasets.
LR (n-grams): A plain LR classifier with TF-IDF

n-gram features (word n-grams, n = 1, 2, 3).6

3 Datasets

SemEval-2010 (Task 8): This dataset contains
10,674 samples, of which 1,325 causal (Hendrickx
et al., 2009). Each sample is a sentence annotated
with a pair of entities and the type of their relation-
ship. Since we are only interested in causality, we
treat sentences with a Cause-Effect relationship as
causal, and all the others as non-causal.
Causal-TimeBank (CausalTB): In this dataset
(Mirza et al., 2014), we identified causal sentences
using C-SIGNAL (causal signal) and CLINK (causal

6We used the LR code of SCIKIT-LEARN (https://
scikit-learn.org/). For all other methods, we used
our own PyTorch implementations (https://pytorch.
org/), with the BERT API of https://github.com/
huggingface/pytorch-pretrained-BERT .

link) tags, discarding causal relationships between
entities from different sentences, following Li and
Mao (2019). The resulting dataset contains 2,470
sentences, of which 244 are causal.
Event StoryLine (EventSL): In this dataset
(Caselli and Vossen, 2017), we detected causal
sentences by examining the CAUSES and
CAUSED BY attributes in the PLOT LINK tags,
again following Li and Mao (2019). Again, we
discarded causal relationships between entities
from different sentences. The resulting dataset
contains 4,107 sentences, of which 77 are causal.
BioCausal: The full biomedical causal detection
dataset we developed (BioCausal-Large) con-
tains 13,342 sentences from PUBMED, of which
7,562 causal. Each sentence was annotated by a
single annotator familiar with biomedical texts.7

The publicly available subset (BioCausal-Small)
contains 2,000 sentences, of which 1,113 causal.8

Li and Mao (2019) report that SemEval-2010
contains a large number of causal samples with ex-
plicit causal markers; by contrast, CausalTB and
EventSL contain more complex causal relations
with no explicit clues. BioCausal includes causal
sentences both with and without explicit clues.

SemEval-2010, CausalTB, and EventSL are
highly imbalanced, with the vast majority of sen-
tences being non-causal. To prevent a high bias
towards the non-causal class, in our experiments
we randomly selected 2500, 500, 200 non-causal
sentences respectively, discarding the rest. The re-
sulting causal to non-causal ratios (Table 1) are,
thus, roughly 1:2 (SemEval, CausalTB) or 1:3
(EventSL). By contrast, the BioCausal (Large and
Small) datasets are roughly balanced. All five
datasets were then split into train (70%), valida-
tion (15%) and test (15%) subsets, maintaining the
same ratio between the two classes in the three
subsets.

4 Experimental results

Tables 1–2 report our experimental results. For
each neural model, we performed 10 repetitions
(with different random seeds) and report averages
and standard deviations. For completeness, we
show precision, recall, F1, and area under the
precision-recall curve (AUC), though AUC scores
are the main ones to consider, since they examine

7The average inter-annotator agreement on a sample of
300 sentences was 79.36%. Cohen’s Kappa was 0.56.

8BioCausal-Small is available at https://archive.
org/details/CausalySmall.
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Dataset (causal:non-causal) SemEval (1,325 : 2,500) CausalTB (244 : 500) EventSL (77 : 200) BioCausal-Small (1,113 : 887)
Model F1 P R AUC F1 P R AUC F1 P R AUC F1 P R AUC

LR (n-grams) 76.22 88.67 66.83 87.50 36.36 100.00 22.22 65.02 42.86 100.00 27.27 73.55 77.49 73.91 81.44 87.65

BIGRUATT
90.64
±0.70

93.96
±1.71

87.59
±1.52

96.57
±0.32

69.98
±3.58

67.04
±5.16

73.89
±6.60

74.38
±4.16

63.65
±10.12

70.09
±7.47

60.91
±17.28

70.36
±9.84

85.97
±0.90

83.57
±2.03

88.62
±2.69

93.91
±0.88

BIGRUATT+ELMO
92.81
±0.78

94.45
±0.94

91.26
±1.77

97.03
±1.44

75.08
±4.20

81.29
±5.43

70.28
±6.81

82.06*
±3.59

66.55
±7.82

77.47
±5.05

59.09
±10.17

77.31
±4.84

87.32
±0.78

89.46
±2.34

85.39
±2.50

94.95
±0.33

BERT+LR
91.55
±0.53

86.62
±1.16

97.09
±0.67

96.94
±2.25

80.55
±3.62

71.17
±6.02

93.33
±3.33

82.26*
±3.41

72.35
±5.36

62.44
±8.21

87.17
±4.58

78.15*
±9.48

85.64
±0.61

78.87
±1.16

93.71
±1.54

90.75
±3.69

BERT+BIGRUATT
91.45
±0.59

86.80
±1.28

96.63
±0.60

97.61
±0.29

80.06
±2.94

74.52
±4.46

86.94
±5.56

84.27*
±1.71

73.09
±5.27

66.15
±7.86

83.64
±10.60

84.17*
±4.04

85.87
±0.88

79.43
±1.53

93.47
±1.08

93.75
±0.45

Table 1: Precision, recall, F1, AUC on the four publicly available datasets, averaged over 10 repetitions, with
standard deviations (±). Next to each dataset name, we show in brackets the total causal and non-causal sentences
that we used. The best results are shown in bold. The best AUC results are also shown in gray background. In the
AUC columns, stars indicate statistically significant (p ≤ 0.05) differences compared to BIGRUATT.

performance at multiple classification thresholds;
the other measures are computed only for a partic-
ular threshold, which was 0.5 in our experiments.

Model F1 P R AUC
LR (n-grams) 79.21 76.75 81.82 86.54

BIGRUATT 85.84
±0.36

84.28
±0.66

87.47
±0.75

93.71
±0.15

BIGRUATT+ELMO 86.77
±0.52

87.46
±1.29

86.12
±1.49

94.64*
±0.26

BERT+LR 87.33
±0.47

82.11
±0.89

93.27
±0.67

92.77
±1.57

BERT+BIGRUATT 87.09
±0.34

81.70
±0.58

93.25
±0.40

94.70
±0.24

Table 2: Results on BioCausal-Large (7,562 : 5,780).

Focusing on AUC scores, BIGRUATT outper-
forms the simpler LR with n-grams by a wide
margin, with the exception of EventSL, which is
probably too small for the capacity of BIGRU-
ATT.9 The precision of LR is perfect on CausalTB
and EventSL, at the expense of very low recall,
suggesting that LR learned perfectly few high-
precision n-grams in those datasets. Transfer
learning (ELMO, BERT) improves the AUC of BI-
GRUATT by a wide margin in the two small-
est datasets (CausalTB, EventSL), which contain
only hundreds of instances, and the AUC differ-
ences from BIGRUATT are statistically significant
(stars in Table 1), except for BIGRUATT+ELMO in
EventSL.10 However, in the other three datasets
which contain thousands of instances, the AUC

differences between transfer learning and plain
BIGRUATT are small, with no statistical signifi-
cance in most cases. Also, the AUC scores of all
methods on BioCausal-Large are close to those on
BioCausal-Small, despite the fact that BioCausal-
Large is approx. seven times larger. Similar obser-
vations can be made by looking at the F1 scores.

9Indeed BIGRUATT overfits the training set of EventSL.
10We performed two-tailed Approximate Randomization

tests (Dror et al., 2018), p ≤ 0.05, with 10k iterations, ran-
domly swapping in each iteration 50% of the decisions (over
all tested sentences) across the two compared methods. When
testing statistical significance, for each method we use the
repetition (among the 10) with the best validation F1 score.

It seems that causal sentence detection, at least
with the neural methods we considered, reaches a
plateau with few thousands of training sentences
both in generic and biomedical texts; then increas-
ing the dataset size or employing transfer learn-
ing does not help. The latter finding is not in
line with previously reported results (Peters et al.,
2018; Devlin et al., 2018; Peters et al., 2019),
where ELMO and BERT were found to improve
performance in most NLP tasks without studying,
however, the effect of dataset size. Furthermore,
BERT+BIGRUATT consistently performed better
than BERT+LR in AUC (but not in F1), which casts
doubts on the practice of adding only shallow task-
specific models to BERT.11 BIGRUATT+ELMO

is competitive in AUC to BERT+BIGRUATT (with
the exception of EventSL). Mainly comprised of
sentences with simple explicit causal statements
(Li and Mao, 2019), SemEval expectedly demon-
strated the best classification performance across
datasets.

5 Related and Future Work

Recent work on (causal) relation extraction uses
LSTMs (Zhang et al., 2017) or CNNs (Li and Mao,
2019), assuming however that the spans of the two
entities (cause, effect) are known. A notable ex-
ception is the model of Bekoulis et al. (2018),
which jointly infers the spans of the entities and
their relationships. Such finer relation extraction
methods, however, are computationally more ex-
pensive than our causal sentence detection meth-
ods, especially when they involve parsing (Zhang
et al., 2018). We plan to consider pipelines where
computationally cheaper causal sentence detection
components will first detect sentences likely to ex-
press causality, and then finer relation extraction
components will pinpoint the entities, the type of

11We note, however, that the AUC difference between
BERT+LR and BERT+BIGRUATT is statistically significant
(p ≤ 0.05) only in BioCausal-Large.
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causality (e.g., up-regulate), and entity roles.

Appendix

A Hyper-parameters

Batch sizes of 128, 32, 16, 32 and 256 were used
for Semeval, CausalTB, EventSL, BioCausal-
Small and BioCausal-Large, respectively, for all
neural models. Trainable parameters were initial-
ized using the default PyTorch initialization meth-
ods except from self-attention weights where the
method of Glorot and Bengio (2010) was used.

BIGRU and BIGRUATT+ELMO were trained for
100 epochs using Adam (Kingma and Ba, 2015)
with initial learning rate 2e-3 , β1/β2 = 0.9/0.999
and eps = 1e−8. The learning rate was decayed
linearly every 20 epochs as lrnew ← lrprev · 0.75.
Gradients were clipped using a clip norm thresh-
old of 0.25. The GRU’s hidden size was set to 128
and its depth to 1. A dropout of 0.5 was applied
to the input and output connections of the BIGRU

encoder. Validation F1 was checked periodically
in order to keep the model’s checkpoint with the
best validation performance.

BERT and BERT+BIGRUATT used the BERT-
BASE uncased pre-trained model, which has 12
layers, 768 hidden size, 12 attention heads, and
110M parameters. For both models the entire net-
work was fine-tuned for 10 epochs using Adam
with a very small learning rate of 2e-5, β1/β2 =
0.9/0.999, eps = 1e−6, L2 weight decay of
0.01 and linear warmup of 0.1. A dropout of
0.1 was applied to all BERT-specific layers. For
BERT+BIGRUATT, an additional dropout of 0.5
was applied to the input and output connections
of its BIGRU encoder. Similarly to BIGRU and BI-
GRUATT+ELMO, the hidden size of the GRU was
set to 128 and its depth to 1.
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Abstract

Network Embedding (NE) methods, which
map network nodes to low-dimensional fea-
ture vectors, have wide applications in net-
work analysis and bioinformatics. Many ex-
isting NE methods rely only on network struc-
ture, overlooking other information associated
with the nodes, e.g., text describing the nodes.
Recent attempts to combine the two sources of
information only consider local network struc-
ture. We extend NODE2VEC, a well-known NE
method that considers broader network struc-
ture, to also consider textual node descriptors
using recurrent neural encoders. Our method
is evaluated on link prediction in two net-
works derived from UMLS. Experimental re-
sults demonstrate the effectiveness of the pro-
posed approach compared to previous work.

1 Introduction

Network Embedding (NE) methods map each
node of a network to an embedding, meaning a
low-dimensional feature vector. They are highly
effective in network analysis tasks involving pre-
dictions over nodes and edges, for example link
prediction (Lu and Zhou, 2010), and node classi-
fication (Sen et al., 2008).

Early NE methods, such as DEEPWALK (Perozzi
et al., 2014), LINE (Tang et al., 2015), NODE2VEC

(Grover and Leskovec, 2016), GCNs (Kipf and
Welling, 2016), leverage information from the
network structure to produce embeddings that can
reconstruct node neighborhoods. The main advan-
tage of these structure-oriented methods is that
they encode the network context of the nodes,
which can be very informative. The downside is
that they typically treat each node as an atomic
unit, directly mapped to an embedding in a look-
up table (Fig. 1a). There is no attempt to model
information other than the network structure, such

lung cancer

cancerlung carcinoma leukemia

small cell carcinoma

lung cancer

cancer

acute lymphocytic leukemia

lung carcinoma
leukemia

small
cell

carcinoma

a) b)

acute lymphocytic leukemia

Figure 1: Example network with nodes associated with
textual descriptors. a) A model where each node is rep-
resented by a vector (node embedding) from a look-up
table. b) A model where each node embedding is gen-
erated compositionally from the word embeddings of
its descriptor via an RNN. The latter model can learn
node embeddings from both the network structure and
the word sequences of the textual descriptors.

as textual descriptors (labels) or other meta-data
associated with the nodes.

More recent NE methods, e.g., CANE (Tu et al.,
2017), WANE (Shen et al., 2018), produce embed-
dings by combining the network structure and the
text associated with the nodes. These content-
oriented methods embed networks whose nodes
are rich textual objects (often whole documents).
They aim to capture the compositionality and se-
mantic similarities in the text, encoding them with
deep learning methods. This approach is illus-
trated in Fig. 1b. However, previous methods of
this kind considered impoverished network con-
texts when embedding nodes, usually single-edge
hops, as opposed to the non-local structure con-
sidered by most structure-oriented methods.

When embedding biomedical ontologies, it is
important to exploit both wider network contexts
and textual node descriptors. The benefit of the
latter is evident, for example, in ‘acute leukemia’
IS-A ‘leukemia’. To be able to predict (or recon-
struct) this IS-A relation from the embeddings of
‘acute leukemia’ and ‘leukemia’ (and the word
embeddings of their textual descriptors in Fig. 1b),
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a NE method only needs to model the role of
‘acute’ as a modifier that can be included in the de-
scriptor of a node (e.g., a disease node) to specify
a sub-type. This property can be learned (and en-
coded in the word embedding of ‘acute’) if several
similar IS-A edges, with ‘acute’ being the only
extra word in the descriptor of the sub-type, ex-
ist in the network. This strategy would not how-
ever be successful in ‘p53’ (a protein) IS-A ‘tumor
suppressor’, where no word in the descriptors fre-
quently denotes sub-typing. Instead, by consider-
ing the broader network context of the nodes (i.e.
longer paths that connect them), a NE method can
detect that the two nodes have common neighbors
and, hence, adjust the two node embeddings (and
the word embeddings of their descriptors) to be
close in the representation space, making it more
likely to predict an IS-A relation between them.

We propose a new NE method that leverages the
strengths of both structure and content-oriented
approaches. To exploit wide network contexts, we
follow NODE2VEC (Grover and Leskovec, 2016)
and generate random walks to construct the net-
work neighborhood of each node. The SKIP-
GRAM model (Mikolov et al., 2013) is then used
to learn node embeddings that successfully pre-
dict the nodes in each walk, from the node at the
beginning of the walk. To enrich the node em-
beddings with information from their textual de-
scriptors, we replace the NODE2VEC look-up ta-
ble with various architectures that operate on the
word embeddings of the descriptors. These in-
clude simply averaging the word embeddings of
a descriptor, and applying recurrent deep learning
encoders. The proposed method can be seen as an
extension of NODE2VEC that incorporates textual
node descriptors. We evaluate several variants of
the proposed method on link prediction, a stan-
dard evaluation task for NE methods. We use two
biomedical networks extracted from UMLS (Bo-
denreider, 2004), with PART-OF and IS-A rela-
tions, respectively. Our method outperforms sev-
eral existing structure and content-oriented meth-
ods on both datasets. We make our datasets and
source code available.1

2 Related work

Network Embedding (NE) methods, a type of rep-
resentation learning, are highly effective in net-

1https://github.com/SotirisKot/
Content-Aware-N2V

work analysis tasks involving predictions over
nodes and edges. Link prediction has been ex-
tensively studied in social networks (Wang et al.,
2015), and is particularly relevant to bioinfor-
matics where it can help, for example, to dis-
cover interactions between proteins, diseases, and
genes (Lei and Ruan, 2013; Shojaie, 2013; Grover
and Leskovec, 2016). Node classification can
also help analyze large networks by automati-
cally assigning roles or labels to nodes (Ahmed
et al., 2018; Sen et al., 2008). In bioinformat-
ics, this approach has been used to identify pro-
teins whose mutations are linked with particular
diseases (Agrawal et al., 2018).

A typical structure-oriented NE method is
DEEPWALK (Perozzi et al., 2014), which learns
node embeddings by applying WORD2VEC’s
SKIPGRAM model (Mikolov et al., 2013) to node
sequences generated via random walks on the
network. NODE2VEC (Grover and Leskovec,
2016) explores different strategies to perform ran-
dom walks, introducing hyper-parameters to guide
them and generate more flexible neighborhoods.
LINE (Tang et al., 2015) learns node embeddings
by exploiting first- and second-order proximity in-
formation in the network. Wang et al. (2016)
learn node embeddings that preserve the proxim-
ity between 2-hop neighbors using a deep autoen-
coder. Yu et al. (2018) encode node sequences
generated via random walks, by mapping the
walks to low dimensional embeddings, through an
LSTM autoencoder. To avoid overfitting, they use
a generative adversarial training process as regu-
larization. Graph Convolutional Networks (GCNs)
are a graph encoding framework that also falls
within this paradigm (Kipf and Welling, 2016;
Schlichtkrull et al., 2018). Unlike other meth-
ods that use random walks or static neighbour-
hoods, GCNs use iterative neighbourhood averag-
ing strategies to account for non-local graph struc-
ture. All the aforementioned methods only encode
the structural information into node embeddings,
ignoring textual or other information that can be
associated with the nodes of the network.

Previous work on biomedical ontologies (e.g.,
Gene Ontology, GO) suggested that their terms,
which are represented through textual descriptors,
have compositional structure. By modeling it, we
can create richer representations of the data en-
coded in the ontologies (Mungall, 2004; Ogren
et al., 2003, 2004). Ogren et al. (2003) strengthen
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the argument of compositionality by observing
that many GO terms contain other GO terms. Also,
they argue that substrings that are not GO terms
appear frequently and often indicate semantic re-
lationships. Ogren et al. (2004) use finite state
automata to represent GO terms and demonstrate
how small conceptual changes can create biologi-
cally meaningful candidate terms.

In other work on NE methods, CENE (Sun et al.,
2016) treats textual descriptors as a special kind of
node, and uses bidirectional recurrent neural net-
works (RNNs) to encode them. CANE (Tu et al.,
2017) learns two embeddings per node, a text-
based one and an embedding based on network
structure. The text-based one changes when inter-
acting with different neighbors, using a mutual at-
tention mechanism. WANE (Shen et al., 2018) also
uses two types of node embeddings, text-based
and structure-based. For the text-based embed-
dings, it matches important words across the tex-
tual descriptors of different nodes, and aggregates
the resulting alignment features. In spite of per-
formance improvements over structure-oriented
approaches, these content-aware methods do not
thoroughly explore the network structure, since
they consider only direct neighbors.

By contrast, we utilize NODE2VEC to obtain
wider network neighborhoods via random walks,
a typical approach of structure-oriented methods,
but we also use RNNs to encode the textual de-
scriptors, as in some content-oriented approaches.
Unlike CENE, however, we do not treat texts as
separate nodes; unlike CANE, we do not learn sep-
arate embeddings from texts and network struc-
ture; and unlike WANE, we do not align the de-
scriptors of different nodes. We generate the em-
bedding of each node from the word embeddings
of its descriptor via the RNN (Fig. 1), but the pa-
rameters of the RNN, the word embeddings, hence
also the node embeddings are updated during
training to predict NODE2VEC’s neighborhoods.

Although we use NODE2VEC to incorporate
network context in the node embeddings, other
neighborhood embedding methods, such as GCNs,
could easily be used too. Similarly, text encoders
other than RNNs could be applied. For exam-
ple, Mishra et al. (2019) try to detect abusive lan-
guage in tweets with a semi-supervised learning
approach based on GCNs. They exploit the net-
work structure and also the labels associated with
the tweets, taking into account the linguistic be-

havior of the authors.

3 Proposed Node Embedding Approach

Consider a network (graph)G = 〈V,E, S〉, where
V is the set of nodes (vertices); E ⊆ V × V is
the set of edges (links) between nodes; and S is a
function that maps each node v ∈ V to its textual
descriptor S(v) = 〈w1, w2, . . . , wn〉, where n is
the word length of the descriptor, and each word
wi comes from a vocabularyW . We consider only
undirected, unweighted networks, where all edges
represent instances of the same (single) relation-
ship (e.g., IS-A or PART-OF). Our approach, how-
ever, can be extended to directed weighted net-
works with multiple relationship types. We learn
an embedding f(v) ∈ Rd for each node v ∈ V .
As a side effect, we also learn a word embedding
e(w) for each vocabulary word w ∈W .

To incorporate structural information into the
node embeddings, we maximize the predicted
probabilities p(u|v) of observing the actual neigh-
bors u ∈ N(v) of each ‘focus’ node v ∈ V ,
where N(v) is the neighborhood of v, and p(u|v)
is predicted from the node embeddings of u and
v. The neighbors N(v) of v are not necessarily
directly connected to v. In real-world networks,
especially biomedical, many nodes have few di-
rect neighbors. We use NODE2VEC (Grover and
Leskovec, 2016) to obtain a larger neighborhood
for each node v, by generating random walks from
v. For every focus node v ∈ V , we compute r ran-
dom walks (paths) Pv,i = 〈vi,1 = v, vi,2, ..., vi,k〉
(i = 1, . . . , r) of fixed length k through the net-
work (vi,j ∈ V ).2 The predicted probability
p(vi,j = u) of observing node u at step j of
a walk Pv,i that starts at focus node v is taken
to depend only on the embeddings of u, v, i.e.,
p(vi,j = u) = p(u|v), and can be estimated with
a softmax as in the SKIPGRAM model (Mikolov
et al., 2013):

p(u|v) = exp(f ′(u) · f(v))∑
u′∈V exp(f ′(u′) · f(v)) (1)

where it is assumed that each node v has two dif-
ferent node embeddings, f(v), f ′(v), used when

2Our networks are unweighted, hence we use uniform
edge weighting to traverse them. NODE2VEC has two hyper-
parameters, p, q, to control the locality of the walk. We set
p = q = 1 (default values). For efficiency, NODE2VEC actu-
ally performs r random walks of length l ≥ k; then it uses r
sub-walks of length k that start at each focus node.
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v is the focus node or the predicted neigh-
bor, respectively, and · denotes the dot prod-
uct. NODE2VEC minimizes the following objec-
tive function:

L = −
∑

v∈V

r∑

i=1

k∑

j=2

log p(vi,j |vi,1 = v) (2)

in effect maximizing the likelihood of observing
the actual neighbors vi,j of each focus node v
that are encountered during the r walks Pv,i =
〈vi,1 = v, vi,2, ..., vi,k〉 (i = 1, . . . , r) from v. Cal-
culating p(u|v) using a softmax (Eq. 1) is com-
putationally inefficient. We apply negative sam-
pling instead, as in WORD2VEC (Mikolov et al.,
2013). Thus, NODE2VEC is analogous to SKIP-
GRAM WORD2VEC, but using random walks from
each focus node, instead of using a context win-
dow around each focus word in a corpus.

As already mentioned, the original NODE2VEC

does not consider the textual descriptors of the
nodes. It treats each node embedding f(v) as a
vector representing an atomic unit, the node v;
a look-up table directly maps each node v to its
embedding f(v). This does not take advantage
of the flexibility and richness of natural language
(e.g., synonyms, paraphrases), nor of its composi-
tional nature. To address this limitation, we sub-
stitute the look-up table where NODE2VEC stores
the embedding f(v) of each node v with a neu-
ral sequence encoder that produces f(v) from the
word embeddings of the descriptor S(v) of v.

More formally, let every wordw ∈W have two
embeddings e(w) and e′(w), used when w occurs
in the descriptor of a focus node, and when w oc-
curs in the descriptor of a neighbor of a focus node
(in a random walk), respectively. For every node
v ∈ V with descriptor S(v) = (w1, . . . , wn), we
create the sequences T (v) = 〈e(w1), . . . , e(wn)〉
and T ′(v) = 〈e′(w1), . . . , e

′(wn)〉. We then set
f(v) = ENC(T (v)) and f ′(v) = ENC(T ′(v)),
where ENC is the sequence encoder. We outline
below three specific possibilities for ENC, though
it can be any neural text encoder. Note that the
embeddings f(v) and f ′(v) of each node v are
constructed from the word embeddings T (v) and
T ′(v), respectively, of its descriptor S(v) by the
encoder ENC. The word embeddings of the de-
scriptor and the parameters of ENC, however, are
also optimized during back-propagation, so that
the resulting node embeddings will predict (Eq. 1)
the actual neighbors of each focus node (Fig. 2).

right twelfth rib body of right twelfth rib external surface of right twelfth rib

focus nodepredicted neighbor

Encoder Encoder Encoder

f'(v1) f(v2) f'(v3) 

optimize optimize

predicted neighbor

Figure 2: Illustration of the proposed NE approach.

For simplicity, we only mention f(v) and T (v)
below, but the same applies to f ′(v) and T ′(v).
AVG-N2V: For every node v ∈ V , this model
constructs the node’s embedding f(v) by sim-
ply averaging the word embeddings T (v) =
〈e(w1), . . . , e(wn)〉 of S(v) = (w1, w2, . . . , wn).

f(v) =
1

n

n∑

i=1

e(wi) (3)

GRU-N2V: Although averaging word embeddings
is effective in text categorization (Joulin et al.,
2016), it ignores word order. To account for or-
der, we apply RNNs with GRU cells (Cho et al.,
2014) instead. For each node v ∈ V with de-
scriptor S(v) = 〈w1, . . . , wn〉, this method com-
putes n hidden state vectors H = 〈h1, . . . , hn〉 =
GRU(e(w1), . . . , e(wn)). The last hidden state
vector hn is the node embedding f(v).
BIGRU-MAX-RES-N2V: This method uses a
bidirectional RNN (Schuster and Paliwal, 1997).
For each node v with descriptor S(v) =
〈w1, w2, . . . , wn〉, a bidirectional GRU (BIGRU)
computes two sets of n hidden state vectors, one
for each direction. These two sets are then added
to form the output H of the BIGRU:

Hf = GRUf (e(w1), . . . , e(wn)) (4)

Hb = GRUb(e(w1), . . . , e(wn)) (5)

H = Hf +Hb (6)

where f , b denote the forward and backward di-
rections, and + indicates component-wise addi-
tion. We add residual connections (He et al., 2015)
from each word embedding e(wt) to the corre-
sponding hidden state ht of H . Instead of using
the final forward and backward states of H , we
apply max-pooling (Collobert and Weston, 2008;
Conneau et al., 2017) over the state vectors ht of
H . The output of the max pooling is the node em-
bedding f(v). Figure 3 illustrates this method.

Additional experiments were conducted with
several variants of the last encoder. A unidirec-
tional GRU instead of a BIGRU, and a BIGRU with
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Figure 3: Obtaining the embedding of a node v by ap-
plying a BIGRU encoder with max-pooling and residu-
als to the embeddings of v’s textual descriptor.

self-attention (Bahdanau et al., 2015) instead of
max-pooling were also tried. To save space, we
described only the best performing variant.

4 Experiments

We investigate the effectiveness of our proposed
approach by conducting link prediction experi-
ments on two biomedical datasets derived from
UMLS. Furthermore, we devise a new approach
of generating negative edges for the link predic-
tion evaluation – beyond just random negatives –
that makes the problem more difficult and aligns
more with real-world use-cases. We also conduct
a qualitative analysis, showing that the proposed
framework does indeed leverage both the textual
descriptors and the network structure.

4.1 Datasets

We created our datasets from the UMLS ontol-
ogy, which contains approx. 3.8 million biomed-
ical concepts and 54 semantic relationships. The
relationships become edges in the networks, and
the concepts become nodes. Each concept (node)
is associated with a textual descriptor. We extract
two types of semantic relationships, creating two
networks. The first, and smaller one, consists of
PART-OF relationships where each node represents
a part of the human body. The second network

Statistics IS-A PART-OF
Nodes 294,693 16,894
Edges 356,541 19,436
Training true positive edges 294,692 16,893
Training true negative edges 294,692 16,893
Test true positive edges 61,849 2,543
Test true negative edges 61,849 2,543
Avg. descriptor length 5 words 6 words
Max. descriptor length 31 words 14 words

Table 1: Statistics of the two datasets (IS-A, PART-OF).
The true positive and true negative edges are used in
the link prediction experiments.

contains IS-A relationships, and the concepts rep-
resented by the nodes vary across the spectrum
of biomedical entities (diseases, proteins, genes,
etc.). To our knowledge, the IS-A network is one
of the largest datasets employed for link predic-
tion and learning network embeddings. Statistics
for the two datasets are shown in Table 1.

4.2 Baseline Node Embedding Methods

We compare our proposed methods to baselines
of two types: structure-oriented methods, which
solely focus on network structure, and content-
oriented methods that try to combine the net-
work structure with the textual descriptors of the
nodes (albeit using impoverished network neigh-
borhoods so far). For the first type of methods,
we employ NODE2VEC (Grover and Leskovec,
2016), which uses a biased random walk algo-
rithm based on DEEPWALK (Perozzi et al., 2014)
to explore the structure of the network more ef-
ficiently. Our work can be seen as an extension
of NODE2VEC that incorporates textual node de-
scriptors, as already discussed, hence it is natural
to compare to NODE2VEC. As a content-oriented
baseline we use CANE (Tu et al., 2017), which
learns separate text-based and network-based em-
beddings, and uses a mutual attention mechanism
to dynamically change the text-based embeddings
for different neighbors (Section 2). CANE only
considers the direct neighbors of each node, un-
like NODE2VEC, which considers larger neighbor-
hoods obtained via random walks.

4.3 Link Prediction

In link prediction, we are given a network with
a certain fraction of edges removed. We need to
infer these missing edges by observing the incom-
plete network, facilitating the discovery of links
(e.g., unobserved protein-protein interactions).

Concretely, given a network we first randomly
remove some percentage of edges, ensuring that
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the network remains connected so that we can per-
form random walks over it. Each removed edge e
connecting nodes v1, v2 is treated as a true pos-
itive, in the sense that a link prediction method
should infer that an edge should be added between
v1, v2. We also use an equal number of true nega-
tives, which are pairs of nodes v′1, v

′
2 with no edge

between v′1, v
′
2 in the original network. When

evaluating NE methods, a link predictor is given
true positive and true negative pairs of nodes, and
is required to discriminate between the two classes
by examining only the node embeddings of each
pair. Node embeddings are obtained by applying
a NE method to the pruned network, i.e., after re-
moving the true positives. A NE method is con-
sidered better than another one, if it leads to better
performance of the same link predictor.

We experiment with two approaches to obtain
true negatives. In Random Negative Sampling, we
randomly select pairs of nodes that were not di-
rectly connected (by a single edge) in the original
network. In Close Proximity Negative Sampling,
we iterate over the nodes of the original network
considering each one as a focus. For each focus
node v, we want to find another node u in close
proximity that is not an ancestor or descendent
(e.g., parent, grandparent, child, grandchild) of v
in the IS-A or PART-OF hierarchy, depending on
the dataset. We want u to be close to v, to make
it more difficult for the link predictor to infer that
u and v should not be linked. We do not, how-
ever, want u to be an ancestor or descendent of
v, because the IS-A and PART-OF relationships of
our datasets are transitive. For example, if u is
a grandparent of v, it could be argued that infer-
ring that u and v should be linked, is not an er-
ror. To satisfy these constraints, we first find the
ancestors of v that are between 2 to 5 hops away
from v in the original network.3 We randomly se-
lect one of these ancestors, and then we randomly
select as u one of the ancestor’s children in the
original network, ensuring that u was not an an-
cestor or descendent of v in the original network.
In both approaches, we randomly select as many
true negatives as the true positives, discarding the
remaining true negatives.

We experimented with two link predictors:

Cosine similarity link predictor (CS): Given a
pair of nodes v1, v2 (true positive or true negative

3The edges of the resulting datasets are not directed.
Hence, looking for descendents would be equivalent.

edge), CS computes the cosine similarity (ignor-
ing negative scores) between the two node embed-
dings as s(v1, v2) = max(0, cos(f(v1), f(v2))),
and predicts an edge between the two nodes if
s(v1, v2) ≥ t, where t is a threshold. We evaluate
the predictor on the true positives and true nega-
tives (shown as ‘test’ true positives and ‘test’ true
negatives in Table 1) by computing AUC (area un-
der ROC curve), in effect considering the precision
and recall of the predictor for varying t.4

Logistic regression link predictor (LR): Given a
pair of nodes v1, v2, LR computes the Hadamard
(element-wise) product of the two node embed-
dings f(v1) � f(v2) and feeds it to a logistic re-
gression classifier to obtain a probability estimate
p that the two nodes should be linked. The predic-
tor predicts an edge between v1, v2 if p ≥ t. We
compute AUC on a test set by varying t. The test
set of this predictor is the same set of true pos-
itives and true negatives (with Random or Close
Proximity Negative Sampling) that we use when
evaluating the CS predictor. The training set of
the logistic regression classifier contains as true
positives all the other edges of the network that
remain after the true positives of the test set have
been removed, and an equal number of true nega-
tives (with the same negative sampling method as
in the test set) that are not used in the test set.

4.4 Implementation Details

For NODE2VEC and our NE methods, which can
be viewed as extensions of NODE2VEC, the di-
mensionality of the node embeddings is 30. The
dimensionality of the word embeddings (in our NE

methods) is also 30. In the random walks, we set
r = 5, l = 40, k = 10 for IS-A, and r = 10, l =
40, k = 10 for PART-OF; these hyper-parameters
were not particularly tuned, and their values were
selected mostly to speed up the experiments. We
train for one epoch with a batch size of 128, set-
ting the number of SKIPGRAM’s negative samples
to 2. We use the Adam (Kingma and Ba, 2015) op-
timizer in our NE methods. We implemented our
NE methods and the two link predictors using Py-
Torch (Paszke et al., 2017) and Scikit-Learn (Pe-
dregosa et al., 2011). For NODE2VEC and CANE,
we used the implementations provided.5

4We do not report precision, recall, F1 scores, because
these require selecting a particular threshold t values.

5See https://github.com/aditya-grover/
node2vec, https://github.com/thunlp/CANE.
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Random Close
Negative Proximity

NE Method + Link Predictor Sampling Sampling

Node2Vec + CS 66.6 54.3
CANE + CS 94.1 69.6
Avg-N2V + CS 95.0 78.6
GRU-N2V + CS 98.7 79.2
BiGRU-Max-Res-N2V + CS 98.5 79.0

Node2Vec + LR
CANE + LR
Avg-N2V + LR
GRU-N2V + LR
BiGRU-Max-Res-N2V + LR

77.2
95.3
97.6
99.0
99.3

56.3
70.0
73.9
79.6
82.1

Table 2: AUC scores (%) for the IS-A dataset. Best
scores per link predictor (CS, LR) shown in bold.

For CANE, we set the dimensionality of the
node embeddings to 200, as in the work of Tu et al.
(2017). We also tried 30-dimensional node em-
beddings, as in NODE2VEC and our NE methods,
but performance deteriorated significantly.

4.5 Link Prediction Results
Link prediction results for the IS-A and PART-
OF networks are reported in Tables 2 and 3. All
content-oriented NE methods (CANE and our ex-
tensions of NODE2VEC) clearly outperform the
structure-oriented method (NODE2VEC) on both
datasets in both negative edge sampling settings,
showing that modeling the textual descriptors of
the nodes is critical. Furthermore, all methods
perform much worse with Close Proximity Nega-
tive Sampling, confirming that the latter produces
more difficult link prediction datasets.

All of our NE methods (content-aware exten-
sions of NODE2VEC) outperform NODE2VEC and
CANE in every case, especially with Close Prox-
imity Negative Sampling. We conclude that it is
important to model not just the textual descriptor
of a node or its direct neighbors, but as much non-
local network structure as possible.

For PART-OF relations (Table 3), BIGRU-MAX-
RES-N2V obtains the best results with both link
predictors (CS, LR) in both negative sampling set-
tings, but the differences from GRU-N2V are very
small in most cases. For IS-A (Table 2), BIGRU-
MAX-RES-N2V obtains the best results with the
LR predictor, and only slightly inferior results
than GRU-N2V with the CS predictor. The differ-
ences of these two NE methods from AVG-N2V are
larger, indicating that recurrent neural encoders of
textual descriptors are more effective than simply
averaging the word embeddings of the descriptors.

Random Close
Negative Proximity

NE Method + Link Predictor Sampling Sampling

Node2Vec + CS 76.8 61.8
CANE + CS 93.9 75.3
Avg-N2V + CS 95.9 81.8
GRU-N2V + CS 98.0 83.1
BiGRU-Max-Res-N2V + CS 98.5 83.3

Node2Vec + LR
CANE + LR
Avg-N2V + LR
GRU-N2V + LR
BiGRU-Max-Res-N2V + LR

85.2
94.4
97.6
99.0
99.5

66.5
76.3
79.4
85.6
88.6

Table 3: AUC scores (%) for the PART-OF dataset. Best
scores per link predictor (CS, LR) shown in bold.

Target Node: Left Eyeball (PART-OF)

Most Similar Embeddings Cos Hops

equator of left eyeball 99.3 1

episcleral layer of left eyeball 99.2 4

cavity of left eyeball 99.1 1

wall of left eyeball 99.0 1

vascular layer of left eyeball 98.9 1

Target Node: Lung Carcinoma (IS-A)

Most Similar Embeddings Cos Hops

recurrent lung
carcinoma 97.6 1

papillary carcinoma 97.1 2

lung pleomorphic
carcinoma 97.0 3

ureter carcinoma 96.6 2

lymphoepithelioma-like lung
carcinoma 96.6 3

Table 4: Examples of nodes whose embeddings are
closest (cosine similarity, Cos) to the embedding of
a target node in the PART-OF (top) and IS-A (bottom)
datasets. We also show the distances (number of edges,
Hops) between the nodes in the networks.

Finally, we observe that the best results of the
LR predictor are better than those of the CS predic-
tor, in both datasets and with both negative edge
sampling approaches, with the differences being
larger with Close Proximity Sampling. This is as
one would expect, because the logistic regression
classifier can assign different weights to the di-
mensions of the node embeddings, depending on
their predictive power, whereas cosine similarity
assigns the same importance to all dimensions.
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(a) Two nodes connected by a PART-OF edge.

(b) Two nodes connected by a PART-OF edge.

(c) Two nodes connected by an IS-A edge.

Figure 4: Visualization of the importance that BIGRU-
MAX-RES-N2V assigns to the words of the descriptors
of the nodes of three edges. Edges (a) and (b) are from
the PART-OF dataset. Edge (c) is from the IS-A dataset.

4.6 Qualitative Analysis

To better understand the benefits of leveraging
both network structure and textual descriptors, we
present examples from the two datasets.

Most similar embeddings: Table 4 presents the
five nearest nodes for two target nodes (‘Left Eye-
ball’ and ‘Lung Carcinoma’), based on the cosine
similarity of the corresponding node embeddings
in the PART-OF and IS-A networks, respectively.
We observe that all nodes in the PART-OF example
are very similar content-wise to our target node.
Furthermore, the model captures the semantic re-
lationship between concepts, since most of the re-
turned nodes are actually parts of ‘Left Eyeball’.
The same pattern is observed in the IS-A example,
with the exception of ‘ureter carcinoma’, which is
not directly related with ‘lung carcinoma’, but is
still a form of cancer. Finally, it is clear that the
model extracts meaningful information from both
the textual content of each node and the network
structure, since the returned nodes are closely lo-
cated in the network (Hops 1–4).

Heatmap visualization: BIGRU-MAX-RES-N2V

can be extended to highlight the words in each
textual descriptor that mostly influence the cor-
responding node embedding. Recall that this NE

method applies a max-pooling operator (Fig. 3)
over the state vectors h1, . . . , hn of the words
w1, . . . , wn of the descriptor, keeping the maxi-
mum value per dimension across the state vectors.
We count how many dimension-values the max-
pooling operator keeps from each state vector hi,
and we treat that count (normalized to [0, 1]) as
the importance score of the corresponding word
wi.6 We then visualize the importance scores as

6We actually obtain two importance scores for each word

Edges/Descriptors BN2V CANE N2V Hops

(a) bariatric surgery
(b) bypass
gastrojejunostomy

82.7 38.0 56.2 11

(a) anatomical line
(b) anterior
malleolar fold

82.3 29.0 50.0 22

(a) zone of biceps
brachii
(b) short head of
biceps brachii

93.0 70.0 61.6 13

Table 5: Examples of true positive edges, showing how
structure and textual descriptors affect node embed-
dings. The first two edges are IS-A, the third one is
PART-OF. The NE methods used are BIGRU-MAX-RES-
N2V (BN2V), CANE and NODE2VEC (N2V). We report
cosine similarities between node embeddings and the
distances between the nodes (number of edges, Hops)
in the networks after removing true positive edges.

heatmaps of the descriptors. In the first two exam-
ple edges of Fig. 4, the highest importance scores
are assigned to words indicating body parts, which
is appropriate given that the edges indicate PART-
OF relations. In the third example edge, the high-
est importance score of the first descriptor is as-
signed to ‘carcinoma’, and the highest importance
scores of the second descriptor are shared by ‘ma-
lignant’ and ‘neoplasm’; again, this is appropriate,
since these words indicate an IS-A relation.

Case Study: In Table 5, we present examples that
illustrate learning from both the network struc-
ture and textual descriptors. All three edges are
true positives, i.e., they were initially present in
the network and they were removed to test link
prediction. In the first two edges, which come
from the IS-A network, the node descriptors share
no words. Nevertheless, BIGRU-MAX-RES-N2V

(BN2V) produces node embeddings with high co-
sine similarities, much higher than NODE2VEC

that uses only network structure, presumably be-
cause the word embeddings (and neural encoder)
of BN2V correctly capture lexical relations (e.g.,
near-synonyms). Although CANE also considers
the textual descriptors, its similarity scores are
much lower, presumably because it uses only local
neighborhoods (single-edge hops). The nodes in
the third example, which come from the PART-OF

network, have a larger word overlap. NODE2VEC

in the descriptor of a node, since each node v has two em-
beddings f(v), f ′(v), used when v is the focus or a neighbor
(Section 3), i.e., there are two results of the max-pooling op-
erator. We average the two importance scores of each word.
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is unaware of this overlap and produces the lowest
score. The two content-oriented methods (BN2V,
CANE) produce higher scores, but again BN2V

produces a much higher similarity, presumably
because it uses larger neighborhoods. In all three
edges, the two nodes are distant (>10 hops), yet
BN2V produces high similarity scores.

5 Conclusions and Future Work

We proposed a new method to learn content-aware
node embeddings, which extends NODE2VEC by
considering the textual descriptors of the nodes.
The proposed approach leverages the strengths
of both structure- and content-oriented node em-
bedding methods. It exploits non-local network
neighborhoods generated by random walks, as in
the original NODE2VEC, and allows integrating
various neural encoders of the textual descrip-
tors. We evaluated our models on two biomed-
ical networks extracted from UMLS, which con-
sist of PART-OF and IS-A edges. Experimental
results with two link predictors, cosine similar-
ity and logistic regression, demonstrated that our
approach is effective and outperforms previous
methods which rely on structure alone, or model
content along with local network context only.

In future work, we plan to experiment with net-
works extracted from other biomedical ontologies
and knowledge bases. We also plan to explore if
the word embeddings that our methods generate
can improve biomedical question answering sys-
tems (McDonald et al., 2018).
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Appendix

A CANE Hyper-parameters

CANE has 3 hyper-parameters, denoted α, β, γ,
which control to what extent it uses information
from network structure or textual descriptors. We
learned these hyper-parameters by employing the
HyperOpt (Bergstra et al., 2013) on the valida-
tion set.7 All three hyper-parameters had the same
search space: [0.2, 1, 0] with a step of 0.1. The op-
timization ran for 30 trials for both datasets. Ta-
ble 6 reports the resulting hyper-parameter values.

Parameters PART-OF IS-A

α 0.2 0.7

β 1.0 0.7

γ 1.0 0.7

Table 6: Hyper-parameter values used in CANE.

7 For more information on HyperOpt see: https://
github.com/hyperopt/hyperopt/wiki/FMin.
For a tutorial see: https://github.com/Vooban/
Hyperopt-Keras-CNN-CIFAR-100.
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Abstract
The purpose of automatic text simplification
is to transform technical or difficult to under-
stand texts into a more friendly version. The
semantics must be preserved during this trans-
formation. Automatic text simplification can
be done at different levels (lexical, syntactic,
semantic, stylistic...) and relies on the cor-
responding knowledge and resources (lexicon,
rules...). Our objective is to propose methods
and material for the creation of transformation
rules from a small set of parallel sentences dif-
ferentiated by their technicity. We also pro-
pose a typology of transformations and quan-
tify them. We work with French-language data
related to the medical domain, although we as-
sume that the method can be exploited on texts
in any language and from any domain.

1 Introduction

The purpose of automatic text simplification is to
provide a simplified version for a given text. Sim-
plification can be done at lexical, syntactic, seman-
tic but also pragmatic and stylistic levels. Sim-
plification can be useful in two main contexts: as
help provided to human readers, which guarantees
better access and understanding of the content of
documents (Son et al., 2008; Paetzold and Specia,
2016; Chen et al., 2016; Arya et al., 2011; Leroy
et al., 2013), and as a pre-processing step for other
NLP tasks and applications, which makes easier
the work of other NLP modules and may improve
the overall results (Chandrasekar and Srinivas,
1997; Vickrey and Koller, 2008; Blake et al., 2007;
Stymne et al., 2013; Wei et al., 2014; Beigman
Klebanov et al., 2004). We can see that potentially
this task may play an important role.

Three main types of methods are currently ex-
ploited in text simplification:

• Methods based on knowledge and rules. For
instance, the use of WordNet (Miller et al.,

1993) may provide equivalent expressions for
difficult words (Carroll et al., 1998; Bautista
et al., 2009), or help with the choice of
synonyms using their frequency (Devlin and
Tait, 1998; De Belder and Moens, 2010; Drn-
darevic et al., 2012) or their length (Bautista
et al., 2009). One limitation of such methods
is their weak recall performance (De Belder
and Moens, 2010) and confusion between
difficult and simple words (Shardlow, 2014);

• Methods based on distribution probabilities,
like word embeddings (Mikolov et al., 2013;
Pennington et al., 2014), are used to ac-
quire a lexicon and substitution rules for
simplification. When trained on relevant
data (Wikipedia, Simple Wikipedia, PubMed
Central...), word embeddings can contain
simpler equivalents, that can be exploited to
perform the simplification (Glavas and Sta-
jner, 2015; Kim et al., 2016). Nonetheless,
such methods require consequent filtering to
keep only the best candidates. Those meth-
ods generally provide good coverage and,
when the filtering is efficient, good precision;

• Methods issued from machine translation
tackle the problem as translation from tech-
nical to simple text. A growing number
of works propose to exploit this type of
method to English texts (Zhao et al., 2010;
Zhu et al., 2010; Wubben et al., 2012; Sen-
nrich et al., 2016; Xu et al., 2016; Wang
et al., 2016a,b; Zhang and Lapata, 2017; Ni-
sioi et al., 2017). They exploit corpora made
of parallel and aligned sentences, that mainly
derive from the Simple English Wikipedia -
English Wikipedia corpus (SEW-EW). Glob-
ally, those methods seem to maintain a bal-
ance between the quality of the simplifica-
tion, good coverage and precision.
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Almost all the existing works address text sim-
plification in English, while other languages are
poorly described. Yet, whatever the method and
language it is necessary to have available suitable
resources for making the transformations required
by the task. This work is intended as a basis to de-
sign a method and to use it for preparing linguistic
data for the creation of transformation rules.

2 Linguistic Data

We exploit an existing corpus with compara-
ble documents1 differentiated by their technicity:
technical documents and the corresponding sim-
plified documents. The corpus is composed of
documents from three sources: information on
drugs, encyclopedia articles and abstracts from
systematic reviews. We use simple and simpli-
fied interchangeably in our work. Yet, a simplified
document is the result of the simplification pro-
cess of a technical document, like the simplified
abstracts from systematic reviews; while a simple
document is issued from an independently written
simple document, like drug information and ency-
clopedia articles. In the used corpus, the techni-
cal part contains over 2.8M occurrences, and the
simplified part contains over 1.5M occurrences. A
subset of this corpus has been manually aligned at
the level of sentences, which provides 663 pairs
of parallel sentences exploited in our work. These
pairs of sentences show two types of relations:

• Semantic equivalence: two sentences of a
pair have the same or very close meaning:
- les sondes gastriques sont couramment
utilisées pour administrer des médicaments
ou une alimentation entérale aux personnes
ne pouvant plus avaler(feeding tubes are often

used to administer medicine or enteral nutrition to peo-

ple who cannot swallow)

- les sondes gastriques sont couramment
utilisées pour administrer des médicaments
et de la nourriture directement dans le trac-
tus gastro-intestinal (un tube permettant de
digérer les aliments) pour les personnes ne
pouvant pas avaler (feeding tubes are often used

to administer medicine and food directly into the gas-

trointestinal tract (a tube that allows to digest food))

With the semantic equivalence, simplifica-
tion is mainly performed at lexical level, typ-

1http://natalia.grabar.free.fr/
resources.php

ically using lexical substitutions. Simplifi-
cation can also be done by adding informa-
tion and, in this case, complex notions are
followed by their explanations, like le trac-
tus gastro-intestinal (un tube permettant de
digérer les aliments). Often, those two pro-
cesses (substitution and addition of informa-
tion) are applied jointly;

• Semantic inclusion: the meaning of one
sentence is included in the meaning of the
other sentence. The inclusion is oriented: the
technical sentence as well as the simplified
sentence can be inclusive or included. In this
example, the technical sentence is inclusive
and informs in addition on the number of
participants and the evaluation metric:
- peu de données (43 participants) étaient
disponibles concernant la détection d’un
mauvais placement (la spécificité) en rai-
son de la faible incidence des mauvais
placements (only a few data (43 participants)

were available concerning the detection of a bad

placement (specificity), due to the weak incidence of

bad placements)

- cependant, peu de données étaient
disponibles concernant les sondes placées
incorrectement et les complications possibles
d’une sonde mal placée (however, only a few

data were available concerning the badly placed

probes and the potential complications of a bad probe

placement)

With inclusion, simplification is also pe-
formed at the syntactic level, as the example
above illustrates. Typically, subordinate and
inserted clauses, information between brack-
ets, some adjectives of adverbs are deleted
during the simplification, like the informa-
tion between brackets (43 participants and la
spécificité). Semantic inclusion also involves
enumerations: technical sentences with
coordination can be segmented into lists with
separate items in the simplified versions.
Yet, enumerations with comma-separated
items can be found in either technical and
simplified documents. We should also point
out that syntactic and lexical transformations
often occur together.
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Figure 1: Matrix-based alignment of words within YAWAT

3 Methods

The methods for annotating and preparing the lin-
guistic data for the description of simplification-
induced transformations rely on three main dimen-
sions: (1) control of the semantic inclusion re-
lations, when sentences are split or merged dur-
ing the simplification (Section 3.1); (2) semantic
annotation of pairs of sentences to describe more
precisely the transformations (Section 3.2); and
(3) syntactic tagging and analysis for joining the
semantic and syntactic information (Section 3.3).

3.1 Merging and Splitting of Sentences
One typical strategy applied during text simplifi-
cation consists in merging or splitting the tech-
nical sentences when creating simple sentences
(Brouwers et al., 2014). When merged, the techni-
cal sentences become shorted, which allows their
merging into one sentence which yet remains read-
able in the simplified version. On contrary, when
a given technical sentence contains more than one
clause, like one main and one secondary, it can be
split into two sentences by transforming the sec-
ondary clause into the main clause of another sen-
tence. Sometimes, the splitting should be blocked
because it can make the understanding of the main
clause more difficult (Brunato et al., 2014).

In our corpus, merged and split sentences are
detected using their proximity in the corpus and
multiple alignments, like in these examples:

T1 elle impose l’ arrêt du traitement et contre-
indique toute nouvelle administration de clin-
damycine. (It forces the stopping of the cure and it

is contra-indicated to administer once again the clin-

damycin.)

S1 prévenez votre médecin immédiatement car
cela impose l’ arrêt du traitement. (tell it to

your doctor immediately for it forces the stopping of

the cure.)

cette réaction va contre-indiquer toute nou-
velle administration de clindamycine. (this re-

sponse contra-indicates any new administration of the

clindamycin.)

T2 abcès. (abscess)

douleurs. (pain)

S2 douleurs ou accumulation de pus au niveau
du site d’ injection (pain or accumulation of pus at

the injection site)

Note that in the case of merging, the complex
sentences when they are merged get also other
simplifications, such as synonymy for instance.

3.2 Semantic Annotation

The simplification-induced transformations are
annotated semantically using YAWAT (Yet An-
other Word Alignment Tool) (Germann, 2008).
YAWAT permits to visualize and manipulate paral-
lel texts. The tool was designed for working with
parallel bilingual texts related to mutual transla-
tions (Yu et al., 2012). We propose to exploit it
with monolingual parallel texts related to simpli-
fication. YAWAT displays the two parallel and
aligned sentences side by side. The annotator can
then align the words using the matrix (Figure 1),
and to assign the type of transformation to each
pair of text segments considered. The number
of squares displayed vertically correspond to the
number of words that are counted in the sentence
on the left (that is, the technical sentence). The
number of squares displayed horizontally corre-
spond to the number of words that are counted
in the sentence on the right (that is, the simple
sentence). Then, in order to match word/group
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Figure 2: Annotation scheme within YAWAT

of words that correspond to a simplification phe-
nomenon, the user has to click on the square that
corresponds in both sentences. The fact that the
text in the two columns are the same permits the
user to click on the right square easily. The trans-
formation types permits to describe more precisely
their semantic nature. We defined a set of trans-
formation types using previous similar work and
observations on our corpus (Brunato et al., 2014).
The proposed typology contains up to 25 transfor-
mations (Figure 2):

• literal is the default value which is kept when
the words are identical in both sentences,

• synonym: substitution of technical term by
its synonym {effets négligeables ; effets
délétères} ({insignificant effects ; deleterious ef-

fects}),

• hyperonym: technical term is replaced by
its hyperonym {clindamicine ; médicament}
({clindamycin ; drug}),

• hyponym: technical term is replaced by its
hyponym {benzodiazépines ; bromazepam}
({benzodiazepine ; bromazepam})

• p2a (and a2p): verb in passive voice in tech-
nical sentence is replaced by its active voice
{ne doit jamais être utilisé ; ne prenez ja-
mais} ({should never be used ; never use}), and
the contrary {n’a aucun ; n’est pas attendu}
({does not have ; is not expected})

• pronominalization: substitution by pronouns
{l’antibioprophylaxie ; elle} ({the antibiotic

prophylaxis ; it}),

• p2n: substitution of pronoun by its reference
{elles ; ce médicament} ({they ; this drug}),

• v2n (and n2v): substitution of verbs by nouns
{conduire ; conduite} ({to drive ; driving}), and
the contrary {l’arrêt du traitement ; arrêter
brutalement} ({cessation of treatment ; stop at

once})

• n2a (and a2n): substitution of nouns by their
adjectives {allergies ; allergiques} ({allergies ;

allergic}), and the contrary {cardiaque ; du
coeur} ({cardiac ; of the heart}),

• s2p (and p2s): substitution of singular
forms by plural forms {de tout antibio-
tique ; d’antibiotiques} ({of any antibiotic ; of

antibiotics}), and the contrary {les enfants ;
l’enfant} ({the children ; the child}),

• specification: adding explanation to techni-
cal term {bêta-lactamines ; bêta-lactamines
(pénicilline, céphalosporine)} ({beta-lactam ;

beta-lactam (penicillin, cephalosporins)}). The dif-
ference with synonymy is that, instead of sub-
stitution, the technical term remains and its
explanation (definition, examples) is added,

• generalization: removal of some information
{arrêt du traitement et contre indique toute
nouvelle administration du clindamycine ;
arrêt du traitement} ({cessation of treatment

and contra-indicate any new administration of clin-

damycine ; cessation of treatment}),

• duplication: two or more occurrences of a
given term in simple sentence,

312



• adj2adv (and adv2adj): substitution of ad-
jectives by adverbs {récente ; récemment}
({recent ; recently}), and the contrary {tardif ;
tard} ({late ; late}),

• agt2act (and act2agt): substitution of
agent by the action {conducteurs ; con-
duite} ({drivers ; driving}), and the contrary
{conduite ; conducteurs} ({driving ; drivers}),

• cau2eff (and eff2cau): substitution of cause
by its effect {prescrits ; utilisés} ({prescribed ;

used}), and the contrary {dans le traitement ;
chez les patients atteints} ({during the treatment ;

in affected patients}),

• aff2neg (and neg2aff): substitution of affir-
mative form of information by negative form
with the same meaning {présentant une ab-
sence complète ; n’avez aucune} ({indicating

total absence ; you have no}), and the contrary {ne
pas ; éviter} ({should not ; avoid}).

Since it is common that some sequences can
be tagged with several concurrent tags, we de-
fined the priority rules, such as a2n > synonym,
like in {cardiaque ; du coeur} ({cardiac ; of the

heart}), because it describes the transformation
more precisely. Since it is common that some
sequences can be tagged with several concurrent
tags, we prioritized part-of-speech related tags
over synonymy because it is more precize, like in
{cardiaque ; du coeur} ({cardiac ; of the heart}). Sim-
ilarly, pronominalization is prioritized over verbal
features, and also all the lexical transformations
over syntactic transformations.

3.3 Syntactic Analysis

Syntactic analysis permits to linguistically anno-
tate the parallel sentences and to mark within them
the syntactic groups. Syntactic processing is done
with Cordial (Laurent et al., 2009), which per-
forms tokenization, POS-tagging, lemmatisation
and syntactic analysis into constituents. In Ta-
ble 1, we provide an example of Cordial tagging
and analysis for the sentence dalacine n’a aucun
effet ou qu’un effet négligeable sur l’aptitude à
conduire des véhicules et à utiliser des machines.
(dalacine has no effect or the effect is insignificant on the ca-

pacity to drive vehicles and to use machines.) We can see
that the sequence un effet négligeble (insignificant ef-

fect) belongs to the same syntactic group, stated in
column synt. group. Besides, the syntactic head is

nb. form POS tag synt. group
1 dalacine NCI 1
2 n’ ADV 3
3 a VINDP3S 3
4 aucun ADJIND 5
5 effet NCMS 5
6 ou COO -
7 qu’ ADV 3
8 un DETIMS 9
9 effet NCMS 9
10 négligeable ADJSIG 9
11 sur PREP 13
12 l’ DETDFS 13
13 aptitude NCFS 13
14 à PREP 15
15 conduire VINF 15
16 des DETDPIG 17
17 véhicules NCMP 17
18 et COO -
19 à PREP 20
20 utiliser VINF 20
21 des DETDPIG 22
22 machines NCFP 22
23 . PCTFORTE -

Table 1: Example of syntactic annotation by Cordial
(word position in the sentence, word form, POS tag,
and syntactic group)

effet (effect), which has the same number as the syn-
tactic groupe (9) and, being common noun (NC),
it characterizes this group as nominal phrase.

4 Results and Discussion

4.1 Merging and Splitting of Sentences

We counted 51 cases in which two of more techni-
cal sentences are merged into one simple sentence,
and 16 cases in which technical sentences are split
into two or more simple sentences. In a previous
work, it was noticed that the merging of sentences
during the simplification is rare (Brouwers et al.,
2014). Yet, in our corpus, we observe the con-
trary: much more technical sentences are merged
than split. We can see several explanations:

• The cited work (Brouwers et al., 2014) is
done on articles from Wikipedia and Vikidia.
Vikidia is designed for 8-13 year old children
and relies on strong guidelines when creating
the articles. One of the rules is to use short
and clear sentences. In our work, Wikipedia
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and Vikidia correspond to the encycopedia
part of the corpus. The two other subcorpora
(drug leaflets and scientific abstracts) do not
respect same writing principles.

• Drug leaflets frequently use coordinations
with disorders, known adverse effects, func-
tions, etc. Often, they are presented as item-
ized lists in technical documents, while in
simplified documents then occur within co-
ordinated sentences.

• In abstracts of systematic reviews, techni-
cal sentences are often shortened during their
simplification in order to keep the main in-
formation. Then, possibly as consequence of
it, the sentences may be merged. Notice also
that there is no clear guidelines when writing
plain-language abstracts and that each editor
may apply its own principles.

4.2 Semantic Annotation
In Figure 3, we present the typology of the
simplification-induced transformations. The Fig-
ure also contains information on prevalence of
each transformation in terms of its frequence
and percentage. We distinguish several high-
level transformations, which may also be present
in the existing typologies (Brunato et al., 2014;
Brouwers et al., 2014): lexical substitution, lex-
ical addition, lexical deletion, syntactic substitu-
tion, pronominalization and use of affirmative and
negated forms. The biggest set of transformations
(965 occurrences, 69%) is related to lexical sub-
stitutions, within which we differentiate substitu-
tions with semantic shift (hyponymy and hyper-
onymy) and without semantic shift (synonymy and
morphological transformation). We subsequently
have lexical additions or specifications (199 oc-
currences, 14%), when explanations are added to
technical terms in simplifed sentences, and lexi-
cal deletions or generalizations (132 occurrences,
9%), when some information is shortened and re-
moved during the simplification. Then we con-
sider that the only pure syntactic substitutions cor-
repospond to active and passive voices of verbs.
Hence, singular/plural and other verbal features
belong to lexical substitutions without semantic
shift. Pronominalization, and use of positive and
negative equivalent expressions correspond to dis-
tinct small types of transformations.

By comparison with the typology from (Brouw-
ers et al., 2014), we separated synonymy from hy-

peronymy because they have fundamental differ-
ences (semantic equivalence or subsumption) and
require specific methods and resources. We differ-
entiate several syntactic and morphological trans-
formations, while in the citetd work, only the pas-
sive/active transformation is considered. Another
difference is that we do not differentiate betweel
lexical and semantic transformations: semantics
becomes a feature of lexical substitutions.

By comparison with the typology from
(Brunato et al., 2014), the authors differentiate
several types of word insertion and deletion,
according to the syntactic nature of these words
(verb, noun...). We do not make this differen-
tiation because, in most cases, insertions and
deletions apply to syntactic clauses. Besides, we
considered the shift of grammatical categories as
lexical substitution, which we describe with detail
according to the POS categories. Unlike in the
cited work, we consider separately hyperonymy,
hyponymy and synonymy, because they have
fundamental differences and require specific
methods and resources.

Finally, by comparison with the typology from
(Vila et al., 2011), which is dedicated to the
general description of paraphrases and does not
specifically aim transformations due to the simpli-
fication, we notice several similarities. The main
difference is that the authors separated lexical sub-
stitutions and morphological derivations, which
we keep together because they all apply at the
word level. Yet, we can differentiate them through
the use of syntactic infomartion.

On the whole, we count 1,394 transformations,
which gives 2.1 transformations per pair of sen-
tences on average. In Table 2, we indicate the
frequency of the most frequent types of transfor-
mations according to whether they occur in split
or merged sentences, or generally in the corpus
(the total column). As in Figure 3, the most fre-
quent transformations are related to the use of syn-
onyms, and the specification and generalization of
contents. These types are frequent in the whole
corpus and, by consequence, in merged and split
sentences. There is no real association between
sentence splitting or merging and transformations.
At the more fine-grained level, we observe that:

• a2n (adjective → noun) transformations (53
occ.) may be necessary to replace adjectives,
often coined on suppletive bases (cardiac),
by the corresponding nouns, often coined on
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Figure 3: Typology of simplification-induced transformations

alternative native bases (heart),

• hyperonymy transformations (48 occ.) permit
to use words with broader meaning, which
may make the understanding easier,

• hyponymy transformations (51 occ.) permit
to use instanciations and terms with narrower
meaning, which may also make the under-
standing easier,

• n2v (noun→ verb) transformations (35 occ.)
make the sentence less abstract by replacing
concept by the action, and hence easier to un-
derstand.

It may seem counter-intuitive that there are
more cases of hyponymy than hyperonymy in sim-
plification, however, this can be explained. In-
deed, in the simple side of the drug corpus, the
exact name of the drug is given, when on the tech-
nical side of the drug corpus, the name given is the
therapeutical class of the drug. For instance, there
is a case where we have IEC (ACE inhibitor) on the
technical side and Moex (the name of a drug) on
the simple side. Since Moex is a kind of IEC, then
Moex is a hyponym for IEC.
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tag split merge total
syno 24 112 578
hypero 1 10 48
hypo 0 13 51
pronoun 9 2 74
v2n 1 1 17
n2v 2 5 35
n2a 2 0 16
a2n 2 17 53
s2p 0 6 53
p2s 5 3 38
vfea 0 4 41
specif 12 34 199
gener 14 10 132

Table 2: Frequency of the most frequent transforma-
tions in split and merged sentences, and in all the par-
allel sentences

4.3 Syntactic Analysis
Syntactic analysis permitted to associate seman-
tic and syntactic information. One issue is that,
with the substitutions, the POS-tags or syntactic
groups remain identical in 221 cases. In several
other cases, the original syntactic group is com-
pleted with other groups (GN → GP GN, GN →
GN GAdj). Besides, up to 531 transformations
start from nominal groups, up to 190 from prepo-
sitional groups and up to 174 from verbal groups.
Overall, this means that: (1) the syntactic anal-
ysis may provide important clues for the detec-
tion of frontiers of the sequences to transform; (2)
words and expressions of various syntactic nature
are involved in transformations (nouns, verbs, ad-
jectives...); (3) nouns and noun groups, often cor-
responding to concepts, occupy important place
among the transformations.

5 Conclusion and Future Work

We proposed to work with parallel sentences dif-
ferentiated by their technicity: technical and sim-
plified contents are put in parallel. The main pur-
pose is to describe the transformations involved
during the simplification. Hence, the sentences
are characterized on three dimensions: splitting
and merging of sentences, semantic annotation of
the transformations, and their syntactic annota-
tion. We also propose a typology of transforma-
tions and quantify them. For instance, our work
indicates that among the most frequent transfor-
mations we can find: synonymy, specification (in-

sertion of additional information), generalization
(removal of information), pronominalization, sub-
stitution of adjectives by the corresponding nouns,
and swich between singular and plural forms. The
material prepared will be used for the creation of
transformation rules joining syntactic, lexical and
semantic information. These rules will be later
used for the simplification of biomedical texts.
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Marta Vila, M Antònia Mart, and Horacio Rodrı́guez.
2011. Paraphrase concept and typology. A linguisti-
cally based and computationally oriented approach.
Procesamiento del Lenguaje Natural, 46:83–90.

Tong Wang, Ping Chen, Kevin Amaral, and Jipeng
Qiang. 2016a. An experimental study of LSTM
encoder-decoder model for text simplification. In
IJCAI, pages 1–7.

Tong Wang, Ping Chen, John Rochford, and Jipeng
Qiang. 2016b. Text simplification using neural ma-
chine translation. In Proc of the AAAI Conference on
Artificial Intelligence (AAAI-16), pages 4270–4271.

Chih-Hsuan Wei, Robert Leaman, and Zhiyong Lu.
2014. SimConcept: A hybrid approach for simpli-
fying composite named entities in biomedicine. In
BCB ’14, pages 138–146.

S Wubben, A van den Bosch, and E Krahmer. 2012.
Sentence simplification by monolingual machine
translation. In Annual Meeting of the Association
for Computational Linguistics, pages 1015–1024.

Wei Xu, Courtney Napoles, Ellie Pavlick, Quanze
Chen, and Chris Callison-Burch. 2016. Optimizing
statistical machine translation for text simplification.
Transactions of the Association for Computational
Linguistics, 4:401–415.
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Abstract

Despite recent advances in natural language
processing, many statistical models for pro-
cessing text perform extremely poorly un-
der domain shift. Processing biomedical and
clinical text is a critically important applica-
tion area of natural language processing, for
which there are few robust, practical, publicly
available models. This paper describes scis-
paCy, a new Python library and models for
practical biomedical/scientific text processing,
which heavily leverages the spaCy library. We
detail the performance of two packages of
models released in scispaCy and demonstrate
their robustness on several tasks and datasets.
Models and code are available at https://
allenai.github.io/scispacy/.

1 Introduction

The publication rate in the medical and biomedical
sciences is growing at an exponential rate (Born-
mann and Mutz, 2014). The information over-
load problem is widespread across academia, but
is particularly apparent in the biomedical sciences,
where individual papers may contain specific dis-
coveries relating to a dizzying variety of genes,
drugs, and proteins. In order to cope with the sheer
volume of new scientific knowledge, there have
been many attempts to automate the process of ex-
tracting entities, relations, protein interactions and
other structured knowledge from scientific papers
(Wei et al., 2016; Ammar et al., 2018; Poon et al.,
2014).

Although there exists a wealth of tools for
processing biomedical text, many focus primar-
ily on named entity recognition and disambigua-
tion. MetaMap and MetaMapLite (Aronson, 2001;
Demner-Fushman et al., 2017), the two most
widely used and supported tools for biomedical
text processing, support entity linking with nega-
tion detection and acronym resolution. However,

Figure 1: Growth of the annual number of cited ref-
erences from 1650 to 2012 in the medical and health
sciences (citing publications from 1980 to 2012). Fig-
ure from (Bornmann and Mutz, 2014).

tools which cover more classical natural language
processing (NLP) tasks such as the GENIA tag-
ger (Tsuruoka et al., 2005; Tsuruoka and Tsujii,
2005), or phrase structure parsers such as those
presented in McClosky and Charniak (2008) typi-
cally do not make use of new research innovations
such as word representations or neural networks.

In this paper, we introduce scispaCy, a spe-
cialized NLP library for processing biomedical
texts which builds on the robust spaCy library,1

and document its performance relative to state
of the art models for part of speech (POS) tag-
ging, dependency parsing, named entity recogni-
tion (NER) and sentence segmentation. Specifi-
cally, we:

• Release a reformatted version of the GENIA
1.0 (Kim et al., 2003) corpus converted into
Universal Dependencies v1.0 and aligned
with the original text from the PubMed ab-
stracts.

1spacy.io
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Model Vocab Size Vector
Count

Min
Word
Freq

Min
Doc
Freq

en core sci sm 58,338 0 50 5
en core sci md 101,678 98,131 20 5

Table 1: Vocabulary statistics for the two core packages
in scispaCy.

• Benchmark 9 named entity recognition mod-
els for more specific entity extraction ap-
plications demonstrating competitive perfor-
mance when compared to strong baselines.

• Release and evaluate two fast and convenient
pipelines for biomedical text, which include
tokenization, part of speech tagging, depen-
dency parsing and named entity recognition.

2 Overview of (sci)spaCy

In this section, we briefly describe the models used
in the spaCy library and describe how we build on
them in scispaCy.

spaCy. The Python-based spaCy library (Hon-
nibal and Montani, 2017)2 provides a variety of
practical tools for text processing in multiple lan-
guages. Their models have emerged as the defacto
standard for practical NLP due to their speed, ro-
bustness and close to state of the art performance.
As the spaCy models are popular and the spaCy
API is widely known to many potential users, we
choose to build upon the spaCy library for creating
a biomedical text processing pipeline.

scispaCy. Our goal is to develop scispaCy as a
robust, efficient and performant NLP library to
satisfy the primary text processing needs in the
biomedical domain. In this release of scispaCy,
we retrain spaCy3 models for POS tagging, depen-
dency parsing, and NER using datasets relevant
to biomedical text, and enhance the tokenization
module with additional rules. scispaCy contains
two core released packages: en core sci sm and
en core sci md. Models in the en core sci md
package have a larger vocabulary and include
word vectors, while those in en core sci sm have
a smaller vocabulary and do not include word vec-
tors, as shown in Table 1.

2Source code at https://github.com/
explosion/spaCy

3scispaCy models are based on spaCy version 2.0.18

Processing Times Per
Software Package Abstract (ms) Sentence (ms)

NLP4J (java) 19 2
Genia Tagger (c++) 73 3

Biaffine (TF) 272 29
Biaffine (TF + 12 CPUs) 72 7

jPTDP (Dynet) 905 97
Dexter v2.1.0 208 84

MetaMapLite v3.6.2 293 89

en core sci sm 32 4
en core sci md 33 4

Table 2: Wall clock comparison of different publicly
available biomedical NLP pipelines. All experiments
run on a single machine with 12 Intel(R) Core(TM)
i7-6850K CPU @ 3.60GHz and 62GB RAM. For the
Biaffine Parser, a pre-compiled Tensorflow binary with
support for AVX2 instructions was used in a good faith
attempt to optimize the implementation. Dynet does
support the Intel MKL, but requires compilation from
scratch and as such, does not represent an “off the
shelf” system. TF is short for Tensorflow.

Processing Speed. To emphasize the efficiency
and practical utility of the end-to-end pipeline pro-
vided by scispaCy packages, we perform a speed
comparison with several other publicly available
processing pipelines for biomedical text using 10k
randomly selected PubMed abstracts. We report
results with and without segmenting the abstracts
into sentences since some of the libraries (e.g.,
GENIA tagger) are designed to operate on sen-
tences.

As shown in Table 2, both models released
in scispaCy demonstrate competitive speed to
pipelines written in C++ and Java, languages de-
signed for production settings.

Whilst scispaCy is not as fast as pipelines
designed for purely production use-cases (e.g.,
NLP4J), it has the benefit of straightforward in-
tegration with the large ecosystem of Python li-
braries for machine learning and text processing.
Although the comparison in Table 2 is not an ap-
ples to apples comparison with other frameworks
(different tasks, implementation languages etc), it
is useful to understand scispaCy’s runtime in the
context of other pipeline components. Running
scispaCy models in addition to standard Entity
Linking software such as MetaMap would result
in only a marginal increase in overall runtime.

In the following section, we describe the POS
taggers and dependency parsers in scispaCy.
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3 POS Tagging and Dependency Parsing

The joint POS tagging and dependency parsing
model in spaCy is an arc-eager transition-based
parser trained with a dynamic oracle, similar to
Goldberg and Nivre (2012). Features are CNN
representations of token features and shared across
all pipeline models (Kiperwasser and Goldberg,
2016; Zhang and Weiss, 2016). Next, we describe
the data we used to train it in scispaCy.

3.1 Datasets

GENIA 1.0 Dependencies. To train the depen-
dency parser and part of speech tagger in both
released models, we convert the treebank of Mc-
Closky and Charniak (2008),4 which is based on
the GENIA 1.0 corpus (Kim et al., 2003), to
Universal Dependencies v1.0 using the Stanford
Dependency Converter (Schuster and Manning,
2016). As this dataset has POS tags annotated, we
use it to train the POS tagger jointly with the de-
pendency parser in both released models.

As we believe the Universal Dependencies con-
verted from the original GENIA 1.0 corpus are
generally useful, we have released them as a sep-
arate contribution of this paper.5 In this data re-
lease, we also align the converted dependency
parses to their original text spans in the raw, un-
tokenized abstracts from the original release,6 and
include the PubMed metadata for the abstracts
which was discarded in the GENIA corpus re-
leased by McClosky and Charniak (2008). We
hope that this raw format can emerge as a resource
for practical evaluation in the biomedical domain
of core NLP tasks such as tokenization, sentence
segmentation and joint models of syntax.

Finally, we also retrieve from PubMed the orig-
inal metadata associated with each abstract. This
includes relevant named entities linked to their
Medical Subject Headings (MeSH terms) as well
as chemicals and drugs linked to a variety of on-
tologies, as well as author metadata, publication
dates, citation statistics and journal metadata. We
hope that the community can find interesting prob-
lems for which such natural supervision can be
used.

4https://nlp.stanford.edu/˜mcclosky/
biomedical.html

5https://github.com/allenai/
genia-dependency-trees

6Available at http://www.geniaproject.org/

Package/Model GENIA

MarMoT 98.61
jPTDP-v1 98.66
NLP4J-POS 98.80
BiLSTM-CRF 98.44
BiLSTM-CRF- charcnn 98.89
BiLSTM-CRF - char lstm 98.85

en core sci sm 98.38
en core sci md 98.51

Table 3: Part of Speech tagging results on the GENIA
Test set.

Package/Model UAS LAS

Stanford-NNdep 89.02 87.56
NLP4J-dep 90.25 88.87
jPTDP-v1 91.89 90.27
Stanford-Biaffine-v2 92.64 91.23
Stanford-Biaffine-v2(Gold POS) 92.84 91.92

en core sci sm - SD 90.31 88.65
en core sci md - SD 90.66 88.98

en core sci sm 89.69 87.67
en core sci md 90.60 88.79

Table 4: Dependency Parsing results on the GENIA 1.0
corpus converted to dependencies using the Stanford
Universal Dependency Converter. We additionally pro-
vide evaluations using Stanford Dependencies(SD) in
order for comparison relative to the results reported in
(Nguyen and Verspoor, 2018).

OntoNotes 5.0. To increase the robustness of the
dependency parser and POS tagger to generic text,
we make use of the OntoNotes 5.0 corpus7 when
training the dependency parser and part of speech
tagger (Weischedel et al., 2011; Hovy et al., 2006).
The OntoNotes corpus consists of multiple genres
of text, annotated with syntactic and semantic in-
formation, but we only use POS and dependency
parsing annotations in this work.

3.2 Experiments
We compare our models to the recent survey
study of dependency parsing and POS tagging for
biomedical data (Nguyen and Verspoor, 2018) in
Tables 3 and 4. POS tagging results show that both
models released in scispaCy are competitive with
state of the art systems, and can be considered of

7Instructions for download at http://cemantix.
org/data/ontonotes.html
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equivalent practical value. In the case of depen-
dency parsing, we find that the Biaffine parser of
Dozat and Manning (2016) outperforms the scis-
paCy models by a margin of 2-3%. However, as
demonstrated in Table 2, the scispaCy models are
approximately 9x faster due to the speed optimiza-
tions in spaCy. 8

Robustness to Web Data. A core principle of
the scispaCy models is that they are useful on a
wide variety of types of text with a biomedical fo-
cus, such as clinical notes, academic papers, clin-
ical trials reports and medical records. In order
to make our models robust across a wider range
of domains more generally, we experiment with
incorporating training data from the OntoNotes
5.0 corpus when training the dependency parser
and POS tagger. Figure 2 demonstrates the effec-
tiveness of adding increasing percentages of web
data, showing substantially improved performance
on OntoNotes, at no reduction in performance on
biomedical text. Note that mixing in web text dur-
ing training has been applied to previous systems
- the GENIA Tagger (Tsuruoka et al., 2005) also
employs this technique.

Figure 2: Unlabeled attachment score (UAS) perfor-
mance for an en core sci md model trained with in-
creasing amounts of web data incorporated. Table
shows mean of 3 random seeds.

4 Named Entity Recognition

The NER model in spaCy is a transition-based
system based on the chunking model from Lam-
ple et al. (2016). Tokens are represented as
hashed, embedded representations of the prefix,
suffix, shape and lemmatized features of individ-

8We refer the interested reader to Nguyen and Verspoor
(2018) for a comprehensive description of model architec-
tures considered in this evaluation.

ual words. Next, we describe the data we used to
train NER models in scispaCy.

4.1 Datasets

The main NER model in both released packages
in scispaCy is trained on the mention spans in
the MedMentions dataset (Murty et al., 2018).
Since the MedMentions dataset was originally
designed for entity linking, this model recog-
nizes a wide variety of entity types, as well as
non-standard syntactic phrases such as verbs
and modifiers, but the model does not predict
the entity type. In order to provide for users
with more specific requirements around entity
types, we release four additional packages
en ner {bc5cdr|craft |jnlpba|bionlp13cg} md
with finer-grained NER models trained on
BC5CDR (for chemicals and diseases; Li et al.,
2016), CRAFT (for cell types, chemicals, pro-
teins, genes; Bada et al., 2011), JNLPBA (for cell
lines, cell types, DNAs, RNAs, proteins; Collier
and Kim, 2004) and BioNLP13CG (for cancer
genetics; Pyysalo et al., 2015), respectively.

4.2 Experiments

As NER is a key task for other biomedical text pro-
cessing tasks, we conduct a through evaluation of
the suitability of scispaCy to provide baseline per-
formance across a wide variety of datasets. In par-
ticular, we retrain the spaCy NER model on each
of the four datasets mentioned earlier (BC5CDR,
CRAFT, JNLPBA, BioNLP13CG) as well as five
more datasets in Crichton et al. (2017): AnatEM,
BC2GM, BC4CHEMD, Linnaeus, NCBI-Disease.
These datasets cover a wide variety of entity types
required by different biomedical domains, in-
cluding cancer genetics, disease-drug interactions,
pathway analysis and trial population extraction.
Additionally, they vary considerably in size and
number of entities. For example, BC4CHEMD
(Krallinger et al., 2015) has 84,310 annotations
while Linnaeus (Gerner et al., 2009) only has
4,263. BioNLP13CG (Pyysalo et al., 2015) anno-
tates 16 entity types while five of the datasets only
annotate a single entity type.9

Table 5 provides a thorough comparison of the
scispaCy NER models compared to a variety of
models. In particular, we compare the models to

9For a detailed discussion of the datasets and their
creation, we refer the reader to https://github.com/
cambridgeltl/MTL-Bioinformatics-2016/
blob/master/Additional%20file%201.pdf
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strong baselines which do not consider the use of
1) multi-task learning across multiple datasets and
2) semi-supervised learning via large pretrained
language models. Overall, we find that the scis-
paCy models are competitive baselines for 5 of the
9 datasets.

Additionally, in Table 6 we evaluate the recall
of the pipeline mention detector available in both
scispaCy models (trained on the MedMentions
dataset) against all 9 specialised NER datasets.
Overall, we observe a modest drop in average re-
call when compared directly to the MedMentions
results in Table 7, but considering the diverse do-
mains of the 9 specialised NER datasets, achieving
this level of recall across datasets is already non-
trivial.

Dataset sci sm sci md

BC5CDR 75.62 78.79
CRAFT 58.28 58.03
JNLPBA 67.33 70.36
BioNLP13CG 58.93 60.25
AnatEM 56.55 57.94
BC2GM 54.87 56.89
BC4CHEMD 60.60 60.75
Linnaeus 67.48 68.61
NCBI-Disease 65.76 65.65
Average 62.81 64.14

Table 6: Recall on the test sets of 9 specialist NER
datasets, when the base mention detector is trained on
MedMentions. The base mention detector is available
in both en core sci sm and en core sci md models.

Model Precision Recall F1

en core sci sm 69.22 67.19 68.19
en core sci md 70.44 67.56 68.97

Table 7: Performance of the base mention detector on
the MedMentions Corpus.

5 Candidate Generation for Entity
Linking

In addition to Named Entity Recognition, scis-
paCy contains some initial groundwork needed to
build an Entity Linking model designed to link to
a subset of the Unified Medical Language System
(UMLS; Bodenreider, 2004). This reduced subset
is comprised of sections 0, 1, 2 and 9 (SNOMED)
of the UMLS 2017 AA release, which are publicly

distributable. It contains 2.78M unique concepts
and covers 99% of the mention concepts present
in the MedMentions dataset (Murty et al., 2018).

5.1 Candidate Generation
To generate candidate entities for linking a given
mention, we use an approximate nearest neigh-
bours search over our subset of UMLS concepts
and concept aliases and output the entities asso-
ciated with the nearest K. Concepts and aliases
are encoded using the vector of TF-IDF scores of
character 3-grams which appears in 10 or more en-
tity names or aliases (i.e., document frequency ≥
10). In total, all data associated with the candi-
date generator including cached vectors for 2.78M
concepts occupies 1.1GB of space on disk.

Aliases. Canonical concepts in UMLS have
aliases - common names of drugs, alternative
spellings, and otherwise words or phrases that
are often linked to a given concept. Importantly,
aliases may be shared across concepts, such as
“cancer” for the canonical concepts of both “Lung
Cancer” and “Breast Cancer”. Since the nearest
neighbor search is based on the surface forms, it
returns K string values. However, because a given
string may be an alias for multiple concepts, the
list of K nearest neighbor strings may not translate
to a list of K candidate entities. This is the correct
implementation in practice, because given a pos-
sibly ambiguous alias, it is beneficial to score all
plausible concepts, but it does mean that we can-
not determine the exact number of candidate enti-
ties that will be generated for a given value of K.
In practice, the number of retrieved candidates for
a given K is much lower than K itself, with the ex-
ception of a few long tail aliases, which are aliases
for a large number of concepts. For example, for
K=100, we retrieve 54.26±12.45 candidates, with
the max number of candidates for a single mention
being 164.

Abbreviations. During development of the can-
didate generator, we noticed that abbreviated men-
tions account for a substantial proportion of the
failure cases where none of the generated candi-
dates match the correct entity. To partially rem-
edy this, we implement the unsupervised abbrevi-
ation detection algorithm of Schwartz and Hearst
(2002), substituting mention candidates marked as
abbreviations for their long form definitions before
searching for their nearest neighbours. Figure 3
demonstrates the improved recall of gold concepts
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Dataset Baseline SOTA + Resources sci sm sci md

BC5CDR (Li et al., 2016) 83.87 86.92b 89.69bb 78.83 83.92
CRAFT (Bada et al., 2011) 79.55 - - 72.31 76.17
JNLPBA (Collier and Kim, 2004) 68.95 73.48b 75.50bb 71.78 73.21
BioNLP13CG (Pyysalo et al., 2015) 76.74 - - 72.98 77.60
AnatEM (Pyysalo and Ananiadou, 2014) 88.55 91.61** - 80.13 84.14
BC2GM (Smith et al., 2008) 84.41 80.51b 81.69bb 75.77 78.30
BC4CHEMD (Krallinger et al., 2015) 82.32 88.75a 89.37aa 82.24 84.55
Linnaeus (Gerner et al., 2009) 79.33 95.68** - 79.20 81.74
NCBI-Disease (Dogan et al., 2014) 77.82 85.80b 87.34bb 79.50 81.65

bb: LM model from Sachan et al. (2017) b: LSTM model from Sachan et al. (2017)
a: Single Task model from Wang et al. (2018) aa: Multi-task model from Wang et al. (2018)
** Evaluations use dictionaries developed without a clear train/test split.

Table 5: Test F1 Measure on NER for the small and medium scispaCy models compared to a variety of
strong baselines and state of the art models. The Baseline and SOTA (State of the Art) columns include
only single models which do not use additional resources, such as language models, or additional sources
of supervision, such as multi-task learning. + Resources allows any type of supervision or pretraining. All
scispaCy results are the mean of 5 random seeds.

Figure 3: Gold Candidate Generation Recall for differ-
ent values of K. Note that K refers to the number of
nearest neighbour queries, and not the number of con-
sidered candidates. Murty et al. (2018) do not report
this distinction, but for a given K the same amount of
work is done (retrieving K neighbours from the index),
so results are comparable. For all K, the actual number
of candidates is considerably lower on average.

for various values of K nearest neighbours. Our
candidate generator provides a 5% absolute im-
provement over Murty et al. (2018) despite gen-
erating 46% fewer candidates per mention on av-
erage.

6 Sentence Segmentation and Citation
Handling

Accurate sentence segmentation is required for
many practical applications of natural language
processing. Biomedical data presents many dif-

ficulties for standard sentence segmentation algo-
rithms: abbreviated names and noun compounds
containing punctuation are more common, whilst
the wide range of citation styles can easily be
misidentified as sentence boundaries.

We evaluate sentence segmentation using both
sentence and full-abstract accuracy when seg-
menting PubMed abstracts from the raw, unto-
kenized GENIA development set (the Sent/Ab-
stract columns in Table 8).

Additionally, we examine the ability of the seg-
mentation learned by our model to generalise to
the body text of PubMed articles. Body text is
typically more complex than abstract text, but in
particular, it contains citations, which are consid-
erably less frequent in abstract text. In order to ex-
amine the effectiveness of our models in this sce-
nario, we design the following synthetic experi-
ment. Given sentences from Cohan et al. (2019)
which were originally designed for citation in-
tent prediction, we run these sentences individu-
ally through our models. As we know that these
sentences should be single sentences, we can sim-
ply count the frequency with which our models
segment the individual sentences containing cita-
tions into multiple sentences (the Citation column
in Table 8).

As demonstrated by Table 8, training the de-
pendency parser on in-domain data (both the scis-
paCy models) completely obviates the need for
rule-based sentence segmentation. This is a pos-
itive result - rule based sentence segmentation is
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a brittle, time consuming process, which we have
replaced with a domain specific version of an ex-
isting pipeline component.

Both scispaCy models are released with the cus-
tom tokeniser, but without a custom sentence seg-
menter by default.

Model Sent Abstract Citation

web-small 88.2% 67.5% 74.4%
web-small + ct 86.6% 62.1% 88.6%
web-small + cs 91.9% 77.0% 87.5%
web-small + cs + ct 92.1% 78.3% 94.7%

sci-small + ct 97.2% 81.7% 97.9%
sci-small + cs + ct 97.2% 81.7% 98.0%
sci-med + ct 97.3% 81.7% 98.0%
sci-med + cs + ct 97.4% 81.7% 98.0%

Table 8: Sentence segmentation performance for the
core spaCy and scispaCy models. cs = custom rule
based sentence segmenter and ct = custom rule based
tokenizer, both designed explicitly to handle citations
and common patterns in biomedical text.

7 Related Work

Apache cTakes (Savova et al., 2010) was de-
signed specifically for clinical notes rather than
the broader biomedical domain. MetaMap and
MetaMapLite (Aronson, 2001; Demner-Fushman
et al., 2017) from the National Library of
Medicine focus specifically on entity linking using
the Unified Medical Language System (UMLS)
(Bodenreider, 2004) as a knowledge base. Buyko
et al. adapt Apache OpenNLP using the GENIA
corpus, but their system is not openly available and
is less suitable for modern, Python-based work-
flows. The GENIA Tagger (Tsuruoka et al., 2005)
provides the closest comparison to scispaCy due to
it’s multi-stage pipeline, integrated research con-
tributions and production quality runtime. We im-
prove on the GENIA Tagger by adding a full de-
pendency parser rather than just noun chunking,
as well as improved results for NER without com-
promising significantly on speed.

In more fundamental NLP research, the GENIA
corpus (Kim et al., 2003) has been widely used
to evaluate transfer learning and domain adapta-
tion. McClosky et al. (2006) demonstrate the ef-
fectiveness of self-training and parse re-ranking
for domain adaptation. Rimell and Clark (2008)
adapt a CCG parser using only POS and lexical
categories, while Joshi et al. (2018) extend a neu-

ral phrase structure parser trained on web text to
the biomedical domain with a small number of
partially annotated examples. These papers focus
mainly of the problem of domain adaptation it-
self, rather than the objective of obtaining a robust,
high-performance parser using existing resources.

NLP techniques, and in particular, distant su-
pervision have been employed to assist the cu-
ration of large, structured biomedical resources.
Poon et al. (2015) extract 1.5 million cancer path-
way interactions from PubMed abstracts, lead-
ing to the development of Literome (Poon et al.,
2014), a search engine for genic pathway inter-
actions and genotype-phenotype interactions. A
fundamental aspect of Valenzuela-Escarcega et al.
(2018) and Poon et al. (2014) is the use of hand-
written rules and triggers for events based on de-
pendency tree paths; the connection to the appli-
cation of scispaCy is quite apparent.

8 Conclusion

In this paper we presented several robust model
pipelines for a variety of natural language process-
ing tasks focused on biomedical text. The scis-
paCy models are fast, easy to use, scalable, and
achieve close to state of the art performance. We
hope that the release of these models enables new
applications in biomedical information extraction
whilst making it easy to leverage high quality syn-
tactic annotation for downstream tasks. Addition-
ally, we released a reformatted GENIA 1.0 cor-
pus augmented with automatically produced Uni-
versal Dependency annotations and recovered and
aligned original abstract metadata. Future work on
scispaCy will include a more fully featured entity
linker built from the current candidate generation
work, as well as other pipeline components such as
negation detection commonly used in the clinical
and biomedical natural language processing com-
munities.

References
Waleed Ammar, Dirk Groeneveld, Chandra Bhagavat-

ula, Iz Beltagy, Miles Crawford, Doug Downey, Ja-
son Dunkelberger, Ahmed Elgohary, Sergey Feld-
man, Vu Ha, Rodney Kinney, Sebastian Kohlmeier,
Kyle Lo, Tyler Murray, Hsu-Han Ooi, Matthew E.
Peters, Joanna Power, Sam Skjonsberg, Lucy Lu
Wang, Chris Wilhelm, Zheng Yuan, Madeleine van
Zuylen, and Oren Etzioni. 2018. Construction of
the literature graph in semantic scholar. In NAACL-
HLT.

325



Alan R. Aronson. 2001. Effective mapping of biomed-
ical text to the UMLS Metathesaurus: the MetaMap
program. Proceedings. AMIA Symposium, pages
17–21.

Michael Bada, Miriam Eckert, Donald Evans, Kristin
Garcia, Krista Shipley, Dmitry Sitnikov, William A.
Baumgartner, K. Bretonnel Cohen, Karin M. Ver-
spoor, Judith A. Blake, and Lawrence Hunter. 2011.
Concept annotation in the CRAFT corpus. In BMC
Bioinformatics.

Olivier Bodenreider. 2004. The unified medical lan-
guage system (UMLS): integrating biomedical ter-
minology. Nucleic acids research, 32 Database
issue:D267–70.
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Abstract

Chemical patents are an important resource for
chemical information. However, few chemi-
cal Named Entity Recognition (NER) systems
have been evaluated on patent documents, due
in part to their structural and linguistic com-
plexity. In this paper, we explore the NER
performance of a BiLSTM-CRF model utilis-
ing pre-trained word embeddings, character-
level word representations and contextual-
ized ELMo word representations for chemi-
cal patents. We compare word embeddings
pre-trained on biomedical and chemical patent
corpora. The effect of tokenizers optimized
for the chemical domain on NER performance
in chemical patents is also explored. The re-
sults on two patent corpora show that contex-
tualized word representations generated from
ELMo substantially improve chemical NER
performance w.r.t. the current state-of-the-art.
We also show that domain-specific resources
such as word embeddings trained on chemical
patents and chemical-specific tokenizers have
a positive impact on NER performance.

1 Introduction

Chemical patents are an important starting point
for understanding of chemical compound purpose,
properties, and novelty. New chemical compounds
are often initially disclosed in patent documents;
however it may take 1-3 years for these chemi-
cals to be mentioned in chemical literature (Senger
et al., 2015), suggesting that patents are a valuable
but underutilized resource. As the number of new
chemical patent applications is drastically increas-
ing every year (Muresan et al., 2011), it is becom-
ing increasingly important to develop automatic
natural language processing (NLP) approaches en-
abling information extraction from these patents
(Akhondi et al., 2019). Chemical Named-Entity
Recognition (NER) is a fundamental step for in-
formation extraction from chemical-related texts,

supporting relation extraction (Wei et al., 2016),
reaction prediction (Schwaller et al., 2018) and
retro-synthesis (Segler et al., 2018).

However, performing NER in chemical patents
can be challenging (Akhondi et al., 2014). As le-
gal documents, patents are written in a very differ-
ent way compared to scientific literature. When
writing scientific papers, authors strive to make
their words as clear and straight-forward as pos-
sible, whereas patent authors often seek to pro-
tect their knowledge from being fully disclosed
(Valentinuzzi, 2017).

In tension with this is the need to claim broad
scope for intellectual property reasons, and hence
patents typically contain more details and are
more exhaustive than scientific papers (Lupu et al.,
2011).

There are a number of characteristics of patent
texts that create challenges for NLP in this con-
text. Long sentences listing names of compounds
in chemical patents are frequently used. The struc-
ture of sentences in patent claims is usually com-
plex, and syntactic parsing in patents can be diffi-
cult (Hu et al., 2016). A quantitative analysis by
Verberne et al. (2010) showed that the average sen-
tence length in a patent corpus is much longer than
in general language use. That work also showed
that the lexicon used in patents usually includes
domain-specific and novel terms that are difficult
to understand. Some patent authorities use Op-
tical Character Recognition (OCR) for digitizing
patents, which can be problematic when applying
automatic NLP approaches as the OCR errors in-
troduces extra noise to the data (Akhondi et al.,
2019).

Most NER systems for the chemical domain
were developed, trained and tested on either chem-
ical literature or only the title and abstract of
chemical patents (Akhondi et al., 2019). There
are substantial linguistic differences between ab-
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stracts and the corresponding full text publications
(Cohen et al., 2010). The performance of NER
approaches on full patent documents has still not
been fully explored (Krallinger et al., 2015).

Hence, this paper will focus on presenting the
best NER performance achieved to date on full
chemical patent corpus.

We use a combination of pre-trained word em-
beddings, a CNN-based character-level word rep-
resentation and contextualized word representa-
tions generated from ELMo, trained on a patent
corpus, as input to a BiLSTM-CRF model. The
results show that contextualized word represen-
tations help improve chemical NER performance
substantially. In addition, the impact of the choice
of pre-trained word embeddings and tokenizers is
assessed.

The results show that word embeddings that are
pre-trained on chemical patents outperform em-
beddings pre-trained on biomedical datasets, and
using tokenizers optimized for the chemical do-
main can improve NER performance in chemical
patent corpora.

2 Related work

In this section, we summarize previous methods
and empirical studies on NER in chemical patents.

Two existing Conditional Random Field (CRF)-
based systems for chemical named entity recog-
nition are tmChem (Leaman et al., 2015) and
ChemSpot (Rocktäschel et al., 2012); each makes
use of numerous hand-crafted features includ-
ing word shape, prefix, suffix, part-of-speech and
character N-grams in an algorithm based on mod-
elling of tag sequences. A previous detailed
empirical study explored the generalization per-
formance of these systems and their ensembles
(Habibi et al., 2016). The application of the tm-
Chem model trained on chemical literature cor-
pora of the BioCreative IV CHEMDNER task
(Krallinger et al., 2015) and the ChemSpot model
trained on a subset of the SCAI corpus (Klinger
et al., 2008) resulted in a significant performance
drop over chemical patent corpora.

Zhang et al. (2016) compared the performance
of CRF- and Support Vector Machine (SVM)-
based models on the CHEMDNER-patents corpus
(Krallinger et al., 2015). The features constructed
in that work included the binarized embedding
(Guo et al., 2014), Brown clustering (Brown et al.,
1992) and domain-specific features extracted by

detecting common prefixes/suffixes in chemical
words. The obtained results show that the per-
formance of CRF and SVM models can be sig-
nificantly improved by incorporating unsupervised
features (e.g. word embeddings, word cluster-
ing). The study also showed that the SVM model
slightly outperformed the CRF model in the chem-
ical NER task.

To perform chemical NER on the CHEMD-
NER patents corpus, Akhondi et al. (2016)
proposed an ensemble approach combining a
gazetteer-based method and a modified version
of tmChem. Here, the gazetteer-based method
utilized a wide range of chemical dictionaries,
while additional features such as stems, pre-
fixes/suffixes, chemical elements were added to
the original feature set of tmChem. In the en-
semble approach, tokens were predicted as chem-
ical mentions if recognized as positive by either
tmChem or the gazetteer-based method. The re-
sults showed that both gazetteer-based and ensem-
ble approaches were outperformed by the modi-
fied tmChem version in terms of overall F1 score,
although these two approaches can obtain higher
recall.

Huang et al. (2015) proposed a BiLSTM-CRF
based on the use of a bidirectional long-short
term memory network – BiLSTM (Schuster and
Paliwal, 1997) – to extract (latent) features for a
CRF classifier. The BiLSTM encodes the input in
both forward and backward directions and passes
the concatenation of outputs from both directions
as input to a linear-chain CRF sequence tagging
layer. In this approach, the BiLSTM selectively
encodes information and long-distance dependen-
cies observed while processing input sentences in
both directions, while the CRF layer globally opti-
mizes the model by using information from neigh-
bor labels.

The morphological structures within words are
also important clues for identifying named enti-
ties in biological domain. Such morphological
structures are widely used in systematic chemical
name formats (e.g. IUPAC names) and hence par-
ticularly informative for chemical NER (Klinger
et al., 2008). Character-level word representa-
tions have been developed to leverage information
from these structures by encoding the character se-
quences within tokens. Ma and Hovy (2016) uses
Convolutional Neural Networks (CNNs) to encode
character sequences while Lample et al. (2016)
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developed a LSTM-based approach for encoding
character level information.

Habibi et al. (2017) presented an empirical
study comparing three NER models on a large col-
lection of biomedical corpora including the BioSe-
mantics patent corpus: (1) tmChem–the CRF-
based model with hand-crafted features–used as
the baseline; (2) a second CRF model based on
CRFSuite (Okazaki, 2007) using pre-trained word
embeddings; (3) and a BiLSTM-CRF model with
additional LSTM-based character-level word em-
beddings (Lample et al., 2016). The performance
of CRFSuite- and BiLSTM-CRF-based models
with different sets of pre-trained biomedical word
embeddings (Pyysalo et al., 2013) were also ex-
plored. The results showed that the BiLSTM-
CRF model with the combination of domain-
specific pre-trained word embedding and LSTM-
based character-level word embeddings outper-
formed the two CRF-based models on chemical
NER tasks in both chemical literature and chem-
ical patent corpora. However, this work used only
a general tokenizer (i.e. OpenNLP) and word em-
beddings pre-trained on biomedical corpora.

Corbett and Boyle (2018) presented word-level
and character-level BiLSTM networks for chem-
ical NER in literature domain. The word-level
model employed word embeddings learned by
GloVe (Pennington et al., 2014) on a corpus of
patent titles and abstracts. The character-level
model used two different transfer learning ap-
proaches to pre-train its character-level encoder.
The first approach attempts to predict neighbor
characters at each time step, while the other tries
to predict whether a given character sequence is
an entry in the chemical database ChEBI (Degt-
yarenko et al., 2007). Experimental results show
that the character-level model can produce better
NER performance than word-level model by lever-
aging transfer learning. In addition, for the word-
level model, using pre-trained word embeddings
learned from a patent corpus helps produce bet-
ter performance than using the pre-trained ones
learned from a general corpus.

3 Our empirical methodology

This section presents our empirical study of NER
chemical on patent datasets. We first outline the
experimental datasets (Section 3.1) and the to-
kenizers (Section 3.2) used to pre-process these
datasets, and then we introduce the BiLSTM-

CRF-based models (Section 3.3) with pre-trained
word embeddings (Section 3.4), character-level
word embeddings (Section 3.5), contextualized
word embeddings (Section 3.6) and implementa-
tion details (Section 3.7).

3.1 Dataset

We conduct experiments on 2 patent corpora: the
BioSemantics patent corpus (Akhondi et al., 2014)
and Reaxys gold set (Akhondi et al., 2019).

The BioSemantics patent corpus (Akhondi
et al., 2014) consists of 200 full chemical patent
documents with 9 different entity classes. In par-
ticular, this corpus has 170K sentences and and
360K entity annotations, which is much larger
than previously used datasets, e.g. the CHEMD-
NER patent abstract corpus (Krallinger et al.,
2015). Therefore, this corpus can be considered as
a more suitable resource for evaluating deep learn-
ing methods in which a large amount of training
data is required (LeCun et al., 2015). A subset of
47 patents were annotated by multiple groups (at
least 3) of annotators and evaluated through inner-
annotator agreement. By harmonizing the anno-
tations from different annotator groups, these 47
patents formed the “harmonized” set in the BioSe-
mantics patent corpus. We use the harmonized set
for both hyper-parameter tuning and error analysis
as it has known high-quality annotations.

The Reaxys gold set (Akhondi et al., 2019) con-
tains 131 patent snippets (parts of full chemical
patent documents) from several different patent
offices. The tagging scheme of this corpus in-
cludes 2 coarse-grained labels chemical class and
chemical compounds, and 7 fine-grained labels of
chemical compound (e.g. mixture-part, prophetic)
and chemical class (e.g. bio-molecule, Markush,
mixture, mixture-part). This corpus is relatively
small in size, approximately 20,000 sentences in
total, but very richly annotated. The relevancy
score of each chemical entity and the relations be-
tween them were also annotated, which allows this
corpus to be used in other tasks beyond named en-
tity recognition.

In our experiments, each corpus is used sep-
arately. We follow Habibi et al. (2017) to
use a ratio split of 60%/10%/30% for train-
ing/development/test. Note that on the BioSeman-
tic patent corpus, our sampling of datasets may not
be exactly the same as in Habibi et al. (2017).
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Figure 1: Architecture of EBC-CRF

3.2 Tokenizers
The morphological information captured by
character-level word representations can be highly
affected by tokenization quality. General-purpose
tokenizers usually split tokens by spaces and
punctuation. However, strict adherence to such
boundaries may not be suitable for chemi-
cal texts as spaces and punctuation are com-
monly used in the IUPAC format for chemi-
cal names (e.g. 3-(4,5-dimethylthiazol-2-yl)-2,5-
diphenyl tetrazolium bromide) (Jessop et al.,
2011). Hence, the impact of different tokenizers
on NER also needs to be explored.

A pre-processing step is applied to the patent
corpora including sentence detection and tok-
enization. Following Habibi et al. (2017), we use
the OpenNLP (Morton et al., 2005) English sen-
tence detection model. To explore the relation-
ship between tokenization quality and final NER
performance, we apply different tokenizers and
train/test models with each tokenizer individually.
To investigate the effect of a general domain tok-
enizer, following Habibi et al. (2017), we also use
the OpenNLP tokenizer. To investigate whether
NER performance will be affected by tokenization
quality, we employ three tokenizers optimized for
chemical texts including ChemTok (Akkasi et al.,
2016), OSCAR4 (Jessop et al., 2011) and NBIC
UMLSGeneChemTokenizer.1

3.3 Models
We use the BiLSTM-CNN-CRF model (Ma and
Hovy, 2016) as our baseline. We extend the base-
line by adding the contextualized word represen-
tations generated from ELMo (Peters et al., 2018).

1NBIC UMLSGeneChemTokenizer is developed by the
Netherlands Bioinformatics Center, available at https://
trac.nbic.nl/data-mining/wiki.

For convenience, we call the extended version as
EBC-CRF as illustrated in Figure 1. In particu-
lar, for EBC-CRF, we use a concatenation of pre-
trained word embeddings, CNN-based character-
level word embeddings and ELMo-based contex-
tualized word embeddings as the input of a BiL-
STM encoder. The BiLSTM encoder learns a la-
tent feature vector for each word in the input. Then
each latent feature vector is linearly transformed
before being fed into a linear-chain CRF layer
(Lafferty et al., 2001) for NER tag prediction. We
assume binary potential between tags and unary
potential between tags and words.

3.4 Pre-trained word embeddings

Dai et al. (2019) showed that NER performance is
significantly affected by the overlap between pre-
trained word embedding vocabulary and the target
NER data. Therefore, we explore the effects of
different sets of pre-trained word embeddings on
the NER performance.

We use 200-dimensional pre-trained PubMed-
PMC and Wiki-PubMed-PMC word embeddings
(Pyysalo et al., 2013), which are widely used
for NLP tasks in biomedical domain. Both the
PubMed-PMC and Wiki-PubMed-PMC embed-
dings word embeddings were generated by train-
ing the Word2Vec skip-gram model (Mikolov
et al., 2013) on a collection of PubMed abstracts
and PubMed Central articles. Here, an additional
Wikipedia dump was also used to learn the Wiki-
PubMed-PMC word embeddings.

To explore whether word embeddings trained in
the same domain can produce better performance
in NER tasks, we learn another set of word em-
beddings, which we called ChemPatent embed-
dings, by applying the same model and hyper-
parameters from Pyysalo et al. (2013) on a collec-
tion of 84,076 full patent documents (1B tokens)
across 7 patent offices (see Table 1 for details).

The pre-trained PubMed-PMC, Wiki-PubMed-
PMC and ChemPatent word embeddings are fixed
during training of the NER models. For a more
concrete comparison, a set of 200-dimensional
trainable word embeddings initialized from nor-
mal distribution is used as a baseline.

The 200-dimensional baseline word embed-
dings contain all words in the vocabulary of the
dataset and are initialized from a normal distri-
bution, the baseline word embeddings are learned
during training process. The vocabulary of models
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Patent Office Document Sentence Tokens
AU 7,743 4,662,375 156,137,670
CA 1,962 463,123 16,109,776
EP 19,274 3,478,258 117,992,191
GB 918 182,627 6,038,837
IN 1,913 261,260 9,015,238
US 41,131 19,800,123 628,256,609
WO 11,135 4,830,708 159,286,325
Total 84,076 33,687,474 1,092,836,646

Table 1: Statistics of the unannotated patent corpus
used for training ChemPatent embeddings and ELMo.

using pre-trained word embeddings is built by tak-
ing the union of words in the pre-traied word em-
bedding file and words with frequency more than
3 in training and development sets. We do not up-
date weights for word embeddings if pre-trained
word embeddings were used.

3.5 Character-level representation

The BiLSTM-CRF model with character-level
word representations (Lample et al., 2016; Ma and
Hovy, 2016) has been shown to have state-of-the-
art performance in NER tasks on chemical patent
datasets (Habibi et al., 2017). It has been shown
that the choice of using LSTM-based or CNN-
based character-level word representation has lit-
tle effect on final NER performance in both gen-
eral and biomedical domain while the CNN-based
approach has the advantage of reduced training
time (Reimers and Gurevych, 2017b; Zhai et al.,
2018). Hence, we use the CNN-based approach
with the same hyper-parameter settings of Reimers
and Gurevych (2017b) for capturing character-
level information (see Table 2 for details).

3.6 ELMo

ELMo (Peters et al., 2018) and BERT (Devlin
et al., 2019) can be used to generate contextu-
alized word representations by combining inter-
nal states of different layers in neural language
models. Contextualized word representation can
help to improve performance in various NLP tasks
by incorporating contextual information, essen-
tially allowing for the same word to have distinct
context-dependent meanings. This could be par-
ticularly powerful for chemical NER since generic
chemical names (e.g. salts, acid) may have dif-
ferent meanings in other domains. We therefore
explore the impact of using contextualized word
representations for chemical patents.

We train ELMo on the same corpus of 84K

Hyper-para. Value
Optimizer Adam
Learning rate 0.001
Mini-batch size 16
Clip Norm(L2) 1
Dropout [0.25, 0.25]

Hyper-para. Value
charEmbedSize 50
filter length 3
# of filters 30
output size 30

(a) BiLSTM-CRF (b) CNN-char

Table 2: Fixed hyper-parameter configurations.

patents (detailed in Table 1), which we use for
training the ChemPatent embeddings (described
in Section 3.4). We use the ELMo implementa-
tion provided by Peters et al. (2018) with default
hyper-parameters.2 Such neural language models
require a large amount of computational resources
to train. In ELMo, a maximum character sequence
length of tokens is set to make training feasible.
However, systematic chemical names in chemical
patents are often longer than the typical maximum
sequence length of these neural language models.
As very long tokens tend to be systematic chem-
ical names, we reduced the max length of word
from 50 to 25 and replace tokens longer than 25
characters by a special token “Long Token”.

3.7 Implementation details

Our NER model implementation is based on the
AllenNLP system (Gardner et al., 2017). We learn
model parameters using the training set, and we
use the overall F1 score over development set as
indicator for performance improvement. All mod-
els in this paper are trained with 50 epochs in max-
imum, and an early stopping is applied if there are
no overall F1 score improvement observed after
10 epochs.

In Reimers and Gurevych (2017a) and Zhai
et al. (2018), optimal hyper-parameters of
BiLSTM-CRF models in NER tasks were ex-
plored. Hence, we fix the hyper-parameters shown
in Table 2 to the suggested values in our exper-
iments, which means that only models with 2-
stacked LSTM of size 250 are evaluated.

In this study, we also consider the choice of
tokenizer and word embedding source as hyper-
parameters. To compare the performance of dif-
ferent tokenizers, we tokenize the same split of
datasets with different tokenizers and evaluate the
overall F1 score over development set. After the
best tokenizer for pre-processing patent corpus is
determined, we use datasets tokenized by the best

2https://github.com/allenai/bilm-tf
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Tokenizer BioSemantics Reaxys Avg.
OpenNLP 89.36 89.43 89.40
NBIC +0.86 -0.13 +0.37
ChemTok +0.04 +1.68 +0.86
OSCAR4 +0.08 +1.86 +0.97

Table 3: Best F1 of EBC-CRF model with differ-
ent tokenizations on development sets of BioSeman-
tics patent (harmonized set) and Reaxys Gold with
ChemPatent embeddings in use. Recall that the har-
monized set of 47 patents is a subset of BioSemantics,
which were annotated by multiple groups (i.e. better
annotation quality than remaining patents).

Embeddings BioSemantics Reaxys Avg.
Baseline 88.54 90.05 89.30
PubMed-PMC +0.61 +1.03 +0.82
Wiki-PubMed-PMC +1.24 +0.95 +1.10
ChemPatent +1.68 +1.24 +1.46

Table 4: Best F1 of EBC-CRF model with different
word embeddings on development sets of BioSeman-
tics patent (harmonized set) and Reaxys Gold (tok-
enized by NBIC and OSCAR 4 tokenizer respectively)

tokenizer to train models with different pre-trained
word embeddings. The best set of pre-trained
word embeddings for patent corpus is determined
based on the overall F1 score over development
set. We then take the best performing tokenizer
and pre-trained word embeddings by comparing
the marco-average F1 score improvement on both
experimental datasets.

4 Results

4.1 Main Results
Effects of different tokenizers: Table 3 shows
that all 3 tokenizers optimized for the chemical do-
main outperform the baseline general-purpose to-
kenizer (i.e. OpenNLP). The best performance on
BioSemantics and Reaxys Gold are achieved by
using the NBIC tokenizer (+1.86 F1 score) and the
OSCAR4 tokenizer (+0.86 F1 score), respectively.
The best overall tokenizer is OSCAR4 which ob-
tains about 1.0 absolute macro-averaged F1 im-
provement in comparison to the baseline.

Effects of different sets of word embeddings:
Table 4 shows results obtained by training EBC-
CRF with different sets of pre-trained word em-
beddings. On both BioSemantics and Reaxys
Gold, it is not surprising that our ChemPatent
word embeddings help produce the best perfor-
mance on the development set, obtaining (on av-
erage) a higher F1 score of 1.5 as compared to the

Model P R F1

tmChem 72.56 78.37 75.35
CRFSuite 81.93 78.38 80.12
BiLSTM-CRF + LSTM-char 79.72 84.42 82.01
BiLSTM-CNN-CRF 83.76 85.01 84.38
EBC-CRF 84.30 87.11 85.68

Table 5: NER scores on full BioSemantics test set
(Akhondi et al., 2014). Results in the first 3 rows
were reported in Habibi et al. (2017). BiLSTM-CRF +
LSTM-char denotes the BiLSTM-CRF model with ad-
ditional LSTM-based character-level word embeddings
(Lample et al., 2016). Recall that our models use the
OSCAR4 tokenizer and pre-trained ChemPatent word
embeddings.

baseline embeddings. Specifically, ChemPatent
does better than the second best Wiki-PubMed-
PMC with about 0.4 improvement. In the rest
of the Results section, obtained results are re-
ported with the use of the OSCAR4 tokenizer and
the ChemPatent embeddings on both experimental
datasets.3

Final results: Table 5 compared results reported
in Habibi et al. (2017) and our approach on the
full BioSemantics test set. It is clear that all neu-
ral models outperform conventional CRF-based
models tmChem and CRFSuite. Our EBC-CRF
model outperforms the BiLSTM-CRF + LSTM-
char model with a 3.7 F1 score improvement.
Compared to the baseline model BiLSTM-CNN-
CRF, the ELMo-based contextualized word em-
beddings help to produce an F1 improvement of
1.3 points.

Table 6 details our F1 scores for BiLSTM-
CNN-CRF and EBC-CRF with respect to each en-
tity label on both the BioSemantics patent cor-
pus and the Reaxys Gold set. The overall results
show that ELMo-based contextualized word em-
beddings help improve the baseline by 1.3 and 4.8
absolute F1 score on BioSemantics and Reaxys,
respectively.

In BioSemantics patent corpus, we obtain 1+
F1 score improvements on frequent entity labels
(i.e. > 3, 000 instances) except for the entity la-
bel Formula, which has 0.4 absolute improvement.
Higher improvements can be observed on rare en-
tity labels (e.g. 4 points on Mode of Actions, 6
points on Registry numbers and Trademarks). The
highest improvement at 9 points is found for the
most rare entity label CAS Number.

3OSCAR4 helped produce the highest “macro-averaged”
improvement on both datasets.
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Entity label Count† BiLSTM-CNN-CRF +ELMo
∆F1# % P R F1 P R F1

B (Abbreviation) 6,558 5.78 85.90 87.02 86.46 85.78 89.98 87.83 +1.37
C (CAS Number) 13 0.01 54.55 46.15 50.00 57.14 61.54 59.26 +9.26
D (Trademark) 2,290 2.01 62.58 61.79 62.18 66.44 71.40 68.83 +6.65
F (Formula) 7,935 6.99 86.05 86.81 86.42 83.07 90.91 86.82 +0.40
G (Generic) 51,313 45.20 81.45 84.56 82.98 83.84 84.44 84.14 +1.16
M (IUPAC) 39,896 35.14 88.40 87.77 88.09 87.25 91.20 89.18 +1.09
MOA (Mode of Action) 1,137 1.00 68.97 63.32 66.02 67.62 72.74 70.08 +4.06
R (Registry #) 96 0.08 55.68 51.04 53.26 65.82 54.17 59.43 +6.17
T (Target) 4,290 3.78 77.77 77.32 77.55 77.21 82.68 79.85 +2.30
Micro Avg. 113,528 100.0 83.76 85.01 84.38 84.30 87.11 85.68 +1.30

(a) BioSemantics

Entity label Count† BiLSTM-CNN-CRF +ELMo
∆F1# % P R F1 P R F1

1 (chemClass) 1,476 12.36 78.35 66.46 71.92 81.96 75.75 78.73 +6.81
2 (chemClassbiomolecule) 951 7.96 71.86 70.50 71.17 76.27 78.76 77.50 +6.33
3 (chemClassmarkush) 38 0.32 42.86 47.37 45.00 42.86 47.37 45.00 +0.00
4 (chemClassmixture) 387 3.24 76.49 59.69 67.05 74.18 64.60 69.06 +2.01
5 (chemClassmixture-part) 161 1.35 71.00 44.10 54.41 78.10 50.93 61.65 +7.24
6 (chemClasspolymer) 609 5.10 81.40 72.82 76.87 89.20 84.07 86.56 +13.74
7 (chemCompound) 6,988 58.53 89.02 92.01 90.49 91.01 94.58 92.76 +2.27
8 (chemCompoundmixture-part) 904 7.57 90.02 81.86 85.75 90.63 85.62 88.05 +2.27
9 (chemCompoundprophetics) 426 3.57 18.52 2.35 4.17 77.75 79.58 78.65 +74.48
Micro Avg. 11,940 100.0 85.12 80.36 82.67 87.41 87.53 87.47 +4.80

(b) Reaxys Gold

Table 6: F1 score with respect to each entity label. “Count†” denotes gold-entity counts in test sets.“+ELMo”
denotes scores obtained by EBC-CRF.

In the Reaxys Gold set, with ELMo we obtain
2+ F1 score improvements on entity labels chem-
Compound, chemCompound-mixture part and
chemClass-mixture. Higher improvements (>
6 points) can be seen on some rare entity la-
bels such as chemClass, chemClass-biomolecule,
chemclass-mixture-part and chemClass-polymer.
The improvements on entity label chemClass-
Markush and chemCompound-prophetics are ir-
regular compared to others. In particular, an abso-
lute F1 improvement of 74+ is achieved on entity
label chemCompound-prophetics, while we do not
find any improvement on chemClass-Markush.

4.2 Error Analysis

To perform error analysis on BioSemantics, we
use its harmonized subset. Figure 2 (a) shows that
most of the errors are confusions between non-
chemical words and generic chemical names (e.g.
water, salt, acid). For example, as illustrated in
Figure 3 (a), the word “salt” which appears at
the end of a systematic name should be identi-
fied as a part of the systematic name. However,

the same word is also widely used to describe a
class of chemicals, e.g. “pharmaceutically accept-
able salt” in Figure 3 (b). Disambiguation be-
tween chemical class and chemical compound is
a challenging task even for human annotators, and
is thus particularly difficult for a statistical model
to learn. The confusion matrix of Reaxys Gold
set in Figure 2 (b) also supports this point since
most confusions are between non-chemical words,
chemical classes and chemical compounds.

The Reaxys Gold set has a more complex tag
set than the BioSemantics patent corpus, as it as-
signs separate fine-grained tags for subcategories
of chemical classes (chemClass) and chemical
compounds (chemCompound). As illustrated in
Table 6, there is not sufficient training data for
fine-grained sub-category labels. It is difficult for
a high complexity neural model to learn charac-
teristics of these sub-category labels and the key
difference between the main categories and their
subcategories. Figure 2 (b) shows that 50% the er-
rors for “chemical compound prophetics” and 80%
errors for “chemical compound mixture part” are
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Figure 2: Confusion matrix of EBC-CRF model on BioSemantics (harmonized) and Reaxys Gold. x-axis: true
labels; y-axis: predicted labels; numbers on cell where x = y represent confusion between B (Begin) and I (Inside)
tags. In (b) Labels 1–9 are detailed in Table 6 (b).
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Aqueous liquid compositions of the invention also are particularly useful .
No .
08 / 189,479 , referred to above .

The crude product was purified by column chromatography on silica gel using dichloromethane : methanol ( 98 : 2 ) as eluant to afford the title compound as a colourless oil , 
162mg , 67% ; < 1 > H NMR ( CDCl3 , 400MHz ) delta : 1.38­1.53 ( m , 2H ) , 3.27 ( m , 2H ) , 4.35 ( s , 2H ) , 4.61 ( m , 1H ) , 7.28­7.36 The invention further provides a 
process for the preparation of a combination product as hereinbefore defined , which process comprises bringing into association a compound of formula I , as hereinbefore 
defined ( but , for example , without the proviso ) , or a pharmaceutically acceptable salt thereof with the other therapeutic agent that is useful in the treatment of inflammation , 
and at least one pharmaceutically ­ acceptable adjuvant , diluent or carrier .

Alkenyl is , for example , vinyl or prop­2­enyl .

The title indoline ( 28mg ) which was collected by filtration was isolated as a colourless solid , m.p.
140­142°C .
( canceled ) 12 .

The solid residue was dissolved in THF ( 5 mL ) , 2­amino­1­phenylethanone hydrochloride ( 0.97 g , 5.7 mmol ) and triethylamine ( 2 mL , 14.3 mmol ) was added and the 
mixture stirred at 40° C . for 19 h .
( 1H , m ) , 2.34­2.27 IR(Nujol Mull ) ν890,1200 , 1490 , 3400 , 3640 cm­1 .

In vivo cleavable esters are just one type of prodrug of the parent molecule .
IR (KBr)(Cm"1) : 3306 , 2938 , 1633 , 1563 , 1483 , 1453 , 1317 , 1274 , 1236 , 1205 , 1149 , 1069 , 947 , 847 , 754 .

The combined extracts were dried and evaporated to dryness , and the residue was purified by flash chromatography using methanol ( 2% by volume ) in chloroform as eluant , 

to give 2,2'­[5­(5­formylimidazol­1­yl)­1,3­phenylene]di(2­methylpropiononitrile) , mp 108°­111° .

The ATP and cydic AMP were separated on a double column chromatography system ( Anal .

The method of claim 7 , wherein said antidepressant is a monoamine oxidase inhibitor .
The vial was capped and put in the microwave oven ( Smith synthesiser ) . [ 075 ] The phrase " linear chain of atoms " refers to the longest straight chain of atoms independently 
selected from carbon , nitrogen , oxygen and sulfur .
Preferably compounds of Formula I are administered orally .
MS ( APCI ) 482 ( M + H+ , 100% ) b ) 

[1S­[1α,2α,3β,5β(1S*,2R*)]]­3­(Aminomethyl)­5­[7­[(2­phenylcyclopropyl)amino]­5­(propylthio)­3H­1,2,3­triazolo[4,5­d]pyrimidin­3­yl]­cyclopentane­1,2­diol , Hydrochloride salt 

A solution of the product from step ( a ) ( 0.22 g ) in ethanol ( 7 ml ) was treated with 10% palladium on carbon ( 0.03 g ) and the resultant suspension was stirred under 4 
atmospheres pressure of hydrogen for 24 hours .
( m , 2H ) , 3.15 ( ddd , J = 12.9 , 5.1 , 2.4 Hz , 1H ) 3.30­3.50 Other movement disorders related to dysfunction of the basal ganglia include tardive dyskinesia , progressive 

supranuclear palsy and cerebral palsy , corticobasal degeneration , multiple system atrophy , Wilson disease , dystonia , tics , and chorea . dioxan ) , an amide ( e.g. J .
Med . , 229 , 111­115 .

A compound of claim 9 which is N,N­dimethyl­1­[1­(4­chlorophenyl)cyclobutyl]­3­methylbutylamine or a pharmaceutically acceptable salt thereof .
MS ( ES ) [ M + H ] calculated for C16H18ClN5O2 , 348 ; found 348 .

After standing at about 0° C . for about 16 hours , the crystals of the hydrochloride salt containing isopropanol ( needles ) are filtered off and dried .

1H­NMR ( DMSO ­d6 ) : d 6.80 ( s , 1 H ) , 4.40 ( br s , 1 H ) .
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(a) Salt describing chemical compound was not detected.
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1,1-Dioxo-3,3-dibutyl-5-phenyl-7-methylthio-8-(N-{(R)-α-[N-((S)-1-carboxypropyl)carbamoyl]-4-hydroxybenzyl}carbamoylmethoxy)-2,3,4,5-tetrahydro-1,2,5-benzothiadiazepine 
; 

1,1-Dioxo-3,3-dibutyl-5-phenyl-7-methylthio-8-[N-((R / S)-α-{N-[1-(R)-2-(S)-1-hydroxy-1-(3,4-dihydroxyphenyl)prop-2-yl]carbamoyl}-4-hydroxybenzyl)carbamoylmethoxy)-2,3,4,5-tetrah
; 

1,1-Dioxo-3,3-dibutyl-5-phenyl-7-methylthio-8-(N-{(R)-α-[N-(2-(S)-3-(R)-4-(R)-5-(R)-2,3,4,5,6-pentahydroxyhexyl)carbarnoyl]-4-hydroxybenzyl}carbamoylmethoxy)-2,3,4,5-tetrahydro-1
; and 

1,1-Dioxo-3,3-dibutyl-5-phenyl-7-methylthio-8-(N-{(R)-α-[N-(2-(S)-3-(R)-4)-5-(R)-2,3,4,5,6-pentahydroxyhexyl)carbamoyl]benzyl}carbamoylmethoxy)-2,3,4,5-tetrahydro-1,2,5-benzothia

; or a pharmaceutically acceptable salt , solvate , solvate of such a salt or a prodrug thereof .

The residue is taken up in water and diethyl ether .
C26 H25 N7 02 ( 467.53 ) [ 8SJ-GTP?S was then added at a final concentration of 100 pM and the samples incubated for 30 min at 30°C .
( m , 4H ) ppm .
Aqueous liquid compositions of the invention also are particularly useful .
No .
08 / 189,479 , referred to above .

The crude product was purified by column chromatography on silica gel using dichloromethane : methanol ( 98 : 2 ) as eluant to afford the title compound as a 
colourless oil , 162mg , 67% ; < 1 > H NMR ( CDCl3 , 400MHz ) delta : 1.38-1.53 ( m , 2H ) , 3.27 ( m , 2H ) , 4.35 ( s , 2H ) , 4.61 ( m , 1H ) , 7.28-7.36 The 
invention further provides a process for the preparation of a combination product as hereinbefore defined , which process comprises bringing into association a 
compound of formula I , as hereinbefore defined ( but , for example , without the proviso ) , or a pharmaceutically acceptable salt thereof with the other 
therapeutic agent that is useful in the treatment of inflammation , and at least one pharmaceutically - acceptable adjuvant , diluent or carrier .

Alkenyl is , for example , vinyl or prop-2-enyl .

The title indoline ( 28mg ) which was collected by filtration was isolated as a colourless solid , m.p.
140-142°C .
( canceled ) 12 .

The solid residue was dissolved in THF ( 5 mL ) , 2-amino-1-phenylethanone hydrochloride ( 0.97 g , 5.7 mmol ) and triethylamine ( 2 mL , 14.3 mmol ) was 
added and the mixture stirred at 40° C . for 19 h .
( 1H , m ) , 2.34-2.27 IR(Nujol Mull ) ν890,1200 , 1490 , 3400 , 3640 cm-1 .

In vivo cleavable esters are just one type of prodrug of the parent molecule .
IR (KBr)(Cm"1) : 3306 , 2938 , 1633 , 1563 , 1483 , 1453 , 1317 , 1274 , 1236 , 1205 , 1149 , 1069 , 947 , 847 , 754 .

The combined extracts were dried and evaporated to dryness , and the residue was purified by flash chromatography using methanol ( 2% by volume ) in 

chloroform as eluant , to give 2,2'-[5-(5-formylimidazol-1-yl)-1,3-phenylene]di(2-methylpropiononitrile) , mp 108°-111° .

The ATP and cydic AMP were separated on a double column chromatography system ( Anal .

The method of claim 7 , wherein said antidepressant is a monoamine oxidase inhibitor .
The vial was capped and put in the microwave oven ( Smith synthesiser ) . [ 075 ] The phrase " linear chain of atoms " refers to the longest straight chain of 
atoms independently selected from carbon , nitrogen , oxygen and sulfur .
Preferably compounds of Formula I are administered orally .
MS ( APCI ) 482 ( M + H+ , 100% ) b ) 

[1S-[1α,2α,3β,5β(1S*,2R*)]]-3-(Aminomethyl)-5-[7-[(2-phenylcyclopropyl)amino]-5-(propylthio)-3H-1,2,3-triazolo[4,5-d]pyrimidin-3-yl]-cyclopentane-1,2-diol , Hydrochloride salt 

A solution of the product from step ( a ) ( 0.22 g ) in ethanol ( 7 ml ) was treated with 10% palladium on carbon ( 0.03 g ) and the resultant suspension was 
stirred under 4 atmospheres pressure of hydrogen for 24 hours .
( m , 2H ) , 3.15 ( ddd , J = 12.9 , 5.1 , 2.4 Hz , 1H ) 3.30-3.50 Other movement disorders related to dysfunction of the basal ganglia include tardive dyskinesia 
, progressive supranuclear palsy and cerebral palsy , corticobasal degeneration , multiple system atrophy , Wilson disease , dystonia , tics , and chorea . 

dioxan ) , an amide ( e.g. J .
Med . , 229 , 111-115 .

A compound of claim 9 which is N,N-dimethyl-1-[1-(4-chlorophenyl)cyclobutyl]-3-methylbutylamine or a pharmaceutically acceptable salt thereof .
MS ( ES ) [ M + H ] calculated for C16H18ClN5O2 , 348 ; found 348 .

After standing at about 0° C . for about 16 hours , the crystals of the hydrochloride salt containing isopropanol ( needles ) are filtered off and dried .

1H-NMR ( DMSO -d6 ) : d 6.80 ( s , 1 H ) , 4.40 ( br s , 1 H ) .
The method of Claim 21 in which the divalent metal cation is zinc .
( m , 2H ) ppm .
14 , p .
859-869 ( 2005 ) .

EXAMPLE 59 A solution of 1,2,4-triazole ( 0.69 g ) in trifluoroacetic acid ( 3.12 ml ) was added to 

2,2'-[5-(1-hydroxy-1-methylethyl)-1,3-phenylene]-di(2-methylpropiononitrile) , ( 0.27 g ) , and the resulting solution was stirred at room temperature for 18 hr and 
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(b) Salt describing chemical class being predicted as chemical compound.

Figure 3: Example of confusions caused by generic chemical names. (
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Aqueous liquid compositions of the invention also are particularly useful .
No .
08 / 189,479 , referred to above .

The crude product was purified by column chromatography on silica gel using dichloromethane : methanol ( 98 : 2 ) as eluant to afford the title compound as a colourless oil , 
162mg , 67% ; < 1 > H NMR ( CDCl3 , 400MHz ) delta : 1.38­1.53 ( m , 2H ) , 3.27 ( m , 2H ) , 4.35 ( s , 2H ) , 4.61 ( m , 1H ) , 7.28­7.36 The invention further provides a 
process for the preparation of a combination product as hereinbefore defined , which process comprises bringing into association a compound of formula I , as hereinbefore 
defined ( but , for example , without the proviso ) , or a pharmaceutically acceptable salt thereof with the other therapeutic agent that is useful in the treatment of inflammation , 
and at least one pharmaceutically ­ acceptable adjuvant , diluent or carrier .

Alkenyl is , for example , vinyl or prop­2­enyl .

The title indoline ( 28mg ) which was collected by filtration was isolated as a colourless solid , m.p.
140­142°C .
( canceled ) 12 .

The solid residue was dissolved in THF ( 5 mL ) , 2­amino­1­phenylethanone hydrochloride ( 0.97 g , 5.7 mmol ) and triethylamine ( 2 mL , 14.3 mmol ) was added and the 
mixture stirred at 40° C . for 19 h .
( 1H , m ) , 2.34­2.27 IR(Nujol Mull ) ν890,1200 , 1490 , 3400 , 3640 cm­1 .

In vivo cleavable esters are just one type of prodrug of the parent molecule .
IR (KBr)(Cm"1) : 3306 , 2938 , 1633 , 1563 , 1483 , 1453 , 1317 , 1274 , 1236 , 1205 , 1149 , 1069 , 947 , 847 , 754 .

The combined extracts were dried and evaporated to dryness , and the residue was purified by flash chromatography using methanol ( 2% by volume ) in chloroform as eluant , 

to give 2,2'­[5­(5­formylimidazol­1­yl)­1,3­phenylene]di(2­methylpropiononitrile) , mp 108°­111° .

The ATP and cydic AMP were separated on a double column chromatography system ( Anal .

The method of claim 7 , wherein said antidepressant is a monoamine oxidase inhibitor .
The vial was capped and put in the microwave oven ( Smith synthesiser ) . [ 075 ] The phrase " linear chain of atoms " refers to the longest straight chain of atoms independently 
selected from carbon , nitrogen , oxygen and sulfur .
Preferably compounds of Formula I are administered orally .
MS ( APCI ) 482 ( M + H+ , 100% ) b ) 

[1S­[1α,2α,3β,5β(1S*,2R*)]]­3­(Aminomethyl)­5­[7­[(2­phenylcyclopropyl)amino]­5­(propylthio)­3H­1,2,3­triazolo[4,5­d]pyrimidin­3­yl]­cyclopentane­1,2­diol , Hydrochloride salt 

A solution of the product from step ( a ) ( 0.22 g ) in ethanol ( 7 ml ) was treated with 10% palladium on carbon ( 0.03 g ) and the resultant suspension was stirred under 4 
atmospheres pressure of hydrogen for 24 hours .
( m , 2H ) , 3.15 ( ddd , J = 12.9 , 5.1 , 2.4 Hz , 1H ) 3.30­3.50 Other movement disorders related to dysfunction of the basal ganglia include tardive dyskinesia , progressive 

supranuclear palsy and cerebral palsy , corticobasal degeneration , multiple system atrophy , Wilson disease , dystonia , tics , and chorea . dioxan ) , an amide ( e.g. J .
Med . , 229 , 111­115 .

A compound of claim 9 which is N,N­dimethyl­1­[1­(4­chlorophenyl)cyclobutyl]­3­methylbutylamine or a pharmaceutically acceptable salt thereof .
MS ( ES ) [ M + H ] calculated for C16H18ClN5O2 , 348 ; found 348 .

After standing at about 0° C . for about 16 hours , the crystals of the hydrochloride salt containing isopropanol ( needles ) are filtered off and dried .

1H­NMR ( DMSO ­d6 ) : d 6.80 ( s , 1 H ) , 4.40 ( br s , 1 H ) .
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: false negatives,
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A compound according to claim 1 wherein An+ is Na+ .

Salts deπved from organic bases include , but are not limited to , salts of primary , secondary and tertiary amines , such as alkyl amines , dialkyl amines , tπalkyl amines , 

substituted alkyl amines , di(substituted alkyl ) amines , tπ(substituted alkyl ) amines , alkenyl amines , dialkenyl amines , trialkenyl amines , substituted alkenyl amines , 

di(substituted alkenyl ) amines , tri(substituted alkenyl ) amines , cycloalkyl amines , di(cycloalkyl) amines , tπ(cycloalkyl) amines , substituted cycloalkyl amines , 

disubstituted cycloalkyl amine , tπsubstituted cycloalkyl amines , cycloalkenyl amines , di(cycloalkenyl) amines , tri(cycloalkenyl) amines , substituted cycloalkenyl amines , 

disubstituted cycloalkenyl amine , tπsubstituted cycloalkenyl amines , aryl amines , diaryl amines , tπaryl amines , heteroaryl amines , diheteroaryl amines , tπheteroaryl amines 

, heterocyclic amines , diheterocyclic amines , tπheterocychc amines , mixed di - and tπ-ammes where at least two of the substituents on the amine are different and are 

selected from the group consisting of alkyl , substituted alkyl , alkenyl , substituted alkenyl , cycloalkyl , substituted cycloalkyl , cycloalkenyl , substituted cycloalkenyl , aryl , 

heteroaryl , heterocyclic , and the like .

Acceptable inorganic bases include aluminum hydroxide , calcium hydroxide , potassium hydroxide , sodium carbonate and sodium hydroxide .

MS ( APCI ) 382 ( M + H+ , 100% ) NMR δH ( d6 - DMSO ) 9.08 ( 1H , t ) , 8.50 ( 3H , s ) , 5.00 ( 3H , m ) , 4.46 ( 1H , t ) , 4.14 ( 1H , t ) , 3.50 ( 3H , m ) , 3.08 ( 2H , m ) , 
2.64 ( 1H , m ) , 2.14 ( 1H , m ) , 1.72 ( 2H , m ) , 1.61 ( 2H , m ) , 1.34 ( 2H , m ) , 1.00 ( 3H , t ) , 0.91 ( 3H , t ) .
13 .
The crude product was used directly .
These reduction reactions are carried out at temperatures ranging from about 0° C . to the reflux temperature of the solvent , and the reaction time varies from about 0.5 to 8 
hours .
[ 0496 ] The protein concentration of the microsomal preparation was determined by BCA assay ( Pierce ) and the microsomes were ahquoted and stored at -80 0C .
No .
09 / 097,338 , filed Jun .
15 , 1998 ( Attorney Docket No . QA202b ) , Ser .

The compound of claim 9 where Ra is hydrogen or hydroxyl and Rb is hydroxyalkyl , alkoxyalkyl , cycloalkyl , alkyl , or optionally substituted heteroaryl .
The suspension was hydrogenated at 50 psi overnight , then filtered through celite and the solvent evaporated in vacuo .

The phases were separated and the aqueous layer was extracted with ethyl acetate ( 2 × ) .
( m , 1H ) , 2.56-2.64 found [ M + 1 ] 424.9 86 .

Of those compounds which were tested in this assay , the ECso values for the 5-HTiDa receptor obtained for the compounds of the accompanying Examples were 500 nM or 
less in each case .

The solvent was removed by evaporation to give 3.825 g of [4-(2-{[2-(methoxycarbonyl)phenyl]-thio}ethyl)-phenoxy]acetic acid ( yield for two steps 63.9% overall ) .
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The vial was capped and put in the microwave oven ( Smith synthesiser ) . [ 075 ] The phrase " linear chain of atoms " refers to the longest straight chain of atoms independently se
carbon , nitrogen , oxygen and sulfur .
Preferably compounds of Formula I are administered orally .
MS ( APCI ) 482 ( M + H+ , 100% ) b ) 

[1S-[1α,2α,3β,5β(1S*,2R*)]]-3-(Aminomethyl)-5-[7-[(2-phenylcyclopropyl)amino]-5-(propylthio)-3H-1,2,3-triazolo[4,5-d]pyrimidin-3-yl]-cyclopentane-1,2-diol , Hydrochloride salt A solut

product from step ( a ) ( 0.22 g ) in ethanol ( 7 ml ) was treated with 10% palladium on carbon ( 0.03 g ) and the resultant suspension was stirred under 4 atmospheres pressure of h
hours .
( m , 2H ) , 3.15 ( ddd , J = 12.9 , 5.1 , 2.4 Hz , 1H ) 3.30-3.50 Other movement disorders related to dysfunction of the basal ganglia include tardive dyskinesia , progressive supranu

cerebral palsy , corticobasal degeneration , multiple system atrophy , Wilson disease , dystonia , tics , and chorea . dioxan ) , an amide ( e.g. J .
Med . , 229 , 111-115 .

A compound of claim 9 which is N,N-dimethyl-1-[1-(4-chlorophenyl)cyclobutyl]-3-methylbutylamine or a pharmaceutically acceptable salt thereof .
MS ( ES ) [ M + H ] calculated for C16H18ClN5O2 , 348 ; found 348 .

After standing at about 0° C . for about 16 hours , the crystals of the hydrochloride salt containing isopropanol ( needles ) are filtered off and dried .

1H-NMR ( DMSO -d6 ) : d 6.80 ( s , 1 H ) , 4.40 ( br s , 1 H ) .
The method of Claim 21 in which the divalent metal cation is zinc .
( m , 2H ) ppm .
14 , p .
859-869 ( 2005 ) .

EXAMPLE 59 A solution of 1,2,4-triazole ( 0.69 g ) in trifluoroacetic acid ( 3.12 ml ) was added to 2,2'-[5-(1-hydroxy-1-methylethyl)-1,3-phenylene]-di(2-methylpropiononitrile) , ( 0.27
resulting solution was stirred at room temperature for 18 hr and then evaporated to dryness .
In a sixth aspect W represents S .

The term unbranched C2-7alkyl denotes a straight - chain , saturated aliphatic hydrocarbon having from 2 to 7 carbon atoms .
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: false positives)

due to confusion with their parent category “chem-
ical compound”.

Another typical error observed frequently in
BioSemantics and Reaxys is caused by partici-
ples. The most common example is word ’sub-
stituted’. In “substituted or un-substituted alkyl”,
the token “substituted” refers to a specific chemi-
cal compound “substituted alkyl”. Whereas in “2-
pyridinyl is optionally substituted with 1-3 sub-
stituents”, the token “substituted” refers to the
substitution reaction.

We also observe that in both patent corpora,
there are long sequences of systematic chemical
names connected by comma only. Since there are
no narrative words between the chemical names in
such sequences, it is unlikely that the model can
capture any contextual information when tagging
them. This can potentially cause a “chain reac-
tion” as shown in Figure 4, in which all chemical
names fail to be recognized when the first chemi-
cal name is not tagged correctly.

4.3 Discussion

The results in Table 3 show that all chemical tok-
enizers outperform the OpenNLP general domain

tokenizer. This is not surprising because tokeniz-
ers optimized for the chemical domain usually use
either rule-based method or gazetteer-based meth-
ods to ensure that long systematic chemical names
will be treated as a single token instead of be-
ing split into several tokens by symbols. This is
reasonable as the character-level word representa-
tion will not be able to capture the morphological
structures in a long chemical name if it is split into
several tokens.

In the BioSemantics patent corpus, 80% of
all entities are annotated as Generic or IUPAC.
When adding ELMo-based word representations,
we obtain smaller improvements in F1 score for
Generic and IUPAC than for remaining entity la-
bels/types. This makes sense, as there are already
enough training instances for these two labels in
the dataset. By contrast, for rare entity labels
with frequencies of less than 2 (e.g. CAS Numbers,
Trademarks, Mode of Actions, Registry numbers),
we obtain improvements of 4+ points when ex-
ploiting external information conveyed via ELMo.

The global F1 score improvements on both ex-
perimental datasets confirm further this observa-
tion, viz., that score improvements due to ELMo

335
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Rx and Ry is independently hydrogen or C1­C4 alkyl ; ( b ) 1 ­ or 2­naphthyl which is unsubstituted or substituted with from 1 to 3 substituents selected from C1­C4 alkyl , C1­C4 

alkoxy , C1­C4 alkylthio , hydroxy , halo , nitro , cyano , trifluoromethyl , ­COOH , ­COOalkyl wherein alkyl has from 1 to 4 carbon atoms and which is straight or branched , 

­(CH2)mNRxRy wherein m is 0 or 1 , and each of Rx and Ry is independently hydrogen or C1­C4 alkyl ; ( c ) the group ( d ) the group wherein R8 and R9 independently are 

C1­C4 alkyl or phenyl , and R10 is a straight or branched hydrocarbon group having from 1 to 18 carbon atoms which is saturated or is unsaturated containing one double bond 

or two nonadjacent double bonds ; phenyl ; phenyl substituted with from 1 to 3 substituents selected from C1­C4 alkyl , C1­C4 alkoxy , hydroxy , halo , nitro , cyano , 

trifluoromethyl , ­COOH , ­COOalkyl wherein alkyl has from 1 to 4 carbon atoms and is straight or branched , ­(CH2)mNRxRy wherein m , Rx , and Ry are as defined above ; or a 

heterocyclic group selected from 2 ­ , 3 ­ , or 4­pyridyl , 2 ­ , 4 ­ , or 5­pyrimidinyl , 2 ­ , or 3­pyrazinyl , 2 ­ , 3 ­ , 4 ­ , 5 ­ , 6 ­ , 7 ­ , or 8­quinolinyl , 3 ­ or 4­pyridazinyl , and 

the N­oxides thereof ; ( e ) the group ( f ) a straight or branched hydrocarbon group having from 1 to 18 carbon atoms which is saturated or is unsaturated containing one double 

bond or two nonadjacent double bonds ; ( g ) a cycloalkyl group having from 3 to 10 carbon atoms ; ( h ) the group wherein ­ ­ ­ ­ denotes a single or double bond ; Q and Z are 

each independently hydrogen , C1­C4 alkyl , C1­C4 alkoxy , or halo ; W is oxygen or two hydrogen atoms ; R11 is hydrogen or C1­C4 alkyl , and n ' is 0 or 1 ; (i) is selected from 

the group wherein R12 , R13 , R14 , and R15 are each independently hydrogen , halo , The determination of optimum dosages for a particular situation is within the skill of the 
art .
( 6H , m , 3 of CH2 ) ; 3.32 ( 6H , s , CH(OMe)2 ) ; 3.41­3.45 3 .

A compound according to claim 1 wherein An+ is Na+ .

Salts deπved from organic bases include , but are not limited to , salts of primary , secondary and tertiary amines , such as alkyl amines , dialkyl amines , tπalkyl amines , 

substituted alkyl amines , di(substituted alkyl ) amines , tπ(substituted alkyl ) amines , alkenyl amines , dialkenyl amines , trialkenyl amines , substituted alkenyl amines , 

di(substituted alkenyl ) amines , tri(substituted alkenyl ) amines , cycloalkyl amines , di(cycloalkyl) amines , tπ(cycloalkyl) amines , substituted cycloalkyl amines , 

disubstituted cycloalkyl amine , tπsubstituted cycloalkyl amines , cycloalkenyl amines , di(cycloalkenyl) amines , tri(cycloalkenyl) amines , substituted cycloalkenyl amines , 

disubstituted cycloalkenyl amine , tπsubstituted cycloalkenyl amines , aryl amines , diaryl amines , tπaryl amines , heteroaryl amines , diheteroaryl amines , tπheteroaryl amines 

, heterocyclic amines , diheterocyclic amines , tπheterocychc amines , mixed di ­ and tπ­ammes where at least two of the substituents on the amine are different and are 

selected from the group consisting of alkyl , substituted alkyl , alkenyl , substituted alkenyl , cycloalkyl , substituted cycloalkyl , cycloalkenyl , substituted cycloalkenyl , aryl , 

heteroaryl , heterocyclic , and the like .

Acceptable inorganic bases include aluminum hydroxide , calcium hydroxide , potassium hydroxide , sodium carbonate and sodium hydroxide .

MS ( APCI ) 382 ( M + H+ , 100% ) NMR δH ( d6 ­ DMSO ) 9.08 ( 1H , t ) , 8.50 ( 3H , s ) , 5.00 ( 3H , m ) , 4.46 ( 1H , t ) , 4.14 ( 1H , t ) , 3.50 ( 3H , m ) , 3.08 ( 2H , m ) , 2.64 
( 1H , m ) , 2.14 ( 1H , m ) , 1.72 ( 2H , m ) , 1.61 ( 2H , m ) , 1.34 ( 2H , m ) , 1.00 ( 3H , t ) , 0.91 ( 3H , t ) .
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Figure 4: Example of “chain reaction” like errors. (
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Rx and Ry is independently hydrogen or C1­C4 alkyl ; ( b ) 1 ­ or 2­naphthyl which is unsubstituted or substituted with from 1 to 3 substituents selected from C1­C4 alkyl , C1­C4 

alkoxy , C1­C4 alkylthio , hydroxy , halo , nitro , cyano , trifluoromethyl , ­COOH , ­COOalkyl wherein alkyl has from 1 to 4 carbon atoms and which is straight or branched , 

­(CH2)mNRxRy wherein m is 0 or 1 , and each of Rx and Ry is independently hydrogen or C1­C4 alkyl ; ( c ) the group ( d ) the group wherein R8 and R9 independently are 

C1­C4 alkyl or phenyl , and R10 is a straight or branched hydrocarbon group having from 1 to 18 carbon atoms which is saturated or is unsaturated containing one double bond 

or two nonadjacent double bonds ; phenyl ; phenyl substituted with from 1 to 3 substituents selected from C1­C4 alkyl , C1­C4 alkoxy , hydroxy , halo , nitro , cyano , 

trifluoromethyl , ­COOH , ­COOalkyl wherein alkyl has from 1 to 4 carbon atoms and is straight or branched , ­(CH2)mNRxRy wherein m , Rx , and Ry are as defined above ; or a 

heterocyclic group selected from 2 ­ , 3 ­ , or 4­pyridyl , 2 ­ , 4 ­ , or 5­pyrimidinyl , 2 ­ , or 3­pyrazinyl , 2 ­ , 3 ­ , 4 ­ , 5 ­ , 6 ­ , 7 ­ , or 8­quinolinyl , 3 ­ or 4­pyridazinyl , and 

the N­oxides thereof ; ( e ) the group ( f ) a straight or branched hydrocarbon group having from 1 to 18 carbon atoms which is saturated or is unsaturated containing one double 

bond or two nonadjacent double bonds ; ( g ) a cycloalkyl group having from 3 to 10 carbon atoms ; ( h ) the group wherein ­ ­ ­ ­ denotes a single or double bond ; Q and Z are 

each independently hydrogen , C1­C4 alkyl , C1­C4 alkoxy , or halo ; W is oxygen or two hydrogen atoms ; R11 is hydrogen or C1­C4 alkyl , and n ' is 0 or 1 ; (i) is selected from 

the group wherein R12 , R13 , R14 , and R15 are each independently hydrogen , halo , The determination of optimum dosages for a particular situation is within the skill of the 
art .
( 6H , m , 3 of CH2 ) ; 3.32 ( 6H , s , CH(OMe)2 ) ; 3.41­3.45 3 .

A compound according to claim 1 wherein An+ is Na+ .

Salts deπved from organic bases include , but are not limited to , salts of primary , secondary and tertiary amines , such as alkyl amines , dialkyl amines , tπalkyl amines , 

substituted alkyl amines , di(substituted alkyl ) amines , tπ(substituted alkyl ) amines , alkenyl amines , dialkenyl amines , trialkenyl amines , substituted alkenyl amines , 

di(substituted alkenyl ) amines , tri(substituted alkenyl ) amines , cycloalkyl amines , di(cycloalkyl) amines , tπ(cycloalkyl) amines , substituted cycloalkyl amines , 

disubstituted cycloalkyl amine , tπsubstituted cycloalkyl amines , cycloalkenyl amines , di(cycloalkenyl) amines , tri(cycloalkenyl) amines , substituted cycloalkenyl amines , 

disubstituted cycloalkenyl amine , tπsubstituted cycloalkenyl amines , aryl amines , diaryl amines , tπaryl amines , heteroaryl amines , diheteroaryl amines , tπheteroaryl amines 

, heterocyclic amines , diheterocyclic amines , tπheterocychc amines , mixed di ­ and tπ­ammes where at least two of the substituents on the amine are different and are 

selected from the group consisting of alkyl , substituted alkyl , alkenyl , substituted alkenyl , cycloalkyl , substituted cycloalkyl , cycloalkenyl , substituted cycloalkenyl , aryl , 

heteroaryl , heterocyclic , and the like .

Acceptable inorganic bases include aluminum hydroxide , calcium hydroxide , potassium hydroxide , sodium carbonate and sodium hydroxide .

MS ( APCI ) 382 ( M + H+ , 100% ) NMR δH ( d6 ­ DMSO ) 9.08 ( 1H , t ) , 8.50 ( 3H , s ) , 5.00 ( 3H , m ) , 4.46 ( 1H , t ) , 4.14 ( 1H , t ) , 3.50 ( 3H , m ) , 3.08 ( 2H , m ) , 2.64 
( 1H , m ) , 2.14 ( 1H , m ) , 1.72 ( 2H , m ) , 1.61 ( 2H , m ) , 1.34 ( 2H , m ) , 1.00 ( 3H , t ) , 0.91 ( 3H , t ) .
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A compound according to claim 1 wherein An+ is Na+ .

Salts deπved from organic bases include , but are not limited to , salts of primary , secondary and tertiary amines , such as alkyl amines , dialkyl amines , tπalkyl amines , 

substituted alkyl amines , di(substituted alkyl ) amines , tπ(substituted alkyl ) amines , alkenyl amines , dialkenyl amines , trialkenyl amines , substituted alkenyl amines , 

di(substituted alkenyl ) amines , tri(substituted alkenyl ) amines , cycloalkyl amines , di(cycloalkyl) amines , tπ(cycloalkyl) amines , substituted cycloalkyl amines , 

disubstituted cycloalkyl amine , tπsubstituted cycloalkyl amines , cycloalkenyl amines , di(cycloalkenyl) amines , tri(cycloalkenyl) amines , substituted cycloalkenyl amines , 

disubstituted cycloalkenyl amine , tπsubstituted cycloalkenyl amines , aryl amines , diaryl amines , tπaryl amines , heteroaryl amines , diheteroaryl amines , tπheteroaryl amines 

, heterocyclic amines , diheterocyclic amines , tπheterocychc amines , mixed di - and tπ-ammes where at least two of the substituents on the amine are different and are 

selected from the group consisting of alkyl , substituted alkyl , alkenyl , substituted alkenyl , cycloalkyl , substituted cycloalkyl , cycloalkenyl , substituted cycloalkenyl , aryl , 

heteroaryl , heterocyclic , and the like .

Acceptable inorganic bases include aluminum hydroxide , calcium hydroxide , potassium hydroxide , sodium carbonate and sodium hydroxide .

MS ( APCI ) 382 ( M + H+ , 100% ) NMR δH ( d6 - DMSO ) 9.08 ( 1H , t ) , 8.50 ( 3H , s ) , 5.00 ( 3H , m ) , 4.46 ( 1H , t ) , 4.14 ( 1H , t ) , 3.50 ( 3H , m ) , 3.08 ( 2H , m ) , 
2.64 ( 1H , m ) , 2.14 ( 1H , m ) , 1.72 ( 2H , m ) , 1.61 ( 2H , m ) , 1.34 ( 2H , m ) , 1.00 ( 3H , t ) , 0.91 ( 3H , t ) .
13 .
The crude product was used directly .
These reduction reactions are carried out at temperatures ranging from about 0° C . to the reflux temperature of the solvent , and the reaction time varies from about 0.5 to 8 
hours .
[ 0496 ] The protein concentration of the microsomal preparation was determined by BCA assay ( Pierce ) and the microsomes were ahquoted and stored at -80 0C .
No .
09 / 097,338 , filed Jun .
15 , 1998 ( Attorney Docket No . QA202b ) , Ser .

The compound of claim 9 where Ra is hydrogen or hydroxyl and Rb is hydroxyalkyl , alkoxyalkyl , cycloalkyl , alkyl , or optionally substituted heteroaryl .
The suspension was hydrogenated at 50 psi overnight , then filtered through celite and the solvent evaporated in vacuo .

The phases were separated and the aqueous layer was extracted with ethyl acetate ( 2 × ) .
( m , 1H ) , 2.56-2.64 found [ M + 1 ] 424.9 86 .

Of those compounds which were tested in this assay , the ECso values for the 5-HTiDa receptor obtained for the compounds of the accompanying Examples were 500 nM or 
less in each case .

The solvent was removed by evaporation to give 3.825 g of [4-(2-{[2-(methoxycarbonyl)phenyl]-thio}ethyl)-phenoxy]acetic acid ( yield for two steps 63.9% overall ) .

F

G G G G G G G G

GG

G

GG GG G G G G G

G

GG GG G G G G G

G

GG GG G G G G G G

GG G G G G G G G G G

G G G G G

G G G G G G G G G G

G G

M M M M M

B

G G G G G G

M

T

M

81

82

83

84

85
86
87

88
89
90
91

92
93

94
95

96

97

bratbrat/harmonized_oscar4_merged/BRATFile0002

: false positives,

20/04/2019 brat

127.0.0.1:8001/index.xhtml#/harmonized_oscar4_merged/BRATFile0002 4/4

A compound according to claim 1 wherein An+ is Na+ .

Salts deπved from organic bases include , but are not limited to , salts of primary , secondary and tertiary amines , such as alkyl amines , dialkyl amines , tπalkyl amines , 

substituted alkyl amines , di(substituted alkyl ) amines , tπ(substituted alkyl ) amines , alkenyl amines , dialkenyl amines , trialkenyl amines , substituted alkenyl amines , 

di(substituted alkenyl ) amines , tri(substituted alkenyl ) amines , cycloalkyl amines , di(cycloalkyl) amines , tπ(cycloalkyl) amines , substituted cycloalkyl amines , 

disubstituted cycloalkyl amine , tπsubstituted cycloalkyl amines , cycloalkenyl amines , di(cycloalkenyl) amines , tri(cycloalkenyl) amines , substituted cycloalkenyl amines , 

disubstituted cycloalkenyl amine , tπsubstituted cycloalkenyl amines , aryl amines , diaryl amines , tπaryl amines , heteroaryl amines , diheteroaryl amines , tπheteroaryl amines 

, heterocyclic amines , diheterocyclic amines , tπheterocychc amines , mixed di - and tπ-ammes where at least two of the substituents on the amine are different and are 

selected from the group consisting of alkyl , substituted alkyl , alkenyl , substituted alkenyl , cycloalkyl , substituted cycloalkyl , cycloalkenyl , substituted cycloalkenyl , aryl , 

heteroaryl , heterocyclic , and the like .

Acceptable inorganic bases include aluminum hydroxide , calcium hydroxide , potassium hydroxide , sodium carbonate and sodium hydroxide .

MS ( APCI ) 382 ( M + H+ , 100% ) NMR δH ( d6 - DMSO ) 9.08 ( 1H , t ) , 8.50 ( 3H , s ) , 5.00 ( 3H , m ) , 4.46 ( 1H , t ) , 4.14 ( 1H , t ) , 3.50 ( 3H , m ) , 3.08 ( 2H , m ) , 
2.64 ( 1H , m ) , 2.14 ( 1H , m ) , 1.72 ( 2H , m ) , 1.61 ( 2H , m ) , 1.34 ( 2H , m ) , 1.00 ( 3H , t ) , 0.91 ( 3H , t ) .
13 .
The crude product was used directly .
These reduction reactions are carried out at temperatures ranging from about 0° C . to the reflux temperature of the solvent , and the reaction time varies from about 0.5 to 8 
hours .
[ 0496 ] The protein concentration of the microsomal preparation was determined by BCA assay ( Pierce ) and the microsomes were ahquoted and stored at -80 0C .
No .
09 / 097,338 , filed Jun .
15 , 1998 ( Attorney Docket No . QA202b ) , Ser .

The compound of claim 9 where Ra is hydrogen or hydroxyl and Rb is hydroxyalkyl , alkoxyalkyl , cycloalkyl , alkyl , or optionally substituted heteroaryl .
The suspension was hydrogenated at 50 psi overnight , then filtered through celite and the solvent evaporated in vacuo .

The phases were separated and the aqueous layer was extracted with ethyl acetate ( 2 × ) .
( m , 1H ) , 2.56-2.64 found [ M + 1 ] 424.9 86 .

Of those compounds which were tested in this assay , the ECso values for the 5-HTiDa receptor obtained for the compounds of the accompanying Examples were 500 nM or 
less in each case .

The solvent was removed by evaporation to give 3.825 g of [4-(2-{[2-(methoxycarbonyl)phenyl]-thio}ethyl)-phenoxy]acetic acid ( yield for two steps 63.9% overall ) .
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decrease in inverse proportion to label frequency
and training set size. Since the BioSemantics
patent corpus contains 10 times more training in-
stances than the Reaxys Gold set, we obtain an ab-
solute improvement of 4.8 on Reaxys Gold set but
of 1.3 points on the BioSemantics patent corpus.

Adding ELMo substantially improves the F1

score on chemCompound-prophetics. This is be-
cause chemCompound-prophetics named entities
are all long systematic chemical names which
are arranged in lists. Since we replace all to-
kens longer than 25 characters with “Long Token”
when training ELMo, almost all sentences con-
taining chemCompound-prophetics entities appear
in the “Long Token” style. This makes the ELMo-
based representations of such long entities almost
identical, and particularly easy to predict, thus re-
sulting in an F1 score improvement of 74 points
for chemCompound-prophetics. We also observe
no improvement for the chemClass-Markush la-
bel. The Markush structures are figures describ-
ing the structure of chemical compounds in which
only a few parts/functional groups are labeled.
When transforming to text, only the textual labels
in the Markush structure are preserved. Thus, it is
difficult for ELMo to learn any useful information
from the broken Markush structures.

5 Conclusions

In this paper, we have made the following contri-
butions towards improved chemical named entity
recognition in chemical patents:

1. We improve on the current state-of-art for
chemical NER in patents by +2.67 F1 score.

2. We confirm that tokenizers optimized for
chemical domain have a positive effect on
NER performance by preserving informative

morphological structures in systematic chem-
ical names.

3. We demonstrate that word embeddings pre-
trained on an in-domain chemical patent cor-
pus help produce better performance than the
word embeddings pre-trained on biomedical
literature corpora.

4. We show that chemical NER performance
can be improved by using contextualized
word representations.

5. We release our ChemPatent word embed-
dings and an ELMo model trained from
scratch on a newly collected corpus of 84K
unannotated chemical patents, which can be
utilized for downstream NLP tasks on chem-
ical patents.4

Inspired by the patterns uncovered by our er-
ror analysis, our future work on chemical NER
will focus on developing models which can be
used to support disambiguation of general chem-
ical words. In addition, it would be interesting to
explore contextualized word embeddings learned
by other neural models such as BERT (Devlin
et al., 2019) or OpenAI GPT models (Radford
et al., 2019) in future work.
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Abstract

The availability of large-scale and real-time
data on social media has motivated research
into adverse drug reactions (ADRs). ADR
classification helps to identify negative effects
of drugs, which can guide health profession-
als and pharmaceutical companies in mak-
ing medications safer and advocating patients’
safety. Based on the observation that in so-
cial media, negative sentiment is frequently
expressed towards ADRs, this study presents a
neural model that combines sentiment analysis
with transfer learning techniques to improve
ADR detection in social media postings. Our
system is firstly trained to classify sentiment
in tweets concerning current affairs, using the
SemEval17-task4A corpus. We then apply
transfer learning to adapt the model to the task
of detecting ADRs in social media postings.
We show that, in combination with rich repre-
sentations of words and their contexts, trans-
fer learning is beneficial, especially given the
large degree of vocabulary overlap between
the current affairs posts in the SemEval17-
task4A corpus and posts about ADRs. We
compare our results with previous approaches,
and show that our model can outperform them
by up to 3% F-score.

1 Introduction

Social media generate a huge amount of data
for health and are considered to be an impor-
tant source of information for pharmacovigilance
(Sloane et al., 2015; Harpaz et al., 2014; Kass-
Hout and Alhinnawi, 2013). ADR detection from
social media has attracted a large amount of inter-
est as a source of information regarding morbid-
ity and mortality. In this respect, social networks
are an invaluable source of information, allowing
us to extract and analyse ADRs from health com-
munication threads between thousands of users in
real-time.

Several ADR systems have utilised features re-
lated to the sentiment of words to boost their sys-
tem performance (Wu et al., 2018; Kiritchenko
et al., 2017; Alimova and Tutubalina, 2017; Ko-
rkontzelos et al., 2016; Sarker and Gonzalez,
2015). Korkontzelos et al. (2016) analyse the
impact of sentiment analysis features on extract-
ing ADR from tweets. The authors observed that
users frequently express negative sentiments when
tweeting/posting about ADRs and they found the
use of sentiment-aware features could improve
ADR sequence labelling and classification.

It may be observed that the language used to ex-
press sentiment is often common across different
domains. Consider, for example, the tweet “I hate
how Vyvanse makes me over think everything and
it makes me angry about things that I shouldn’t
even be angry about”. The keywords used in this
tweet to express the authors negative sentiment to-
wards an ADR, i.e., hate and anger, are not specific
to ADRs, and may be used to express sentiment
towards many different kinds of topics. Based on
this observation, we hypothesise that we can lever-
age transfer learning techniques by using senti-
ment analysis data to boost the detection of ADRs.

Our main research contribution is a new neu-
ral model that detects ADRs by firstly learning to
classify sentiment, using a publicly available cor-
pus of Tweets that is annotated with sentiment in-
formation and then using transfer learning to adapt
this classifier to the detection of ADRs in social
media postings.

Our new ADR detection model firstly trains a
classifier on the SemEval17-task4A data, which
consists of Tweets on the subject of current affairs.
This pre-trained classifier then is adapted to the
task of detecting ADRs, using datasets of social
media postings that are annotated according to the
presence or absence of ADRs. To our knowledge,
this is the first attempt to apply transfer learning
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techniques to adapt a sentiment analysis classifier
to the task of detecting ADRs. In contrast to pre-
vious research, we use generalised neural methods
that avoid the use of hand-crafted features, since
these are time-consuming to generate, and are usu-
ally domain-dependent. We also explore different
fine-tuning methods, (Howard and Ruder, 2018;
Felbo et al., 2017), to determine which one per-
forms best in our scenario.

The rest of the paper is organised as follows:
Section 2 provides a review of related work. Sec-
tion 3 presents the two datasets used to create our
model. Section 4 describes our method and model.
Section 5 reports on the analysis of results while
Section 6 provides some conclusions.

2 Related Work

There is a growing body of literature concerned
with the detection and classification of ADRs in
social media texts (Wang et al., 2018; Huynh et al.,
2016; Ebrahimi et al., 2016; Liu and Chen, 2015).
Recent work has employed sentiment analysis fea-
tures to improve the classification of ADRs (Wu
et al., 2018; Kiritchenko et al., 2017; Alimova
and Tutubalina, 2017; Korkontzelos et al., 2016;
Sarker and Gonzalez, 2015).

Nikfarjam et al. (2015) exploited a set of fea-
tures, including context features, ADR lexicon,
part of speech (POS) and negation, to enhance
the performance of ADR extraction. The au-
thors chose Conditional Random Field as their
classifier (CRF). Korkontzelos et al. (2016) fol-
lowed the same research hypothesis, but focused
on the evaluation of sentiment analysis features
as an aid to extracting ADRs, based on the cor-
relation between negative sentiments and ADRs.
Alimova and Tutubalina (2017) built a classifica-
tion system for the detection of ADRs for which
they used a Support Vector Machine (SVM), in-
stead of CRF. The authors also explored differ-
ent types of features, including sentiment features
and demonstrated that they improved the perfor-
mance of ADR identification. Wu et al. (2018)
utilised a set of hand-crafted features (i.e. senti-
ment features learned from lexica), similar to all
of the other studies introduced above. However,
the main difference is that the model is based on
a neural network architecture, including word and
character embeddings, Convolutional neural net-
work (CNN), Long Short-Term Memory (LSTM)
and multi-head attentions. This was the best per-

forming system in the 2018 ADRs shared-task1,
which is part of the social media mining for health
workshop (SMM4H).

In contrast to the models proposed in the above
studies, it is possible to leverage sentiment analy-
sis features automatically, without relying on any
hand-crafted features. One common approach is
to pre-train a classifier on a corpus annotated with
sentiment information and then to adapt this pre-
trained classifier to the detection of ADRs. The
advantage of this approach is that the target sys-
tem only needs access to the pre-trained model,
but not the original sentiment corpus, which can
be important for storage and data regulation is-
sues. This method has been investigated by var-
ious researchers (Devlin et al., 2018; Howard and
Ruder, 2018; Felbo et al., 2017). Felbo et al.
(2017) learned a rich representation for detect-
ing sentiment, sarcasm, and emotion using mil-
lions of emojis’ dataset, acquired from Twitter.
They demonstrated that this approach performs
well and can achieve results that are competitive
with state of the art systems. Recently, Devlin
et al. (2018) built a deep bidirectional represen-
tation from transformers, which can be fine-tuned
to different target tasks with an additional output
layer. The model, which is called “Bert”, showed
significant improvements for a wide array of tasks,
such as text classification, textual entailment and
question answering, among others.

Compared to the above approaches, our work
uses a simpler network architecture and does not
require any feature engineering. Furthermore, we
take advantage of transfer learning techniques ac-
quired knowledge from sentiment analysis data.
Our work is motivated by Felbo et al. (2017) who
constructed a pre-trained classifier on emoji’s data
and then adapted to sentiment and emotion detec-
tion. The full details of our architecture are de-
scribed in section 4.1.

3 Data

Several datasets have been created for ADRs.
Some of these are gathered from specialised social
networking forums for health (Thompson et al.,
2018; Sampathkumar et al., 2014; Yates and Go-
harian, 2013; Yang et al., 2012), while others are
collected from social media (Ginn et al., 2014;
Jiang and Zheng, 2013; Bian et al., 2012).

1https://healthlanguageprocessing.org/
smm4h/
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In this research, we chose a widely used
dataset (containing postings from Twitter and Dai-
lyStrength2) (Nikfarjam et al., 2015) that are an-
notated according to the presence or absence of
ADRs in each post. The authors partitioned the
data into a training (75%) and test (25%) sets.
We further divided the training set into a 60% for
training and 40% for validation. The validation set
is used to develop our model before it is evaluated
on the original test set (i.e. 25% of the complete
corpus). Our model is designed to perform binary
classification, to determine whether or not a given
tweet or post mentions an ADR. Table 1 presents
the number of tweets/posts belong to each cate-
gory in the three different partitions of the data.
More detailed information about the datasets can
be found in Korkontzelos et al. (2016) and Nikfar-
jam et al. (2015).

Datasets #ADRs #None
Training

DailyS. 900 417
Twitter 390 384

Validation
DailyS. 600 278
Twitter 260 256

Test
DailyS. 533 225
Twitter 236 192

Table 1: Data statistics (DailyS. = DailyStrength)

3.1 Sentiment Analysis corpus

We firstly train a sentiment analysis model on
Twitter data from the SemEval17-task4A, which
focuses on classifying the sentiment polarity of
tweets on the subject of current affairs into pre-
defined categories, e.g. positive, negative, and
neutral. The dataset is partitioned into a train-
ing set of 50, 000 tweets and a test set of 12, 000
tweets (Rosenthal et al., 2017). A description of
the sentiment analysis model is provided in sec-
tion 4.

3.2 Preprocessing

Since Twitter data possesses specific character-
istics, including informal language, misspellings,
and abbreviations, we pre-process the data before

2DailyStrength is a specialised social networking website
for health.

applying the methods described in the next sec-
tion. We use a tool that is specifically designed
for the Twitter domain (Baziotis et al., 2017). The
tool provides a number of different functionali-
ties, such as tokenisation, normalisation, spelling-
correction, and segmentation. We use the tool
to tokenise the text, to convert words to lower-
case, to correct misspellings, and to normalise user
mentions, urls and repeated-characters.

4 Methods

This section discusses our model architecture,
which is composed of two stages: the first stage in-
volves building a sentiment analysis model, while
the second stage adapts this model to a target task,
which our case is the detection of ADRs. We
describe our architectures in the following sub-
sections.

4.1 Network Architecture

Our architecture consists of an embedding layer
(Mikolov et al., 2013), a Long Short-Term Mem-
ory (LSTM) layer (Hochreiter and Schmidhu-
ber, 1997), a self-attention mechanism (Bahdanau
et al., 2014) and a classification layer. Figure 1
depicts the network architecture of our model.

Figure 1: A description of the framework for our sys-
tem.

In our different experiments, we use both an
LSTM and a bi-directional LSTM (BiLSTM).
Both are able to capture sequential dependencies
especially in time series data, of which language
can be seen as an example. The model’s weights
are initialized from the word2vec embedding with
300 dimensional size3. Additionally, the model
consists of two LSTM/BiLSTM layers. For reg-
ularisation, we apply a dropout rate of 0.2 and
0.3 on the embedding output and after the sec-
ond hidden layer, respectively, to prevent the net-
work from over-fitting to the training set (Hinton

3https://github.com/alexandra-chron/
ntua-slp-semeval2018
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et al., 2012). We also choose Adam (Kingma and
Ba, 2014) for optimisation and select 0.001 as the
learning rate. We train the network for 10 epochs
and the best performing cycle is only retained. It
should be mentioned that the above set of hyper-
parameters was determined using the validation
set. Table 2 summarises the network architecture
and hyper-parameters.

Hyper-Parameter Value
embed-dim 300
layers 2
units {200, 300, 400∗}
batch size {32∗, 64}
epochs 10
sequence length 30
embed-dropout 0.2
lstm-dropout {0.3, 0.4∗}
learning rate 0.001

Table 2: Network architecture and hyper-parameters.
The asterisk (*): denotes the best performing setting

Embedding layer: T is a sequence of words
{w1, w2, ..., wn} in a tweet/post and each wi is a
d dimensional word embedding for the i-th word
in the sequence, where n is the number of words
in the tweet. T should have the following shape
n-by-d.

LSTM/Bi-LSTM layer: An LSTM layer takes
as its input a sequence of word embeddings and
generates word representations {h1, h2, ..., hn},
where each hi is the hidden state at time-step i,
retaining all the information of the sequence up
to wi. Additionally, we experiment with a BiL-
STM where the vector representation is built as a
concatenation of two vectors, the first running in
a forward direction

−→
h from left-to-right and the

second running in a backward direction
←−
h from

right-to-left hi= [
−→
h ;
←−
h ].

Self-attention: A self-attention mechanism has
been shown to attend to the most informative
words within a sequence by assigning a weight ai
to each hidden state hi. The representation of the
whole input is computed as follows:

ei = tanh(Whhi + bh) (1)

ai = softmax(ei) (2)

r =
T∑

i=1

ai · hi (3)

, where Wh, bh are the attention’s weights.
Classification layer: The vector r is an en-

coded representation of the whole input text (i.e.
a tweet or post), which is eventually passed to
a fully-connected layer for classification. A bi-
nary classification decision is made according to
whether or not the input text mentions ADRs.

Transfer Learning: There are two common ap-
proaches to transfer learning (Peters et al., 2019).
One approach is to use the last layer of a pre-
trained model when fine-tuning to the target task.
In this scenario, the network is used as a feature
extractor. An alternative approach is to use the
network for initialization, i.e., the full network is
unfrozen and then fine-tuned to the target task.

In this work, After training the sentiment clas-
sification model, we exclude its output layer and
replace it by an ADR output layer. Finally, the
network is fine-tuned to detect the ADRs adopting
the same architecture and hyper-parameters as the
original model. We analyse the fine-tuning meth-
ods in section 5.2.1.

5 Results & Analysis

5.1 Results

Table 3 presents the performance of our models in
terms of F-score, and compares these to the three
of the best performing models from recently pub-
lished research. For our own results, we report
the results of three different experiments. Firstly,
the baseline (LSTMA) is trained to detect ADRs
using only the ADR datasets mentioned above,
without the use of transfer learning. The other
two models (LSTMA-TL and BiLSTMA-TL) ap-
ply transfer learning, making use of pre-training of
a sentiment analysis model using the SemEval17-
task4A dataset. These latter two models differ-
ent in terms of whether they use a single direction
or bi-directional LSTM, respectively. For experi-
ments related to previous work, we replicated the
three models following their details as described
in Huynh et al. (2016), Alimova and Tutubalina
(2017) and Wu et al. (2018).

5.1.1 Previous Work
Alimova and Tutubalina (2017) used an SVM
model with different types of hand-crafted features
(i.e. sentiment and corpus-based features). Their
model performed to a high degree of accuracy,
which is not surprising, due to the power of the
SVM model when applied to small data. Similarly,
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Huynh et al. (2016) exploited different neural net-
works, i.e CNN and a combination of both CNN
and Gated Recurrent Units (GRU). They found
that CNN obtained the best performance. For this
reason, the results reported in Table 3 are those ob-
tained for the CNN model. On the Twitter dataset,
the performance of the CNN is even lower than the
performance of our baseline model on this dataset.
However, the performance on the DailyStrength
dataset is considerably higher. The model devel-
oped by Wu et al. (2018) obtained the best results
among the three compared systems; indeed, the re-
sults reach the same level as our baseline system.
However, it is important to note that in contrast to
our model architecture, that of Wu et al. (2018)
is more complex and it relies on hand-crafted fea-
tures as well as deep neural architectures.

5.1.2 Contextualised Word Embedding
In this work, we also compared our model to con-
textualized embedding (i.e. Bert) since it has been
shown to achieve high results for various NLP
tasks, including text classification (Devlin et al.,
2018). We use the open-source PyTorch imple-
mentations 4 and only consider the “bert-base-
uncase” model. The model is trained on the de-
fault hyper-parameters except that the number of
batch-size and sequence length are chosen as fol-
lows 32 and 30, respectively, to match our model
hyper-parameters for these two values. As shown
in Table 3, Bert model achieves the same perfor-
mance as our best model “LSTMA-TL” when ap-
plied to the Twitter data, although its performance
is 3% lower than our best performing model when
applied to the DailyStrength dataset. Even though
transfer learning is beneficial, it can achieve better
performance when learned from a related domain
to the problem under investigation.

5.1.3 This Work
As Table 3 demonstrates, our proposed model
is able to outperform all compared systems on
the DailyStrength dataset, and all systems apart
from Bert when applied to the Twitter Dataset.
More specifically, the “LSTMA-TL” obtained the
best results, thus demonstrating the utility and
advantages of transfer learning techniques. The
“BiLSTMA-TL” also demonstrates competitive
results for the DailyStrength dataset, but it is 1%
less than the “LSTMA-TL” for the Twitter dataset.

4https://github.com/huggingface/
pytorch-pretrained-BERT

This may be due to the size of data and the archi-
tecture used in this work. Although the sentiment
analysis model is trained on Twitter data, our ADR
detection system still demonstrated substantial im-
provement on the DailyStrength dataset. Specifi-
cally, we obtained 3% and 2% improvement over
our baseline model (i.e. LSTMA) on the Twitter
and Dailystrength datasets, respectively.

Even though our experiments are based on a
small dataset, the model demonstrated strong per-
formance for ADR classification. Recent research
claims that transfer learning techniques (i.e. fine-
tuning) are beneficial for downstream tasks even
if the target data size is small (Howard and Ruder,
2018; Alhuzali et al., 2018).

Datasets DailyS. Twitter
Models F1 F1
Previous Work
Huynh et al. (2016) 0.89 0.75
Alimova (2017) 0.89 0.78
Wu et al. (2018) 0.90 0.79

Contextualized W.E.
Devlin et al. (2018) 0.89 0.82
This Work
LSTMA (baseline) 0.90 0.79
LSTMA-TL 0.92 0.82
BiLSTMA-TL 0.92 0.81

Table 3: Comparison of our models to those reported
in previous work. LSTMA: refers to LSTM with
self−attention mechanism, while LSTMA-TL: means
the same thing except the addition of transfer learn-
ing model. BiLSTM-TF: uses a BiLSTM with trans-
fer learning model. Alimova (2017): Alimova and Tu-
tubalina (2017). Best: bold.

5.2 Analysis
5.2.1 Impact of fine-tuning
We evaluate different methods to fine-tune our
model, i.e. Last, Chain-thaw, Full and Simple
Gradual unfreezing (GU). The first three tech-
niques are adopted from Felbo et al. (2017) while
the fourth one is described by Chronopoulou et al.
(2019). “Last” refers to the process of only fine-
tune the last layer (i.e. output layer), while the
other layers are kept frozen. “Chain-thaw” method
aims to firstly fine-tuned each layer independently
and then fine-tuned the whole network simultane-
ously. “GU” is similar to the Chain-thaw method
except that the fine-tuning is performed at differ-

343



ent epochs. In this work, we experimented with
these methods and selected the one that achieved
the highest results for both datasets (i.e. Twit-
ter and DailyStrength). The results of these four
methods are reported in Figure 2.

“Last”, which is the standard technique in fine-
tuning, achieved the lowest performance; this is
not surprising, because it contains the least general
knowledge. In contrast, “Chain-thaw” achieved
better results than “Last”. The “Full” and “GU”
obtained the best results for ADR classification.
When we fine-tuned the whole network, we mod-
ified the “Full” method such that the embedding
layer is frozen and we called it “Full-no-Emb”, in-
stead. The intuition behind this is that the embed-
ding layer computes a word-based representation,
which does not take into account the context of a
word. This method obtains the best performance
for both Twitter and DailyStrength datasets.

Figure 2: F-score for our model with a different set of
fine-tuning methods.

5.2.2 Word Coverage
We observed that the vocabularies used in the sen-
timent analysis dataset and the ADR datasets share
a large proportion of common words. To fur-
ther investigate this, we measured the degree of
common word coverage between the training and
test parts of each dataset (i.e. Twitter and Dai-
lyStrength). The SemEval17-task4A training set
is also included in this comparison. It should be
noted that we compute the word coverage after
pre-processing the data. Table 4 shows percent-
age of shared-vocabulary between the datasets. As
shown in Table 4, the percentage of shared words
between the training and test set of ADR Twit-
ter data is 56.50%, while it is 74.22% between
the SemEval17-task4A training set and the ADR
Twitter test set. A similar pattern is also observed
for the DailyStrength dataset, although there is a

greater proportion of shared vocabulary between
the training and test sets of DailyStrength. The
vocabulary of the SemEval17-task4A dataset ex-
hibits a large degree of overlap with the test sets
of both Twitter and DailyStrength.

We hypothesise a number of reasons could ac-
count for this finding. Intuitively, users often use
none-technical keywords when they post or tweet
about ADRs. In other words, they do not em-
ploy terms found in medical lexicons. This allows
users to express their opinion towards ADRs us-
ing terms which may be used to express sentiment
towards other different topics. Additionally, sev-
eral datasets have been collected for ADRs. How-
ever, most of them have not been made available
for the research community. In contrast, there are
dozens of sentiment analysis datasets available on-
line, including SemEval17-task4A5, Yelp reviews
6, Amazon reviews7 and Stanford8, among oth-
ers. Thus, this confirms our initial observations
and helps to reinforce that ADR system can bene-
fit from the proliferation of sentiment analysis data
available online, which is the primary motivation
of this work.

Dataset Train SEl17-4A ∆ %
Twitter test 56.50% 74.22% 17.72%
DailyS. test 68.03% 78.22% 10.19%

Table 4: Word coverage. “SEl17-4A”: corresponds to
the training set of the SemEval17-task4A. ∆%: rep-
resents the difference between the two percentages for
each dataset in a row.

5.2.3 Error Analysis
We experiment with small data in this work and
this may limit our interpretation and analysis in
this section. Nevertheless, performing error anal-
ysis can reveal some strengths and weaknesses of
the proposed models and identify room for future
work.

For error analysis, we selected examples which
are incorrectly classified by the proposed model in
this paper (i.e. LSTMA-TL) and previous work
(i.e. (Huynh et al., 2016; Alimova and Tutubalina,

5http://alt.qcri.org/semeval2017/
task4/index.php?id=data-and-tools

6https://www.yelp.com/dataset
7https://s3.amazonaws.com/

amazon-reviews-pds/readme.html
8https://nlp.stanford.edu/sentiment/

index.html
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2017). Figure 3 and 4 present the number of false
positive and false negative classifications for each
model. As can be seen in Figure 3 that the num-
ber of miss-classified examples as false negative
is higher than false positive for the DailyStrength
dataset, while the opposite pattern is observed for
the Twitter dataset as shown in Figure 4. Our
model also demonstrated balanced error classifica-
tions for both false positive and false negative. In
contrast, the other two models, proposed by pre-
vious research, obtained unbalanced error classi-
fications except Alimova and Tutubalina (2017)’s
model achieved quite balanced errors for the Twit-
ter dataset. For future work, it might be useful
to investigate different ensemble methods that can
help to reduce the false positive and false nega-
tive classifications and improve the classification
of ADR.

In addition, we analysed examples only classi-
fied correctly by our model. We observed that our
model is able to classify examples carrying none-
specific keywords to ADRs, but to sentiments in
general. This shows the importance of sentiment
features to ADRs. Examples 1-3 below illustrate
the instances that are correctly predicted by our
proposed model. The first two examples are part
of the Twitter test set, while the third example is
part of the DailyStrength test set.

• Example 1: is it hot in here or is [durg name]
just kicking in?.

• Example 2: anyone ever taken [durg name]?
i’ve been on it for a week, not too sure how i
feel about it yet. anyone want to share their
experience?.

• Example 3: loved it , except for not being
able to be woken up at night . . yeah that
blew.

On the other hand, we inspected examples that
our model failed to correctly classify. For instance,
example (4) below was extracted from the Twit-
ter test set and it was predicted as negative for the
presence of ADR, whereas the true label is positive
for the presence of ADR. Examples (5) also illus-
trates the same observation, but is part of the Dai-
lyStrength test set. We anticipate that our model
failed to classify example (4) and (5) due to the
lack of context and unambiguous keywords. Ex-
ample (4) can also be interpreted as either positive
or negative for the presence of ADRs. This may

explain that the true label can be sometimes mis-
leading and requires further examination.

• Example 4: moved on to something else
when it quit working.

• Example 5: i’m with you. even though the
[durg name] works, i still don’t feel fully hu-
man.

Figure 3: The number of miss-classified examples by
the proposed models of this work and previous research
for the DailyStrength dataset. This work: refers to the
proposed model in this paper (i.e. LSTMA-TL).

Figure 4: The number of miss-classified examples by
the proposed models of this work and previous research
for the Twitter dataset. This work: refers to the pro-
posed model in this paper (i.e. LSTMA-TL).

6 Conclusion

In this work, we proposed a novel neural net-
work architecture for ADR identification. Our ap-
proach exploits the fact that in social media, ADRs
are frequently expressed with negative sentiment.
Taking advantage of the readily available senti-
ment analysis datasets that are available online,
our architecture firstly trains a sentiment analy-
sis classifier on Tweets concerned with current af-
fairs, and then adapts this to detect ADRs in social
media. Our empirical results have demonstrated
that the application of the fine-tuned model to
ADR datasets obtains a substantial improvement
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over previously published models. It also achieved
higher results than Bert on DailyStrength dataset.
Additionally, the word coverage analyses revealed
that sentiment analysis dataset shares a significant
amount of vocabulary with ADR dataset, which
is even higher than the correlation between the
words in training and test sets of the same ADR
dataset. This paper has empirically discussed the
advantages and utility of both sentiment analysis
datasets and transfer learning techniques for im-
proving the performance of ADR detection in so-
cial media and specialised health-related forums.
Finally, we provided some error analyses and po-
tential future work.
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Abstract
In research best practices can change over time
as new discoveries are made and novel meth-
ods are implemented. Scientific publications
reporting about the latest facts and current
state-of-the-art can be possibly outdated after
some years or even proved to be false. A pub-
lication usually sheds light only on the knowl-
edge of the period it has been published. Thus,
the aspect of time can play an essential role
in the reliability of the presented information.
In Natural Language Processing many meth-
ods focus on information extraction from text,
such as detecting entities and their relationship
to each other. Those methods mostly focus on
the facts presented in the text itself and not on
the aspects of knowledge which changes over
time.

This work instead examines the evolution in
biomedical knowledge over time using scien-
tific literature in terms of diachronic change.
Mainly the usage of temporal and distribu-
tional concept representations are explored
and evaluated by a proof-of-concept.

1 Introduction

Scientific literature presents knowledge for a par-
ticular time period it has been published. Vari-
ous studies have been performed to explore such
knowledge from scientific literature, where work
by Swanson (1986) led to the discovery of a new
drug to treat Raynaud’s disease. Similarly, a study
by Zhu et al. (2013) has concluded that drug dis-
covery using scientific literature plays a pivotal
role in the treatment of cancer, which can im-
prove the quality of life of patients (Cummings
et al., 2011). Although scientific literature is an
excellent source of information, there has been
an explosion in the number of publications each
year. This poses a challenge for biomedical re-
searchers and practitioners to keep themselves in-
formed of recent developments. The increasing

number at the same time provides an opportunity
to automatically explore the data on how a change
in knowledge has evolved. Some studies have
tried to explore such changed knowledge by inves-
tigating temporal information (Zhou and Hripc-
sak, 2007; He and Chen, 2018), studying the di-
achronic change in the meaning of the word. A
diachronic semantic change in language is associ-
ated with progression in the meaning of the word
which is estimated by exploring its usage over
time.

This work aims to automatically explore the
advances in medical knowledge extracted from
the abstracts of scientific research by using
word/concept embeddings. Especially, we ex-
amine how treatments of pathological conditions
have changed over time. For this reason we fo-
cus on concepts rather than words, as biomedi-
cal concepts can be mentioned in text in different
ways (e.g. ‘headache’, ‘cephalgia’ or ‘pain in the
head’). Moreover, biomedical concepts help to en-
capsulate noun phrases represented by more than
one word, for example, ‘eye lens’ or ‘lung cancer’.
An analysis on word level instead would take all
situations the single words occur into account, and
therefore would be more general. To quantify such
changes we measure how the usage of a biomedi-
cal concept has (semantically) changed over time
by comparing different embedding periods.

The rest of the work is structured as follows:
The next section presents related work in the
context of diachronic changes in and outside the
biomedical domain. Then, in Section 3 we present
how the biomedical concept embeddings are gen-
erated and how the time aspect is taken into ac-
count. Section 4 shows the usage of our embed-
dings to explore diachronic changes as a proof-
of-concept. Then we apply the temporal embed-
dings to explore some exemplary relational data
of UMLS, followed by a conclusion.
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2 Related Work

Human language is a complex system which has
been evolving from the point of its origin whether
it is because of social or cultural (Hamilton et al.,
2016a,b) or technological (Phillips et al., 2017)
reasons. Some words acquire new meaning much
faster than other words (Blank, 1999) for example
words like broadcast, gay, and awful have been
used in a different context in the present time as
compared to an earlier time.

To study the semantic change for words, ini-
tially, co-occurrence matrices (Sagi et al., 2009;
Wijaya and Yeniterzi, 2011; Jatowt and Duh,
2014), K-means clustering (Wijaya and Yeniterzi,
2011), Frequency-based methods (Kulkarni et al.,
2014) were used. Representations using co-
occurrence matrices are based on the notion of
word co-occurring in the same context. The co-
occurrence matrix assumes that words occurring
in same context tend to have the same meaning
(Firth, 1957) and are represented by methods such
pointwise mutual information (Turney and Pan-
tel, 2010), Singular Value Decomposition matri-
ces, and Latent Semantic Analysis.

Another popular method to represent words
are distributed representations. Words are repre-
sented in a dense and continuous form, that en-
ables us to capture the meaning in a condensed
form. There are various methods such Word2Vec
(Mikolov et al., 2013b,a) and Global Vectors for
Word Representation (Glove) (Pennington et al.,
2014) which create a distributed representation of
words. Distributed methods consume less mem-
ory compared to co-occurrence matrices because
of their compact size and ranges between 100 di-
mensions to 1000. Moreover, the distributed meth-
ods are robust baseline methods with their proven
success in capturing linguistic meaning (Mikolov
et al., 2013b).

Kim et al. (2014) explored the temporal changes
in the meaning of word using Skip-gram nega-
tive sampling (SGNS) method. To generate word
embedding for each time frame the embeddings
from previous time frame was used to initialize
the embedding for the next successive time frame.
Hamilton et al. (2016b) try to answer two ques-
tions, first whether the frequency of a word affects
the change in meaning, which has been long stud-
ied (Bybee et al., 2007; Pagel et al., 2007; Lieber-
man et al., 2007). Second, whether there is a
relationship between a polysemous and semantic

change of a word.
Also in the biomedical domain semantic

changes in scientific abstracts have been explored
(Yan and Zhu, 2018). In the study, the authors
explored semantic changes for a set of words us-
ing their occurrence frequency and their distribu-
tion across different topics. Scientific literature
has also motivated studies using biomedical con-
cepts instead of free text; however, they only mea-
sure the similarity and relatedness between differ-
ent concepts using different embedding methods
(De Vine et al., 2014; Choi et al., 2016; Liu et al.,
2018; Beam et al., 2018).

Our study draws motivation from previous stud-
ies. However, different to other work we try to
explore diachronic change using biomedical con-
cepts. Particularly we would like to use diachronic
change to assist the exploration of knowledge
changes in the biomedical domain.

3 Temporal Concept Embeddings

In the following the generation of the biomedical
temporal concept embeddings used to identify se-
mantic changes is introduced.

3.1 Data Resources
The MEDLINE repository1 is a bibliographic
database from life sciences containing around 26
millions articles dating back to 1809. MEDLINE
is quickly growing as the number of publications
added to the repository each year are increasing
(see Figure 1). Title and abstracts within the
MEDLINE repository define the source to gener-
ate the embeddings in this work.

Figure 1: Number of MEDLINE abstracts published
each year on PUBMED between 1950 and 2014.

Another relevant resource is the Unified Med-
ical Language System (UMLS) (Bodenreider,

1https://mbr.nlm.nih.gov/
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2004), a biomedical knowledge base which de-
fines a large number of biomedical concepts and
their relations to each other. Each concept is rep-
resented by a unique concept identifier known as
CUI and includes word variations and synonyms.
As we focus on the generation of concept em-
beddings, we normalize text mentions from MED-
LINE abstracts to UMLS.

The concept normalization is carried out using
MetaMap (Aronson, 2001), a popular named en-
tity recognition system for biomedical text. How-
ever, to avoid processing millions of sentences
with MetaMap, we use the MetaMapped 2015
MEDLINE Baseline Results, a MEDLINE sub-
set already enriched by MetaMap Machine Out-
put (MMO). In addition to that, we also use an-
nual baseline files from the MEDLINE/PUBMED
Baseline Repository (MBR) which contain meta-
information about each publication such as publi-
cation ID, publication year and author name(s).

3.2 Data Preprocessing

First, publications from MMO are enriched with
publication year (PubYear) by using the publica-
tion ID and the information from the MBR files.
Then, the text occurrence of each medical abstract
and its title are mapped and replaced with their
concept ID, using the offset information provided
in MMO (Figure 2). In this way, we create a text
to train our embeddings. Since we do not consider
character embeddings, we can treat concept IDs as
words without any disadvantage.

Figure 2: Shows mapping of medical text to their cor-
responding concept ID for Publication ID:20895112.

To create temporal embeddings, the prepro-
cessed MEDLINE abstracts are split into differ-
ent time depended subsets using PubYear. Em-
beddings are then trained on those splits. Ide-
ally, we would like to train models using equally
sized time ranges, such as embeddings per year or
decade. However, this is not easily possible for
various reasons: Firstly, as seen in Figure 1 the
number of publications is constantly increasing.
A consistent split into equal time frames would
result in highly unbalanced splits regarding the

number of included abstracts. In addition to that
PUBMED includes mainly titles and no abstracts
before 1975, which further reduces the number of
text for the lower represented period.

Period # Publications

1809-1970 3,374,099
1971-1975 1,162,030
1976-1980 1,346,833
1981-1985 1,528,475
1986-1990 1,863,659
1991-1995 2,065,386
1996-2000 2,297,006
2001-2005 2,938,855
2006-2010 3,721,166
2011-2012 1,762,603
2013-2015 1,283,218

Table 1: Distribution of publications in each period

Conversely, the generation of equally
sized splits (according to the number of ab-
stracts/sentences) has the disadvantage that it
will be more challenging to differentiate between
particular years. Rounding up or down the
number of included publications might also be
not a satisfying solution, as the time ranges
might differ too much. For this reason, we
mainly focus on time range splits including 5
years of MEDLINE abstracts. As the number of
publications is lower at the beginning of the 20th
century and publications often do not contain
any abstract, we combine the ‘early’ MEDLINE
data into one big split (1809-1970). Moreover, as
the number of publications steadily increase we
create smaller splits from 2011. The final split
into periods is presented in Table 1, including
their corresponding number of abstracts.

3.3 Temporal Embeddings

To generate temporal embeddings, we use Fast-
Text (Bojanowski et al., 2016) in Skip-gram nega-
tive sampling (SGNS) mode, which predicts con-
text words corresponding to a given target word
occurring in its neighborhood. The values of the
hyperparameters base on the recommendation of
Levy et al. (2015). The authors did an extensive
set of experiments using different representation
methods and analyzed the effect of hyperparam-
eters on the embeddings generated by them. We
chose negative samples as 10, the minimum occur-
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rence of concepts is 5, learning rate as .05, sam-
pling threshold as .0001, dimension to 300 and
context window to 10.

The different temporal embeddings were
trained sequentially, starting from the first period
(1809-1970) and ending with (2013-2015). We
started the training of the first period with ran-
dom initialization of the embeddings. All other
embeddings were then initialized by the values
of the former time embedding. This incremental
training process has been applied as the training
of a particular time period can build on the
knowledge seen in earlier periods. Incremental
training can be seen as an analogy of how human
knowledge evolves over time. The temporal
concept embeddings used in this work can be
downloaded here2.

3.4 Measuring Semantic Changes

To measure the semantic change between a con-
cept pair we use cosine distance (similarity) at dif-
ferent periods as also described in Hamilton et al.
(2016b). A cosine distance closer to 1 shows a
stronger similarity/relation between the two con-
cepts than a distance closer to 0. In this work,
however, we are particularly interested in exam-
ining whether the semantic shift can be used to
explore how treatments (of particular diseases)
evolved. Therefore, we selected particular con-
cept pairs and explore how their similarity score
evolves.

In addition to cosine similarity we use Posi-
tive Pointwise Mutual Information (PPMI) ma-
trix (Levy and Goldberg, 2014), as reference mea-
sure. A PPMI matrix is a variant of Pointwise
Mutual Information (PMI) and provides an asso-
ciation between two words occurring together in a
corpus and how strongly they are related to each
other (Church and Hanks, 1990). When a specific
word pair co-occurs more frequently they have a
higher PPMI score and vice-versa. PPMI is still
widely used co-occurrence matrix method and in
this work we have used a normalized PPMI score
which ranges between 0 to 1, whereas 1 indicates
more frequent pairs.

4 Exploring Biomedical Knowledge
Changes

In this section, we examine the usage of temporal
concept embeddings to detect diachronic changes

2http://biomedical.dfki.de/

in the context of altering knowledge in biomedi-
cal literature. Particularly, we explore whether the
embeddings reveal known changes in treatments
in biomedical history, as a proof-of-concept. For
instance, we would like to know whether it is pos-
sible to see a relative change in terms of cosine
similarity, i.e., if a preferred treatment for some
Disease X changes at time t from one medication
to a new one (see example in Figure 3). Our as-
sumption is that the usage of temporal concept em-
beddings reveal a similar pattern. Before time t
we assume, that the old treatment has got a higher
cosine similarity compared to the new treatment.
And then after some decrease the new medication
outperforms the other one. In the following, we
will explore this phenomenon based on various ex-
amples.

Figure 3: Shows a treatment change of some Disease X
from Medication-old to Medication-new at time t.

4.1 Proof-of-Concept

In this section, different examples are presented
to explore the usage of temporal concept embed-
dings to detect knowledge changes. We use those
examples as a proof-of-concept. Each example in-
cludes a high-level introduction, followed by an
investigation of the similarity scores over time and
an explanation of the presented results.

In order to provide reliable insights, presented
results are supported through a significance test
(Welch’s T-test) using a confidence interval of
99% (p value < 0.01). The significance test re-
lies on 15 different complete sets of temporal em-
beddings (all periods) which were trained from
scratch.
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4.1.1 Minoxidil
Minoxidil (CUI=C0026196) is a medication, ini-
tially used for treating high blood pressure (Hy-
pertension) (Stoehr et al., 2019) . Nowadays Mi-
noxidil is still used as a drug of last resort for
treatment of resistant hypertension (remains above
a target level, in spite of being prescribed three
or more anti-hypertensive drugs simultaneously
with different mechanisms of action). However, in
1988 FDA approved the medication also for treat-
ing hair loss problems. Presently, Minoxidil is
used mainly to treat early baldness pattern such as
Androgenic Alopecia (C0162311) and Scalp Hair
Loss (C0574769).

Figure 4: The similarity score of minoxidil with med-
ical conditions from 1809 to 2015. Change in usage
ocurs in 1986. Where Old Usage was High Blood Pres-
sure and New Usage is hair fall

The exploration of the cosine similarity for mi-
noxidil and its change in treatment is presented
in Figure 4. The figure depicts a high similarity
to hypertension in the ’70s, which is significantly
higher than the high blood pressure. However, af-
ter 1980 the similarity slowly decreases in the next
following years. Around 1985 we can see a big
drop. At the same time the similarity of alope-
cia and scalp hair loss strongly increase around
1985. From the following period, the similarity
score of both concepts outperforms hypertension
and are significantly higher than hypertension.

4.1.2 Microprolactinoma
Microprolactinoma (Prolactinoma)3 is a type of
benign tumor that occurs in the pituitary gland
of the brain (Casanueva et al., 2006; Glezer and
Bronstein, 2015). Its treatment has changed no-
tably over time. Until the 1970’s this tumor was
removed by a surgical method known as Transeth-
moidal Hypophysectomy (C0405509) (Richards
et al., 1974). Beginning from the late 1970’s

3Microadenoma of a pituitary gland

a new class of medical therapy with Dopamine
Agonists was introduced to treat Microprolacti-
noma (C0344452) without having to undergo a
surgery. Dopamine Agonists is a class of drugs
that activate dopamine receptors. The treatment
using Dopamine Agonists has a cure rate of more
than 80%. The most effective Dopamine Ago-
nists used as a main treatment drugs are Cabergo-
line (C0107994) and bromocriptine (C0006230)
(Tirosh and Shimon, 2016; Glezer and Bronstein,
2015) which are D2 dopamine agonists that in-
hibit prolactin secretion. Only if patients do
not respond to medications, a surgical method
called Transsphenoidal surgery4 (C2985562) is
used (Tirosh and Shimon, 2016).

Figure 5: Similarity Score of Microprolactinoma
with different treatment methods from 1809 until
2015. Change in the medication occurs after 1976.
Where Old Method was Transethmoidal hypophysec-
tomy and New Methods are Transsphenoidal surgery,
Bromocriptine, dopamine agonists cabergoline.

Figure 5 presents the semantic shift in the use
of different treatment methods for Microprolacti-
noma. The first embedding point is seen from the
period 1976-1980. Before that period none of the
concepts occurred frequently enough to be con-
sidered in the embedding. Within the first period
of occurrence (1976-1980) we have a significantly
higher similarity score of Microprolactinoma with
Transethmoidal Hypophysectomy in comparison
to Bromocriptine concepts and Transsphenoidal
surgery which starts decreasing in the next follow-
ing years. After 1980, we see an increase in the
similarity for all the bromocriptine concepts along
with Transsphenoidal surgery, which shows a
change in the treatment method for Microprolacti-
noma. The similarity score of both the Bromocrip-
tine and Transsphenoidal surgery concepts have
significantly higher similarity score than Transeth-
moidal Hypophysectomy from 1981. Whereas

4A surgical method used to remove tumors of pituitary
glands.
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from 1986, after the induction of cabergoline,
both of the dopamine agonists and Transsphe-
noidal surgery have a higher similarity score than
Transethmoidal Hypophysectomy. Also Cabergo-
line is getting more popular after 2006 and is then
significantly higher than other treatments.

4.1.3 White Blood Cell Cancer

A subtype of cancer of white blood cells known
as chronic myeloid leukemia (CML) or Chronic
Myelosis (C0023473) is a medical condition. In
this condition there is an abnormal increase in the
number of white blood cells (WBC) compared to
red blood cells (RBC). WBC are responsible for
protecting the body against infections, but when
produced in large numbers, they start accumulat-
ing in blood and bone marrow. This prohibits the
growth of RBC and causes weight loss, spleen en-
largement and bone pain (Radich et al., 2018).

Before 2001, Chronic Myelosis was treated
predominantly by chemotherapy using alkylat-
ing antineoplastic agents, such as Mitobronitol
(C0026236) and Myelobromol (C0700014). The
introduction of targeted therapy led to the im-
proved survival rate of patients compared to the
earlier generation of medication. The new targeted
therapy method includes a class of drugs called
Tyrosine Kinase Inhibitors (TKI) (C1268567),
whereas Imatinib (C0935989) is one of the most
important representatives of this class. Tyrosine
Kinase Inhibitors were first synthesized in 1998
(Yaish et al., 1988), and Imatinib was first ap-
proved in 2001 to treat this type of blood cancer.

Figure 6: Similarity Score of White blood cell cancer
with different treatment methods from 1809 until 2015.
Change in the medication occurs in 2001. Old Meth-
ods were Mitobronitol, Myelobromoland New Meth-
ods are Tyrosine Kinase Inhibitor and Imatinib.

Figure 6 depicts different treatments used for
white blood cell cancer. The similarity score for
both Mitobronitol and Myelobromol is high in

’70s. However, after ’70s their score starts de-
creasing but are still significantly higher than Tyro-
sine Kinase Inhibitor from 1990’s to 2000. From
2001 there is a significantly higher similarity for
both Tyrosine Kinase Inhibitor and Imatinib as
compared to both Mitobronitol and Myelobromol.

4.1.4 Hepatitis-C
Hepatitis-C (C0220847) is an infectious blood-
borne disease which is caused by the hepatitis C
virus (HCV). Hepatitis-C mainly affects the liver
which can cause liver diseases and eventually lead
to liver failure. HCV spreads mostly through in-
fected blood transfusions or poorly sterilized in-
jection needles, also during intravenous injection
of drugs. (Maheshwari and Thuluvath, 2010).

Presently there is no vaccine to prevent HCV
virus, however chronic infections are treated by
antiviral medications (Webster and Klenerman,
2015). Until 2011, Polyethylene Interferon Alpha-
2a (C0391001), Polyethylene Interferon Alpha-
2b (C0796545) in combination with Ribavirin5

(C0035525) were used to treat hepatitis-C and had
a cure rate of less than 50%. From 2011, the sec-
ond generation of antiviral medication known as
Direct Antiviral Agents (DAA) was approved by
the FDA. DAA directly interfere with the machin-
ery of Hepatitis-C virus, thus inhibiting its growth
and transmission. There are several classes of
DAA that are used at different stages in the treat-
ment of Hepatitis-C such as Telaprevir, Bocepre-
vir, Daclatasvir. However, for current work we
just show Telaprevir (C1876229). This DAA is
used in combination with Ribavirin which have a
cure rate of more than 90% (Rivett and Alexander,
2019).

Figure 7: Similarity Score of Hepatitis-C with dif-
ferent treatment methods from 1809 to 2015, change
in the medication occurs in 2011.Old Methods were
Polyethylene interferon alpha-(2a and 2b) and New
Methods is Telaprevir.

5First generation of antivirals.
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Figure 7 shows a rise in the similarity of second
generation of antivirals ( Telaprevir ) from 2011
as compared with first generations ( Polyethylene
Interferon Alpha-(2a,2b)) where there is a de-
crease in the similarity. From 2011 the similar-
ity score of Telaprevir is significantly higher than
the both Polyethylene interferon alpha-(2a,2b), re-
spectively. We can also notice, that the similarity
score Ribavirin is high this is because it is still
used in combination with the new generation of
antiviral medications as well. Before 1976 the oc-
currence of any antivirals medication concepts that
appears close to Hepatitis-C is not high enough as
such concepts are not present.

4.2 Concept Embeddings vs. Co-occurrence

As seen in the examples above, temporal concept
embeddings can be used to identify diachronic
changes. In comparison to that, those changes
can be also identified using a simple co-occurence
metrics, such as PPMI. Figure 8 shows an example
for White Blood Cell Cancer. However, in com-
parison to the example in Section 4.1.3, changes
can be much stronger and values can quickly de-
crease to zero, if the co-occurrence of two con-
cepts suddenly decreases.

Figure 8: Similarity Score using PPMI matrix for WBC
with different treatment methods from 1809 to 2015.

The score of Mitobronitol for instance suddenly
drops to 0 in 1976-1980 and then increases in
1981. Conversely, the concept embeddings show a
slow decrease in similarity for same pair at 1976-
1980. This is can have several reasons: Firstly,
even if concepts do not occur together within the
same context window, they might occur within the
same context which is considered by concept em-
bedding. Moreover, the initialization of embed-
dings for 1976-1980 build on top of the previ-
ous period (1970-1975). The incremental learn-
ing mechanism helps concept embeddings to over-
come the drawback of sudden drop in the similar-

ity of a concept-pair if they do not co-occur in a
specific period.

4.3 Discussion

The previous examples showed that we can use
diachronic semantic changes to identify medical
knowledge change. To measure the change in
treatment of some disease from an old medica-
tion to a new medication was not as simple as
our initial assumption was. Originally, examples
were provided by a medical student on a rather
high level. Given these examples the correspond-
ing concepts and concept IDs had to be identi-
fied within UMLS. In various cases those concepts
were ambiguous and the most appropriate concept
had to be selected, e.g. Hepatitis-C in UMLS is
represented as Hepatitis C virus (C0220847) as
well as Hepatitis C (C0019196).

It also happened that a concept mention did
not show the effect we were interested in
(no occurrence, low similarity scores, no in-
crease/decrease). This caused a more detailed
manual analysis to find out why. In some cases,
if a concept did not show the effect we were
searching for, it turned out that a more spe-
cific concept instead showed the expected ef-
fect. For instance we found that particular deriva-
tives of dopamine agonists such Cabergoline and
Bromocriptine were more talked about in the con-
text of Microprolactinoma than dopamine ago-
nists. This is an interesting aspect of how infor-
mation are connected and which are actually men-
tioned in the scientific text. Unfortunately this is
difficult to solve given our high level examples and
a method solely based on general literature.

However, even though the examples above were
manually selected with a lot of domain knowledge,
we can clearly show that knowledge changes are
present in our temporal concept embeddings. In
order to address possible concerns, the next sec-
tion explores knowledge changes of known UMLS
pairs.

5 Exploring Existing Medical Knowledge

In the previous section, we showed that changes in
biomedical knowledge and particularly changes of
treatments could be reflected within temporal con-
cept embeddings. However, those examples were
manually selected by a medical expert. In this
section instead we apply the technique to explore
known drug-disease pair relations of the UMLS

354



Concept Embeddings Co-occurrence

Period # POS (MAX) # NEG (MAX) # POS (MAX) # NEG (MAX)

1809-1970 7 0.330 (0.754) 56 0.208 (0.588) 225 0.026 (0.286) 573 0.003 (0.171)
1971-1975 2 0.318 (0.721) 52 0.197 (0.596) 644 0.022 (0.354) 984 0.003 (0.086)
1976-1980 11 0.307 (0.742) 106 0.168 (0.564) 360 0.026 (0.325) 680 0.003 (0.134)
1981-1985 10 0.310 (0.711) 137 0.157 (0.530) 355 0.029 (0.330) 663 0.003 (0.150)
1986-1990 12 0.304 (0.681) 135 0.155 (0.553) 388 0.028 (0.310) 729 0.002 (0.139)
1991-1995 16 0.301 (0.672) 150 0.149 (0.505) 527 0.026 (0.266) 761 0.002 (0.073)
1996-2000 12 0.297 (0.680) 157 0.149 (0.510) 566 0.025 (0.337) 780 0.002 (0.149)
2001-2005 7 0.287 (0.689) 147 0.146 (0.499) 536 0.024 (0.309) 767 0.002 (0.121)
2006-2010 10 0.271 (0.695) 177 0.144 (0.476) 655 0.021 (0.300) 832 0.002 (0.077)
2011-2012 13 0.272 (0.730) 146 0.153 (0.467) 957 0.017 (0.355) 1178 0.002 (0.088)
2013-2015 15 0.265 (0.696) 136 0.152 (0.425) 1158 0.015 (0.246) 1264 0.002 (0.077)

Table 2: Exploration of known (positive) and unknown (negative) drug-disease concept pairs of UMLS across
different time periods. The table shows the mean and its maximum scores below POS and NEG in terms of cosine
similarity and PPMI. In addition to that, that table shows the number of concept pairs (#) which do not occur
together within the set of 3,000 drug-disease pairs.

Metathesaurus. First we explore known concept
pairs with cosine similarity for concept embed-
dings in comparison to PPMI. After that we ex-
amine selected relations of UMLS and track their
similarity across different periods.

5.1 Exploring known Drug-Disease Pairs:
Concept Embeddings vs. Co-occurrence

In the following we examine concept embeddings
using cosine similarity in comparison to the co-
occurrence metric PPMI on known drug-disease
relations of UMLS. To do so, we use may-treat
and may-prevent relations of UMLS and selected
randomly for each time period a set of 3,000 con-
cept pairs. We made sure, that both concepts oc-
curred within that time slice. Then we randomly
generated a set of negative concept pairs (un-
known according to UMLS) with the same size.
Next we use both sets (positive and negative) to
calculate cosine similarity using concept embed-
ding and PPMI matrix .

The results are presented in Table 2 and show,
that the average score is higher for the known re-
lations pairs (positive) in comparison to the ran-
domly generated negative pairs. This is valid for
cosine similarity and PPMI. Moreover we can see,
that the average cosine score for concept embed-
ding is above the PPMI, as well as for the corre-
sponding MAX scores. However, both scores can
not be directly compared.

Interestingly, the table shows a varying number
of concept pairs which are not covered by a metric
(lower than .05 for concept embedding and zero
for PPMI). Particularly the co-occurrence metric
PPMI has fewer information about various con-

cept pairs in comparison to concept embedding.
For instance, in period 2013-2015 while the cosine
similarity for concept embedding score for only
15 positive concept pairs is below .05, 1158 con-
cept pairs are not considered by co-occurrence, as
concepts do not occur together frequent enough.
Note, the low PPMI scores might be related to the
sparseness of the PPMI matrix.

Overall, the results show, that the incremental
temporal concept embeddings have got an advan-
tage over the co-occurrence metric PPMI. As the
concept embedding uses knowledge from previous
time slices and considers contextual information it
is able to better cope with the situation if concept
pairs do not frequently together.

5.2 Exploring Drug-Disease Pairs across
different Time Periods

In the following we use temporal concept embed-
dings to explore changes in biomedical knowl-
edge. We apply the technique to explore
known drug-disease pair relations may treat and
may prevent of the UMLS Metathesaurus. An in-
crease over time might indicate6 a higher use of
drug against the corresponding disease in present
time as compared to previous periods; whereas a
decrease can indicate new treatment therapy for
the disease from disease-drug pair. This might be
interesting as often various treatments exist for a
disease. In this way, it might be possible to iden-
tify a more popular treatment (according to sim-
ilarity score) which is at the same time also en-
coded within the embeddings.

6Of course it could also mean something different.
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Drug Disease 1809-
1970

1971-
1975

1991-
1995

1996-
2000

2011-
2012

2013-
2015

Oxymetholone Anemias 0.36 0.43 0.23 0.18 0.23 0.23
Epoetin Alfa Recombinant 0.00 0.00 0.43 0.37 0.35 0.42

Sodium Cromoglycate Bronchitic Asthma 0.58 0.60 0.51 0.45 0.45 0.29
Aalmeterol 0.00 0.00 0.56 0.55 0.50 0.56

Tolazamide Type 2 Diabetes Mellitus 0.63 0.46 0.48 0.45 0.28 0.27
Sitagliptin 0.00 0.00 0.00 0.00 0.54 0.62

Pramipexole Syndrome Parkinson’s 0.00 0.00 0.39 0.48 0.46 0.46
Amantadine Hydrochloride 0.41 0.51 0.41 0.36 0.17 0.20

Risperidone Type Schizophrenia 0.00 0.00 0.53 0.60 0.58 0.59
Acetophenazine Maleate 0.46 0.41 0.35 0.32 0.20 0.20

Tamoxifen Tumor of Breast 0.00 0.28 0.51 0.48 0.49 0.49
Testolactone 0.43 0.38 0.25 0.22 0.12 0.10

Table 3: Decrease (upper part) and increase (lower part) in similarity for may-treat and may-prevent drug-disease
pairs across different time periods

Table 3 presents results for particular diseases
in terms of increasing and decreasing similarity
scores for known may-treat and may-prevent drug-
disease pairs. The similarity scores shown here are
for the first two periods (1809-1970, 1971-1975),
two periods from the middle (1991-1995, 1996-
2000) and the last two ones (2011-2012, 2013-
2015). Each row contains a two different known
drugs related to a disease. The upper part presents
a scenario with a decreasing similarity score (rel-
ative to the disease) and the lower part an increas-
ing score. For example, the table shows that the
similarity between Tolazamide and Type 2 Dia-
betes Mellitus is .63 in 1809-1970. With each suc-
ceeding period the value decreases and eventually
reaches .27 in 2013-2015. On the other hand, the
similarity between the Sitagliptin with Type 2 Di-
abetes Mellitus is 0 until 1996-2000 due to its ab-
sence in this period. However, from 2011 we see
a sudden and strong increase.

The table shows that we can detect changes of
known relational facts. The results are also in line
with our original hypothesis that scientific jour-
nals reflect the change in medical knowledge since
each journal provide current medical facts. As
scientific research around these fact evolves, we
witness a change in medical knowledge which is
present in the scientific journals.

6 Conclusion

In the present work, we have successfully shown
that it is possible to explore the diachronic seman-
tic change on a biomedical concept level. The au-
tomatic exploration of knowledge changes might
be particularly useful to extend structured knowl-
edge, such as UMLS potentially. For instance,
UMLS often includes an extensive range of differ-

ent treatments or preventions for a disease. How-
ever, all relations have the same importance and
the same weighting. Thus it is not necessar-
ily obvious which one is the treatment of choice
(also depending on time, but also co-morbidities
or other symptoms). Our proposed method could
be a first (and simplistic) step to highlight partic-
ular concept pairs. For instance, temporal concept
embeddings could be used to support (distantly su-
pervised) relation extraction (Roller and Steven-
son, 2014) or to spot particular trends automati-
cally (Chen et al., 2007).

However, our current approach has got some
limitations as it is unable to detect the negative
polarity between the pairs. In terms of this we as-
sume that a higher similarity is correlated with a
stronger use, which is not necessarily correct. Fu-
ture work could take this into account.

Finally, as mentioned in Section 4.3, it would be
interesting to address the problem that sometimes
only particular child concepts show an effect we
are interested in. It might be possible to overcome
this by including graph embeddings in addition to
the text based temporal ones.
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Abstract

Randomized controlled trials assess the effects
of an experimental intervention by comparing
it to a control intervention with regard to some
variables - trial outcomes. Statistical hypoth-
esis testing is used to test if the experimental
intervention is superior to the control. Statis-
tical significance is typically reported for the
measured outcomes and is an important char-
acteristic of the results. We propose a machine
learning approach to automatically extract re-
ported outcomes, significance levels and the
relation between them. We annotated a cor-
pus of 663 sentences with 2,552 outcome -
significance level relations (1,372 positive and
1,180 negative relations). We compared sev-
eral classifiers, using a manually crafted fea-
ture set, and a number of deep learning mod-
els. The best performance (F-measure of 94%)
was shown by the BioBERT fine-tuned model.

1 Introduction

In clinical trials, outcomes are the dependent vari-
ables that are monitored to assess how they are
influenced by other, independent, variables (treat-
ment used, dosage, patient characteristics). Out-
comes are a central notion for clinical trials.

To assess the impact of different variables on
the outcomes, statistical hypothesis testing is com-
monly used, giving an estimation of statistical sig-
nificance – the likelihood that a relationship be-
tween two or more variables is caused by some-
thing other than a chance (Schindler, 2015). Sta-
tistical significance levels are typically reported
along with the trial outcomes as p-values, with a
certain set threshold, where a p-value below the
threshold means that the results are statistically
significant, while a p-value above the threshold
presents non-significant results. Hypothesis test-
ing in clinical trials is used in two main cases:

1. In a trial comparing several treatments given

to different groups of patients, a difference
in value of an outcome observed between the
groups at the end of the trial is evaluated by
hypothesis testing to determine if the differ-
ence is due to the difference in medication. If
the difference is statistically significant, the
null hypothesis (the difference between treat-
ments is due to a chance) is rejected, i.e. the
superiority of one treatment over the other is
considered to be proved.

2. When an improvement of an outcome is ob-
served within a group of patients taking a
treatment, hypothesis testing is used to deter-
mine if the difference in the outcome at dif-
ferent time points within the group is due to
the treatment. If the results are statistically
significant, it is considered to be proven that
the treatment has a positive effect on the out-
come in the given group of patients.

Although p-values are often misused and misinter-
preted (Head et al., 2015), extracting significance
levels for trial outcomes is still vital for a num-
ber of tasks, such as systematic reviews, detec-
tion of bias and spin. In particular, our application
of interest is automatic detection of spin, or dis-
torted reporting of research results, that consists
in presenting an intervention studied in a trial as
having higher beneficial effects than the research
has proved. Spin is an alarming problem in health
care as it causes overestimation of the intervention
by clinicians (Boutron et al., 2014) and unjustified
positive claims regarding the intervention is health
news and press releases (Haneef et al., 2015; Yav-
chitz et al., 2012).

Spin is often related to a focus on significant
outcomes, and occurs when the primary outcome
(the main variable monitored during a trial) is not
significant. Thus, to detect spin, it is important
to identify the significance of outcomes, and espe-
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cially of the primary outcome. To our best knowl-
edge, no previous work addressed the extraction
of the relation between outcomes and significance
levels. In this paper, we present our approach to-
wards extracting outcomes, significance levels and
relations between them, that can be incorporated
into a spin detection pipeline.

2 State of the art

Extraction of outcome - significance level rela-
tions consists of two parts: entity extraction (re-
ported outcomes and significance levels) and ex-
traction of the relationship between the entities.
In this section, we present the previous works on
these or similar tasks.

2.1 Entity extraction

The number of works addressing automatic extrac-
tion of significance levels is limited.

(Hsu et al., 2012) used regular expressions to
extract statistical interpretation, p-values, confi-
dence intervals, and comparison groups from sen-
tences categorized as ”outcomes and estimation”.
The authors report precision of 93%, recall of 88%
and F-measure of 90% for this type of information.

(Chavalarias et al., 2016) applied text mining
to evaluate the p-values reported in the abstracts
and full texts of biomedical articles published in
1990 – 2015. The authors also assessed how fre-
quently statistical information is presented in ways
other than p-values. P-values were extracted using
a regular expression; the system was evaluated on
a manually annotated dataset. The reported sensi-
tivity (true positive rate) is 96.3% and specificity
(true negative rate) is 99.8%. P-values and qual-
itative statements about significance were more
common ways of reporting significance than con-
fidence intervals, Bayes factors, or effect sizes.

A few works focused on extracting outcome-
related information, addressing it either as a sen-
tence classification, or as entity extraction task.

(Demner-Fushman et al., 2006) defined an out-
come as ”The sentence(s) that best summarizes
the consequences of an intervention” and thus
adopted a sentence classification approach to ex-
tract outcome-related information from medical
articles, using a corpus of 633 MEDLINE cita-
tions. The authors tested Naive Bayes, linear SVM
and decision-tree classifiers. Naive Bayes showed
the best performance. The reported classification
accuracy ranged from 88% to 93%.

One of the notable recent works addressing out-
come identification as an entity extraction task,
rather than sentence classification, is (Blake and
Lucic, 2015). The authors addressed a partic-
ular type of syntactic constructions – compara-
tive sentences – to extract three items: the com-
pared entities, referred to as the agent and the ob-
ject, and the ground for comparison, referred to as
the endpoint (synonymous to outcome). The aim
of this work was to extract corresponding noun
phrases. The dataset was based on full-text med-
ical articles and included only the sentences that
contain all the three entities (agent, object and
endpoint). The training set comprised 100 sen-
tences that contain 656 noun phrases. The algo-
rithm proceeds in two steps: first, comparative
sentences are detected with the help of a set of
adjectives and lexico-syntactic patterns. Second,
the noun phrases are classified according to their
role (agent, object, endpoint) using SVM and gen-
eralized linear model (GLM). On the training set,
SVM showed better performance than GLM, with
an F-measure of 78% for the endpoint. However,
on the test set the performance was significantly
lower: SVM showed an F-measure of only 51%
for the endpoint. The performance was higher
on shorter sentences (up to 30 words) than on the
longer ones.

A following work (Lucic and Blake, 2016)
aimed at improving the recognition of the first
entity and of the endpoint. The authors pro-
pose to use in the classification the information
on whether the head noun of the candidate noun
phrase denotes an amount or a measure. The an-
notation of the corpus was enriched by the cor-
responding information. As a result, precision of
the endpoint detection improved to 56% on longer
sentences and 58% on shorter ones; recall im-
proved to 71% on longer sentences and 74% on
shorter ones.

2.2 Relation extraction

To our knowledge, extraction of the relation
between outcomes and significance levels has
not been addressed yet. In this section, we
overview some frameworks for relation extraction
and outline some common features of different ap-
proaches in the biomedical relation extraction.

A substantial number of works addressed ex-
tracting binary relations, such as protein-protein
interactions or gene-phenotype relation, or com-

360



plex relations, such as biomolecular events. A
common feature of the works in this domain, noted
by (Zhou et al., 2014; Lever and Jones, 2017) and
still relevant for recent works e.g. (Peng and Lu,
2017; Asada et al., 2017), consists in assuming
that entities of interest are already extracted and
provided to the relation extraction system as input.
Thus, the relation extraction is assessed separately,
without taking into account the performance of en-
tity extraction. We adopt this approach for relation
extraction evaluation in our work, but we provide
separate assessment for our algorithms of entity
extraction.

One of the general frameworks for relation ex-
traction in the biomedical domain is proposed by
(Zhou et al., 2014). The authors suggest using
trigger words to determine the type of a relation,
noting that for some relation types trigger words
can be extracted simply with a dictionary, while
for other types, rule-based or machine-learning ap-
proaches may be required. For relation extrac-
tion, rule-based methods can be applied, often em-
ploying regular expressions using words or POS
tags. Rules can be crafted manually or learned
automatically. The machine learning approaches
to binary relation extraction, as the authors note,
usually treat the task as a classification problem.
Features for classification often use output of tex-
tual analysis algorithms such as POS-tagging and
syntactic parsing. Machine learning approaches
can be divided into feature-based approaches (us-
ing syntactic and semantic features) and kernel ap-
proaches (calculating similarity between input se-
quences based on string or syntactic representation
of the input). Supervised machine learning is a
highly successful approach for binary relation ex-
traction, but its main drawback consists in the need
of large amount of annotated data.

A framework for pattern-based relation extrac-
tion is introduced by (Peng et al., 2014). The ap-
proach aims at reducing the need for manual anno-
tation. The approach is based on a user-provided
list of trigger words and specifications (the defini-
tion of arguments for each trigger). Variations of
lexico-syntactic patterns are derived using this in-
formation and are matched with the input text, de-
tecting the target relations. Some interesting fea-
tures of the framework include the following: the
use of text simplification to avoid writing rules for
all existing constructions; the use of referential re-
lations to find the best phrase referring to an entity.

The authors state that their system is characterized
by good generalizability due to the use of language
properties and not of task-specific knowledge.

A recent work (Björne and Salakoski, 2018) re-
ports on the development of convolutional neural
networks (CNNs) for event and relation extrac-
tion, using Keras (Chollet et al., 2015) with Ten-
sorflow backend (Abadi et al., 2016). Parallel con-
volutional layers process the input, using sequence
windows centered around the candidate entity, re-
lation or event. Vector space embeddings are built
for input tokens, including features such as word
vectors, POS, entity features, relative position, etc.
The system was tested on several tasks and showed
improved performance and good generalizability.

3 Our dataset

3.1 Corpus creation and annotation

In our previous work on outcome extraction, we
manually annotated a corpus for reported out-
comes comprising 1,940 sentences from the Re-
sults and Conclusions sections of PMC article ab-
stracts. We used this corpus as a basis for a corpus
with annotations for outcome significance level
relations.

Our corpus contains 2,551 annotated outcomes.
Out of the sentences with outcomes, we selected
those where statistical significance levels are sup-
posedly reported (using regular expressions) and
manually annotated relations between outcomes
and significance levels. The annotation was done
by one annotator (AK), in consultation with a
number of domain experts, due to infeasibility of
recruiting several annotators with sufficient level
of expertise within a reasonable time frame.

The final corpus contains 663 sentences with
2,552 annotated relations, out of which 1,372 rela-
tions are positive (the significance level is related
to the outcome) and 1,180 relations are negative
(the significance level is not related to the out-
come). The corpus is publicly available (Anna,
2019).

3.2 Data description

There are three types of data relevant for this work:
outcomes, significance levels, and relationship be-
tween them. In this section, we describe these
types of data and the observed variability in the
ways of presenting them.

1. Outcomes
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A trial outcome is, in broad sense, a mea-
sure or variable monitored during a trial. It
can be binary (presence of a symptom or
state), numerical (”temperature”) or qualita-
tive (”burden of disease”). Apart from the
general term denoting the outcome, there are
several aspects that define it: a measure-
ment tool (questionnaire, score, etc.) used to
measure the outcome; time points at which
the outcome is measured; patient-level anal-
ysis metrics (change from baseline, time to
event); population-level aggregation method
(mean, median, proportion of patients with
some characteristic).

Generally, there are two main contexts in
which outcomes of a clinical trial can be
mentioned: a definition of what the outcomes
of a trial were (”Quality of life was selected
as the primary outcome.”), and reporting re-
sults for an outcome (”Quality of life was
higher in the experimental group than in the
control group.”). In both cases, a mention
of an outcome may contain the aspects listed
above, but does not necessarily include all of
them. In this work, we are interested in the
second type of context.

The ways of reporting outcomes are highly
diverse. Results for an outcome may be
reported as a value of the outcome mea-
sure: for binary outcomes, it refers to pres-
ence/absence of an event or state; for numeri-
cal outcome, it is a numerical value; for qual-
itative outcome, it is often a value obtained on
the associated measurement tool. As the pri-
mary goal of RCTs is to compare two or more
interventions, results for an outcome can be
reported as a comparison between the inter-
ventions/patient groups, with or without ac-
tual values of the outcome measure. Syntac-
tically, an outcome may be represented by a
noun phrase, a verb phrase, an adjective or
a clause. We provide here some examples of
outcome reporting, to give an idea of variabil-
ity of expressions.

The outcome is reported as a numerical
value:

a) The median progression-free survival was
32 days.

The outcome is reported as a comparison be-
tween groups, without the values for groups:

b) MMS resulted in more stunting than stan-
dard Fe60F (p = 0.02).

The outcome is reported as a numerical value
with comparison between groups:

c) The average birth weight was 2694 g and
birth length was 47.7 cm, with no difference
among intervention groups.

d) The crude incidence of late rectal toxic-
ity ≥ G2 was 14.0% and 12.3% for the arm
A and B, respectively.

e) More than 96% of patients who received
DPT were apyrexial 48 hours after treatment
compared to 83.5% in the AL group (p <
0.001).

f) The proportion of patients who remained
relapse-free at Week 26 did not differ sig-
nificantly between the placebo group (5/16,
31%) and the IFN beta-1a 44 mcg biw (6/17,
35%; p = 0.497), 44 mcg tw (7/16, 44%; p =
0.280) or 66 mcg tw (2/18, 11%; p = 0.333)
groups.

In the latter case, the variation is especially
high, and the same outcome may be reported
in several different ways (cf. the examples
d, e and f that all talk about a percentage of
patients in which a certain event occurred, but
the structure of the phrases differs).

Identifying the textual boundaries of an out-
come presents a challenge: for the exam-
ple d, it can be ”the crude incidence of late
rectal toxicity ≥ G2” or ”late rectal toxic-
ity ≥ G2”; for the example f, it can be ”the
proportion of patents who remained relapse-
free at Week 26”, or ”remained relapse-free
at Week 26”, or simply ”relapse-free”. This
variability poses difficulties for both annota-
tion and extraction of reported outcomes. In
our annotation, we aimed at annotating the
minimal possible text span describing an out-
come, not including time points, aggregation
and analysis metrics.

2. Significance levels

The ways of presenting significance levels
are less diverse than the ways of reporting
outcomes. Typically, significance levels are
reported via p-values. Another way of deter-
mining significance of the results is the con-
fidence interval (CI), where a CI comprising
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zero denotes non-significant results. In this
work, we do not address CIs as they are less
frequently reported (Chavalarias et al., 2016).

Statistical significance can be reported as
an exact value of P (”p=0.02”), as P-value
relative to a pre-set threshold (”p<0.05”),
or in qualitative form (”significant”/”non-
significant”). We address all these forms of
reporting significance.

Although in general the ways of present-
ing statistical significance are rather uniform,
there are a few cases to be noted:

• Coordinated p-values:
For the non-HPD stratum, the intent-to-
treat relative risks of spontaneous pre-
mature birth at < 34 and < 37 weeks’
gestation were 0.33 (0.03, 3.16) and
0.49 (0.17, 1.44), respectively, and they
were non-significant (ns) with p = 0.31
and 0.14.
• Significance level in score of a negation:

The respiratory rate, chest indrawing,
cyanosis, stridor, nasal flaring, wheeze
and fever in both groups recorded at en-
rollment and parameters did not differ
significantly between the two groups.
A particular difficulty is presented by
the cases in which a negation marker
occurs in the main clause and a signifi-
cance level in the dependent clause, thus
the significance level is within the scope
of the negation, but there is a big linear
distance between them:
Results There was no evidence that an
incentive (52% versus 43%, Risk Dif-
ference (RD) -8.8 (95%CI 22.5, 4.8);
or abridged questionnaire (46% versus
43%, RD 2.9 (95%CI 16.5, 10.7); sta-
tistically significantly improved dentist
response rates compared to a full length
questionnaire in RCT A.

3. Relationship between outcomes and signifi-
cance levels

The correspondence between outcomes and
significance levels in a sentence is often not
one-to-one: multiple outcomes can be linked
to the same significance level, and vice versa.
Several outcomes are linked to one signifi-
cance level when outcomes are coordinated:

No significant improvements in lung func-
tion, symptoms, or quality of life were seen.

Several significance levels can be associated
to one outcome in a number of cases:

• one outcome is linked to two signifi-
cance levels when a significance level is
presented in both qualitative and numer-
ical form:
Results The response rates were not
significantly different Odds Ratio 0.88
(95% confidence intervals 0.48 to 1.63)
p = 0.69.
• in the case of comparison between pa-

tient groups taking different medica-
tions, when there are more than 2
groups, significance can be reported for
all pairs of groups;
• significance level for difference ob-

served within groups of patients receiv-
ing a particular medication:
[Na] increased significantly in the 0.9%
group (+0.20 mmol/L/h [IQR +0.03,
+0.4]; P = 0.02) and increased, but
not significantly, in the 0.45% group
(+0.08 mmol/L/h [IQR -0.15, +0.16]; P
= 0.07).
• significance reported for both between-

and within-group comparison:
PTEF increased significantly both after
albuterol and saline treatments but the
difference between the two treatments
was not significant (P = 0.6).
• significance for differences within sub-

groups of patients (e.g. gender or age
subgroups) receiving a medication;
• significance for different types of analy-

sis: intention-to-treat / per protocol:
Results For BMD, no intent-to-treat
analyses were statistically significant;
however, per protocol analyses (ie, only
including TC participants who com-
pleted ≥ 75% training requirements) of
femoral neck BMD changes were sig-
nificantly different between TC and UC
(+0.04 vs -0.98%; P = 0.05).
• significance for several time points:

Results A significant main effect of time
( p < 0.001) was found for step-counts
attributable to significant increases in
steps/day between: pre-intervention ( M
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= 6941, SD = 3047) and 12 weeks ( M
= 9327, SD = 4136), t (78) = - 6.52, p
< 0.001, d = 0.66; pre-intervention and
24 weeks ( M = 8804, SD = 4145), t (78)
= - 4.82, p < 0.001, d = 0.52; and pre-
intervention and 48 weeks ( M = 8450,
SD = 3855), t (78) = - 4.15, p < 0.001,
d = 0.44.
• significance level for comparison of var-

ious analysis metrics (mean, AUC, etc.)

4 Methods

To extract the relation between an outcome and its
significance level, we propose a 3-step algorithm:
1) extracting reported outcomes; 2) extracting sig-
nificance levels; 3) classification of pairs of out-
comes and significance levels to detect those re-
lated to each other.

As significance levels are not characterized by
high variability, we follow the previous research
in using rules (regular expressions and sequential
rules using information from pos-tagging) to ex-
tract significance levels.

We present our methods and results for outcome
extraction in detail elsewhere, here we provide
a brief summary. We tested several approaches:
a baseline approach using sequential rules using
information from pos-tagging; an approach us-
ing rules based on syntactic structure provided by
spaCy dependency parser (Honnibal and Johnson,
2015); a combination of bi-LSTM, CNN and CRF
using GloVe(Pennington et al., 2014) word em-
beddings and character-level representations (Ma
and Hovy, 2016); and a fine-tuned bi-LSTM using
BERT (Devlin et al., 2018) vector word represen-
tations.

BERT (Bidirectional Encoder Representations
from Transformers) is a recently introduced ap-
proach to pre-training language representations,
using a masked language model (MLM) which
randomly masks some input tokens, allowing to
pre-train a deep bidirectional Transformer using
both left and right context. The pre-trained BERT
models can be fine-tuned for supervised down-
stream tasks by adding one output layer.

BERT was trained on a dataset of 3.3B words
combining English Wikipedia and BooksCorpus.
Two domain-specific versions of BERT are avail-
able, pre-trained on a combination of the ini-
tial BERT corpus and additional domain-specific
datasets: BioBERT (Lee et al., 2019), adding a

large biomedical corpus of PubMed abstracts and
PMC full-text articles comprising 18B tokens; and
SciBERT (Beltagy et al., 2019), adding a corpus
of 1.14M full-text papers from Semantic Scholar
with the total of 3.1B tokens. Both BioBERT and
SciBERT outperform BERT on biomedical tasks.

BERT provides several models: uncased
(trained on lower-cased data) and cased (trained
on unchanged data); base and large (differing in
model sizes). BioBERT is based on the BERT-
base cased model and provides three versions
of models: pre-trained on PubMed abstracts, on
PMC full-text articles, or on combination of both.
SciBERT has both cased and uncased models and
provides two versions of vocabulary: BaseVocab
(the initial BERT vocabulary) and SciVocab (the
vocabulary from the SciBERT corpus). We fine-
tuned and tested the BioBERT model trained on
the whole corpus, and both cased and uncased base
models for BERT and SciBERT (using SciVocab).
We did not perform experiments with BERT-Large
as we do not have enough resources. We used the
code provided by BioBERT for the entity extrac-
tion task1.

The relation extraction assumes that the entities
have already been extracted and are given as an
input to the algorithm, with the sentence in which
they occur. To predict the tag for outcome - signif-
icance level pair, we use machine learning.

As the first approach, we compared several clas-
sifiers available in the Python scikit-learn library
(Pedregosa et al., 2011): Support Vector Ma-
chine (SVM) (Cortes and Vapnik, 1995); Deci-
sionTreeClassifier (Rokach and Maimon, 2008);
MLPClassifier(von der Malsburg, 1986); Kneigh-
borsClassifier (Altman, 1992); GaussianProcess-
Classifier (Rasmussen and Williams, 2005); Ran-
domForestClassifier (Breiman, 2001); AdaBoost-
Classifier (Freund and Schapire, 1997); Extra-
TreesClassifier (Geurts et al., 2006); Gradient-
BoostingClassifier (Friedman, 2002). Feature en-
gineering was performed manually and was based
on our observations on the corpus.

Evaluation was performed using 10-fold cross-
validation. To account for different random states,
the experiments were run 10 times, we report the
average results of the 10 runs. We performed hy-
perparameters tuning via exhaustive grid search
(with the help of the scikit-learn GridSearchCV

1https://github.com/dmis-
lab/biobert/blob/master/run ner.py
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function).
As the second approach, we employed a deep

learning approach to relation extraction, fine-
tuning BERT-based models on this task. We tested
the same models as for the outcome extraction.
We used the code provided by BioBERT for re-
lation extraction task2. The algorithm takes as in-
put sentences with the two target entities replaced
by masks (”@outcome$” and ”@significance$”)
and positive/negative relation labels assigned to
the sentence.

Hyperparameters for entity and relation ex-
traction with BERT-based algorithms are shown
in the Table 1. We tested both possi-
ble values (True/False) of the hyperparameter
”do lower case” (lower-casing the input) for all
the models.

Hyperparameter Entity
extraction

Relation ex-
traction

max seq length 128
train batch size 32
eval batch size 8
predict batch size 8
use tpu False
learning rate 5e-5 2e-5
num train epochs 10.0 3.0
warmup proportion 0.1
save checkpoints steps 1000
iterations per loop 1000
tf.master None

Table 1: BERT/BioBERT/SciBERT hyperparameters

5 Features

Features are calculated for each pair of outcome
and significance level. They are based both on
the information about these entities (their position,
text, etc.) and on the contextual information (pres-
ence of other entities in the sentence, etc.). We
used the following binary (True/False) features:

1. only out: whether the outcome is the only
outcome present in the sentence. If yes, it is
the only candidate that can be related to the
present statistical significance values.

2. only signif: whether the significance level is
the only significance level in the sentence. If
yes, it is the only candidate that can be related
to the present outcomes.

3. signif type num: whether the significance
level is expressed in the numerical form;

2https://github.com/dmis-
lab/biobert/blob/master/run re.py

Algorithm do lower
case

Precision Recall F1

SciBERT
uncased

True 81.17 78.09 79.42

BioBERT True 80.38 77.85 78.92
BioBERT False 79.61 77.98 78.6
SciBERT
cased

False 79.6 77.65 78.38

SciBERT
cased

True 79.24 76.61 77.64

SciBERT
uncased

False 79.51 75.5 77.26

BERT
uncased

True 78.98 74.96 76.7

BERT
cased

False 76.63 74.25 75.18

BERT
cased

True 76.7 73.97 75.1

BERT
uncased

False 77.28 72.25 74.46

Bi-LSTM-
CNN-CRF

51.12 44.6 47.52

Rule-based 26.69 55.73 36.09

Table 2: Reported outcome extraction results

4. signif type word: whether the significance
level is expressed in the qualitative form;

5. signif exact: whether the exact value of sig-
nificance level is given (P = 0.049), or it is
presented only as comparison to a threshold
(P < 0.05). Significance levels expressed
in the word form always have ”False” value
for this feature. We assumed that signifi-
cance levels with exact numerical value are
less likely to be related to several outcomes
that significance levels with inexact value:
obtaining exactly same significance level for
several outcomes seems unlikely.

6. signif precedes: whether the significance
level precedes the outcome. It is especially
pertinent for numerical significance values as
they most often follow the related outcome.

7. out between: whether there is another out-
come between the outcome and significance
level in the given pair. The outcome that is
closer to a significance level is a more likely
candidate to be related to it.

8. signif between: whether there is another sig-
nificance level between the outcome and the
significance level in a given pair. The signif-
icance level that is closer to an outcome is a
more likely candidate to be related to it.

9. concessive between: whether there are words
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Classifier Hyperparameters Precision Recall F1
RandomForestClassifier max depth = 15,

min samples split = 10,
n estimators = 300

90.16 92.6 91.33

ExtraTreesClassifier default 89.74 88.53 89.08
GradientBoostingClassifier learning rate = 0.25, max depth

= 23.0, max features = 7,
min samples leaf = 0.1,
min samples split = 0.2,
n estimators = 200

88.44 89.8 89.07

RandomForestClassifier default 89.54 88.64 89.03
GaussianProcessClassifier 1.0 * RBF(1.0) 86.99 90.38 88.64
GradientBoostingClassifier default 87.75 89.14 88.4
SVC C = 1000, gamma = 0.0001,

kernel = ’rbf’
86.14 89.65 87.79

DecisionTreeClassifier default 87.85 86.83 87.27
MLPClassifier activation = ’tanh’, alpha =

0.0001, hidden layer sizes =
(50, 100, 50), learning rate =
’constant’, solver = ’adam’

84.06 85.15 84.44

MLPClassifier default 84.4 83.34 83.47
KNeighborsClassifier n neighbors = 7, p = 1 83.37 81.27 82.21
AdaBoostClassifier learning rate = 0.1,

n estimators = 500
81.34 83.09 82.16

AdaBoostClassifier default 80.85 82.36 81.53
KNeighborsClassifier default 81.39 79.88 80.55
GaussianProcessClassifier default 79.41 78.86 79.1
SVC default 87.24 64.06 73.77
baseline (majority class) 53.76 100 69.92

Table 3: Results of classifiers

Feature Weight
only signif 0.21663222
signif type num 0.21341347
signif exact 0.15207938
signif type word 0.10103105
dist min out preceding 0.0919397
out between 0.05683003
dist min out following 0.04683059
concessive between 0.04260114
only out 0.02336161
dist 0.02043495
dist min graph 0.01794923
signif precedes 0.01631646
signif between 0.00058017

Table 4: Feature ranking

(conjunctions) with consessive semantics
(but, however, although, etc.) between the
outcome and the significance level in the pair.

We used the following numerical features:

1. dist: the distance in characters between the
outcome and the significance level in the pair;

2. dist min graph: the minimal syntactic dis-
tance between the words in the outcome and
the words in the significance level;

3. dist min out preceding: the distance from

Algorithm do lower
case

Precision Recall F1

BioBERT True 94.3 94 94
SciBERT
cased

True 93.9 93.6 93.8

SciBERT
cased

False 93.5 93.1 93.3

SciBERT
uncased

False 94.2 92.3 93.3

SciBERT
uncased

True 94 92.8 93.2

BioBERT False 92.8 89.7 91.1
BERT
cased

False 91.6 90.2 90.9

BERT
uncased

True 90.9 90.9 90.8

BERT
uncased

False 90.4 89.8 90

BERT
cased

True 89.6 90.5 89.8

Table 5: Results of relation extraction with
BERT/BioBERT/SciBERT

the outcome of the pair to the nearest preced-
ing outcome.

4. dist min out following: the distance from
the outcome of the pair to the nearest follow-
ing outcome. The two last features are de-
signed to reflect the information about coor-
dination of outcomes (the distances between
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coordinated entities is typically small), as co-
ordinated outcomes are likely to be related to
the same significance level.

We assessed the importance of the features with
the attribute ”feature importances ” of the Ran-
domForestClassifier classifier. The results are pre-
sented in the Table 4.

6 Evaluation

6.1 Entity extraction

The rule-based extraction of significance levels
shows the following per-token performance: pre-
cision of 99.18%, recall of 96.58% and F-measure
of 97.86%.

The results of all the tested approaches to the
extraction of reported outcomes are reported in the
Table 2. The best performance was achieved by
the fine-tuned SciBERT uncased model: precision
was 81.17%, recall was 78.09% and F-measure
was 79.42%.

6.2 Relation extraction

The baseline value is based on assigning the ma-
jority (positive) class to all the entity pairs. Base-
line precision is 53.76%, recall is 100% and F-
measure is 69.95%.

The results of the classifiers are presented in
the Table 3. We present the performance of
the default classifiers and of the classifiers with
tuned hyperparameters. All the classifiers out-
performed the baseline. Random Forest Clas-
sifier with tuned hyperparameters (max depth
= 15, min samples split = 10, n estimators =
300) showed the best results, with F-measure of
91.33%, which is by 21.41% higher than the base-
line.

It is interesting to compare the deep learning ap-
proach using BERT-based fine-tuned models (Ta-
ble 5) to the feature-based classifiers: none of the
Google BERT models outperformed the Random
Forest Classifier, neither did BioBERT with un-
changed input data. However, all the SciBERT
fine-tuned models and the BioBERT model with
lower-cased input outperformed the Random For-
est Classifier. Interestingly, BioBERT, which only
has a cased model pre-trained on unchanged data
and is thus meant to work with unchanged input,
showed the best performance on lower-cased in-
put for the relation extraction task, achieving the
F-measure of 94%.

7 Conclusion and future work

In this paper, we presented a first approach to-
wards the extraction of the relation between out-
comes of clinical trials and their reported signifi-
cance levels. We presented our annotated corpus
for this task and described the ways of reporting
outcomes, significance levels and their relation in
a text. We pointed out the difficulties posed by the
high diversity of the data.

We crafted a feature set for relation extraction
and trained and tested a number of classifiers for
this task. The best performance was shown by
the Random Forest classifier, with the F-measure
of 91.33%. Further, we fine-tuned and evalu-
ated a few deep learning models (BERT, SciBERT,
BioBERT). The best performance was achieved
by the BioBERT model fine-tuned on lower-cased
data, with F-measure of 94%.

Our relation extraction algorithm assumes that
the entities have been previously extracted and
provided as input. An interesting direction for fu-
ture experiments is building an end-to-end system
extracting both entities and relations, as proposed
by (Miwa and Bansal, 2016) or (Pawar et al.,
2017).

As in our algorithm the extraction of the rele-
vant entities (reported outcomes and significance
levels) is essential for extracting the relations,
we reported the results of our experiments for
extracting this task. Extraction of significance
levels reaches the F-measure of 97.86%, while
the extraction of reported outcomes shows the F-
measure of only 79.42%. Thus, improving the out-
come extraction is the main direction of the future
work.

Besides, a very important task for clinical trial
data analysis consists in determining the signifi-
cance level for the primary outcome. This task
requires two additional steps: 1) identifying the
primary outcome, and 2) establishing the corre-
spondence between the primary outcome and a re-
ported outcome. We will present our algorithms
for these tasks in a separate paper.
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Abstract

This paper presents the MEDIQA 2019 shared
task organized at the ACL-BioNLP work-
shop. The shared task is motivated by a
need to develop relevant methods, techniques
and gold standards for inference and entail-
ment in the medical domain, and their ap-
plication to improve domain specific infor-
mation retrieval and question answering sys-
tems. MEDIQA 2019 includes three tasks:
Natural Language Inference (NLI), Recogniz-
ing Question Entailment (RQE), and Question
Answering (QA) in the medical domain. 72
teams participated in the challenge, achieving
an accuracy of 98% in the NLI task, 74.9% in
the RQE task, and 78.3% in the QA task. In
this paper, we describe the tasks, the datasets,
and the participants’ approaches and results.
We hope that this shared task will attract fur-
ther research efforts in textual inference, ques-
tion entailment, and question answering in the
medical domain.

1 Introduction

The first open-domain challenge in Recognizing
Textual Entailment (RTE) was launched in 2005
(Dagan et al., 2005) and has prompted the de-
velopment of a wide range of approaches (Bar-
Haim et al., 2014). Recently, large-scale datasets
such as SNLI (Bowman et al., 2015) and MultiNLI
(Williams et al., 2018) were introduced for the
task of Natural Language Inference (NLI) target-
ing three relations between sentences: Entailment,
Neutral, and Contradiction. Few efforts have stud-
ied the benefits of RTE and NLI in other NLP tasks
such as text exploration (Adler et al., 2012), identi-
fying evidence for eligibility criteria satisfaction in
clinical trials (Shivade et al., 2015), and the sum-
marization of PMC articles (Chachra et al., 2016).

NLI can also be beneficial for Question An-
swering (QA). Harabagiu and Hickl (2006) pre-
sented entailment-based methods to filter and rank
answers and showed that RTE can enhance the

performance of open-domain QA systems and
provide the inferential information needed to val-
idate the answers. Çelikyilmaz et al. (2009) pre-
sented a graph-based semi-supervised method for
QA exploiting entailment relations between ques-
tions and candidate answers and demonstrated
that the use of unlabeled entailment data can im-
prove answer ranking. Ben Abacha and Demner-
Fushman (2016) noted that the requirements of
question entailment in QA are different from gen-
eral question similarity, and introduced the task
of Recognizing Question Entailment (RQE) in or-
der to answer new questions by retrieving entailed
questions with pre-existing answers. Ben Abacha
and Demner-Fushman (2019) proposed a novel
QA approach based on RQE, with the introduction
of the MedQuAD medical question-answer collec-
tion, and showed empirical evidence supporting
question entailment for QA.

Although the idea of using entailment in QA has
been introduced, research investigating methods to
incorporate textual inference and question entail-
ment into QA systems is still limited in the litera-
ture. Moreover, despite a few recent efforts to de-
sign RTE methods and datasets from MEDLINE
abstracts (Ben Abacha et al., 2015) and to create
the MedNLI dataset from clinical data (Romanov
and Shivade, 2018), the entailment and inference
tasks remain less studied in the medical domain.

MEDIQA 20191 aims to highlight further the
NLI and RQE tasks in the medical domain,
and their applications in QA and NLP. Figure 2
presents the MEDIQA tasks in the AIcrowd plat-
form2. For the QA task, participants were tasked
to filter and re-rank the provided answers. Reuse
of the systems developed in the first and second
tasks was highly encouraged.

1https://sites.google.com/view/
mediqa2019

2https://www.aicrowd.com/organizers/
mediqa-acl-bionlp
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Figure 1: MEDIQA tasks on AIcrowd

2 Tasks

2.1 Natural Language Inference (NLI)

The first task focuses on Natural Language Infer-
ence (NLI) in the medical domain. We use three
labels for the relation between two sentences: En-
tailment, Neutral and Contradiction.

2.2 Recognizing Question entailment (RQE)

The second task tackles Recognizing Question en-
tailment (RQE) in the medical domain. We use the
following definition tailored to QA: “a question A
entails a question B if every answer to B is also a
complete or partial answer to A” (Ben Abacha and
Demner-Fushman, 2016).

2.3 Question Answering (QA)

The objective of this task is to filter and im-
prove the ranking of automatically retrieved an-
swers. The input ranks are generated by the
medical QA system CHiQA3. We highly recom-
mended the reuse of the RQE and NLI systems
(first tasks). For instance (i) the RQE system could
be used to retrieve answered questions (e.g. from
the MedQuAD dataset4) that are entailed from the
original questions and use their answers to validate
the system’s answers and re-rank them; and (ii) the
NLI system could be used to identify the relations
(i.e. entailment, contradiction, neutral) between
the answers of the same question, as well as the
answers of the questions related by the entailment
relation. We encouraged all other ideas and ap-
proaches for using textual inference and question
entailment to filter and re-rank the retrieved an-
swers.

3https://chiqa.nlm.nih.gov/
4github.com/abachaa/MedQuAD

3 Data Description

3.1 NLI Datasets

The MEDIQA-NLI test set consists of 405 text-
hypothesis pairs. The training set is the MedNLI
dataset, which includes 14,049 clinical sentence
pairs derived from the MIMIC-III database (Ro-
manov and Shivade, 2018). Both datasets are pub-
licly available5.

3.2 RQE Datasets

The MEDIQA-RQE test set consists of 230 pairs
of Consumer Health Questions (CHQs) received
by the U.S. National Library of Medicine (NLM)
and Frequently Asked Questions (FAQs) from
NIH institutes. The collection was created auto-
matically and double validated manually by med-
ical experts. Table 1 presents positive and nega-
tive examples from the test set. The RQE train-
ing and validation sets contain respectively 8,890
and 302 medical question pairs created by (Ben
Abacha and Demner-Fushman, 2016) using a col-
lection of clinical questions (Ely et al., 2000) for
the training set and pairs of CHQs and FAQs pairs
for the validation set. All the RQE training, vali-
dation and test sets are publicly available6.

3.3 QA Datasets

The MEDIQA-QA training, validation and test
sets were created by submitting medical ques-
tions to the consumer health QA system CHiQA
(Demner-Fushman et al., 2019), and then rating
and re-ranking the retrieved answers manually by
medical experts to provide reference ranks (1 to
11) and scores (4: Excellent Answer, 3: Correct
but Incomplete, 2: Related, 1: Incorrect).

We provided two training sets for the QA task:

• 104 consumer health questions from the
TREC-2017-LiveQA medical data (Ben
Abacha et al., 2017) covering different
topics such as diseases and drugs, and 839
associated answers retrieved by CHiQA and
manually rated and re-ranked.

• 104 simple questions about the most frequent
diseases (dataset named Alexa), and 862 as-
sociated answers.

5https://alpha.physionet.org/content/
mednli-bionlp19/1.0.0/

6https://github.com/abachaa/
MEDIQA2019/tree/master/MEDIQA_Task2_RQE
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ID (Label) Type Question
Pair#1
(True)

Premise I have a list of questions about Tay sachs disease and clubfoot 1. what is TSD/Clubfoot, and
how does it effect a baby 2. what causes both? can it be prevented, treated, or cured 3. How
common is TSD? how common is Clubfoot 4. How can your agency help a women/couple who
are concerned about this congenital condition, and is there a cost? If you can answer these few
questions I would be thankful, please get back as soon as you can.

Hypothesis How does congenital talipes equinovarus affect a child?
Pair#2
(True)

Premise When and how do you know when you have congenital night blindness?

Hypothesis What are the symptoms of X-linked congenital stationary night blindness ?
Pair#3
(True)

Premise Polycystic ovarian syndrome Is it possible for parents to pass this on in the genes to their chil-
dren - is there any other way this can be acquired?

Hypothesis Can polycystic ovary syndrome be inherited ?
Pair#4
(True)

Premise polymicrogyria. My 16 month old son has this. Does not sit up our crawl yet but still trying
and is improving in grabbing things etc etc. Have read about other cases that seem 10000 time
worse. It’s it possible for this post of his brain to grown to normal and he grow out of it?

Hypothesis What is the outlook for Polymicrogyria ?
Pair#5
(False)

Premise spina bifida; vertbral fusion;syrinx tethered cord. can u help for treatment of these problem

Hypothesis Does Spina Bifida cause vertebral fusion?
Pair#6
(False)

Premise varicella shingles How can I determine whether or not I’ve had chicken pox. If there is a test
for it, what are the results of the tests I need to know that will tell me whether or not I have
had chicken pox? I want to know this to determine if I should have shingles vaccine (Zostavax)
Thank you.

Hypothesis Who can catch shingles ?
Pair#7
(False)

Premise Would appreciate any good info on Lewy Body Dementia, we need to get people aware of this
dreadful disease, all they talk about is alzheimers. Thank you

Hypothesis What is alzheimer’s ?
Pair#8
(False)

Premise Can you please send me as much information as possible on hypothyroidism. I was recently
diagnosed with the disease and I am struggling to figure out what it is and how I got it (...)

Hypothesis How is Hypothyroidism diagnosed?

Table 1: Positive and negative examples from the MEDIQA-RQE test set.

The MEDIQA-QA validation set consists of 25
consumer health questions and 234 associated an-
swers returned by CHiQA and judged manually.

The MEDIQA-QA test set consists of 150 con-
sumer health questions and 1,107 associated an-
swers.

All the QA training, validation and test sets are
publicly available7.

In addition, the MedQuAD dataset of 47K
medical question-answer pairs (Ben Abacha and
Demner-Fushman, 2019) can be used to retrieve
answered questions that are entailed from the orig-
inal questions.

The validation sets of the RQE and QA tasks
were used for the first (validation) round on
AIcrowd. The test sets were used for the official
and final challenge evaluation.

4 Evaluation

4.1 Evaluation Metrics

The evaluation of the NLI and RQE tasks was
based on accuracy. In the QA task, participants

7https://github.com/abachaa/
MEDIQA2019/tree/master/MEDIQA_Task3_QA

were tasked to filter and re-rank the provided an-
swers. The QA evaluation was based on accuracy,
Mean Reciprocal Rank (MRR), Precision, and
Spearmans Rank Correlation Coefficient (Spear-
man’s rho).

4.2 Baseline Systems

• The NLI baseline is the InferSent system
(Conneau et al., 2017) based on fasttext
(Bojanowski et al., 2017) word embeddings
trained on the MIMIC-III data Romanov and
Shivade (2018).

• The RQE baseline is a feature-based SVM
classifier relying on similarity measures and
semantic features (Ben Abacha and Demner-
Fushman, 2016).

• The QA baseline is the CHiQA question-
answering system (Demner-Fushman et al.,
2019). The system was used to provide the
answers for the QA task.
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Figure 2: Top-10 results of the three tasks in MEDIQA 2019 among 72 participating teams on AIcrowd

5 Official Results

Seventy two teams participated in the challenge on
the AIcrowd platform. Figure 2 presents the orig-
inal top-10 scores for each task.

The official scores include only the teams who
sent a working notes paper describing their ap-
proach. The accepted teams are presented in table
2. The official scores for the MEDIQA NLI, RQE,
and QA tasks are presented respectively in tables
3, 4, and 5.

5.1 NLI Approaches & Results
Seventeen official teams submitted runs along
with a paper describing their approaches among 43
participating teams on NLI@AIcrowd8. Most sys-
tems build up on the BERT model (Devlin et al.,
2019). This model is pretrained on a large open-
domain corpus. However, since MedNLI is from
the clinical domain following variations of BERT
were used.

SciBERT (Beltagy et al., 2019) is a set of
variants of the original BERT trained with

8www.aicrowd.com/challenges/mediqa-2019-natural-
language-inference-nli/leaderboards

full text scientific articles, primarily from
PubMed. Variants of the model either use
the vocabulary of the original BERT model or
a new vocabulary learnt specifically for this
corpus.

BioBERT (Lee et al., 2019a) is initialized
with the original BERT model and then pre-
trained on biomedical articles from PMC full
text articles and PubMed abstracts. BioBERT
can be fine-tuned for specific tasks like
named entity recognition, relation extraction,
and question answering. The data used for
pretraining BioBERT is much larger (4.5B
words from abstracts and 13.5B words from
full text articles) than that used for SciBERT
(3.1B words).

ClinicalBERT (Huang et al., 2019) is initial-
ized with the original BERT model and then
pretrained on clinical notes from the MIMIC-
III dataset. Alsentzer et al. (2019) also re-
leased another resource with the same name.
These are BERT and BioBERT models fur-
ther pretrained on the full set of MIMIC-III
notes and a subset of discharge summaries.
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Table 2: Official teams in MEDIQA 2019 among 72 participating teams on AIcrowd

Team Task(s)
ANU-CSIRO (Nguyen et al., 2019) NLI, RQE, QA
ARS NITK (Agrawal et al., 2019) NLI, RQE, QA
DoubleTransfer (Xu et al., 2019) NLI, RQE, QA
Dr.Quad (Bannihatti Kumar et al., 2019) NLI, RQE, QA
DUT-BIM (Zhou et al., 2019a) QA
DUT-NLP (Zhou et al., 2019b) RQE, QA
IITP (Bandyopadhyay et al., 2019) NLI, RQE, QA
IIT-KGP (Sharma and Roychowdhury, 2019) RQE
KU ai (Cengiz et al., 2019) NLI
lasigeBioTM (Lamurias and Couto, 2019) NLI, RQE, QA
MSIT SRIB (Chopra et al., 2019) NLI
NCUEE (Lee et al., 2019b) NLI
PANLP (Zhu et al., 2019) NLI, RQE, QA
Pentagon (Pugaliya et al., 2019) NLI, RQE, QA
Saama Research (Kanakarajan, 2019) NLI
Sieg (Bhaskar et al., 2019) NLI, RQE
Surf (Nam et al., 2019) NLI
UU TAILS (Tawfik and Spruit, 2019) NLI, RQE
UW-BHI (Kearns et al., 2019) NLI
WTMED (Wu et al., 2019) NLI

Table 3: Official Results of the MEDIQA-NLI Task

Rank Team Accuracy
1 WTMED 0.980
2 PANLP 0.966
3 DoubleTransfer 0.938
4 Sieg 0.911
5 Surf 0.906
6 ARS NITK 0.877
7 Pentagon 0.857
8 Dr.Quad 0.855
9 UU TAILS 0.852
10 KU ai 0.847
11 NCUEE 0.840
12 IITP 0.818
13 MSIT SRIB 0.813
14 uw-bhi 0.813
15 ANU-CSIRO 0.800
16 Saama Research 0.783
17 lasigeBioTM 0.724
- NLI-Baseline 0.714

Table 4: Official Results of the MEDIQA-RQE Task

Rank Team Accuracy
1 PANLP 0.749
2 Sieg 0.706
3 IIT-KGP 0.684
4 Pentagon 0.671
5 ARS NITK 0.667
5 Dr.Quad 0.667
7 DoubleTransfer 0.662
8 DUT-NLP 0.636
9 UU TAILS 0.584
10 IITP 0.532
11 ANU-CSIRO 0.489
12 lasigeBioTM 0.485
- RQE-Baseline 0.541
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Table 5: Official Results of the MEDIQA-QA Task

Rank Team Accuracy Precision MRR Spearman’s rho
1 DoubleTransfer 0.780 0.8191 0.9367 0.238
2 PANLP 0.777 0.7806 0.9378 0.180
3 Pentagon 0.765 0.7766 0.9622 0.338
4 DUT-BIM 0.745 0.7466 0.9061 0.106
4 DUT-NLP 0.745 0.7466 0.9061 0.106
6 IITP 0.717 0.7936 0.8611 0.024
7 lasigeBioTM 0.637 0.5975 0.91 0.211
8 ANU-CSIRO 0.584 0.5568 0.7843 0.122
9 Dr.Quad 0.565 0.6679 0.6069 0.009
10 ARS NITK 0.536 0.5596 0.6293 0.196
- Provided Answers 0.517 0.5167 0.895 0.315

Another common model used by participating sys-
tems was the Multi-Task Deep Neural Network
MT-DNN (Liu et al., 2019) which builds up on
BERT to perform multi-task learning and is evalu-
ated on the GLUE benchmark (Wang et al., 2018).
A common theme across all the papers was train-
ing of multiple models and then using an ensemble
as the final system which performed better than
the individual models. Tawfik and Spruit (2019)
trained 30 different models as candidates to the
ensemble and experimented with various aggre-
gation techniques. Some teams also leveraged
dataset-specific properties to enhance the perfor-
mance. The WTMED team (Wu et al., 2019) mod-
eled parameters specific to the index of the text-
hypothesis pair in the dataset which shows a sig-
nificant boost in performance.

5.2 RQE Approaches & Results

Twelve official teams participated in MEDIQA-
RQE among 53 participating teams in the sec-
ond round on RQE@AIcrowd9. The results of
the RQE task were surprisingly good knowing the
challenges of the test set. For instance, positive
question pairs can use different synonyms of the
same medical entities (e.g. Pair#1 in table 1)
and/or express differently the same information
needs (e.g. Pair#4), while negative pairs can use
similar language (e.g. Pair#8). Also, the test set
is a realistic dataset consisting of actual consumer
health questions including one or multiple sub-
questions, when the training set consisted of au-
tomatically generated question pairs created from
doctors’ questions. This highlights the fact that

9www.aicrowd.com/challenges/mediqa-2019-
recognizing-question-entailment-rqe/leaderboards

several of the proposed deep networks reached rel-
evant generalizations and abstractions of the ques-
tions.

The best results on the RQE task were obtained
by the PANLP team (Zhu et al., 2019) with an ap-
proach based on multi-task learning. More specif-
ically, their approach relied on a language model
learned by the recent MT-DNN (Liu et al., 2019).
In a post-processing step, they applied re-ranking
heuristics based on grouping observations from
the NLI and RQE datasets. E.g., for NLI the
text pairs came in groups of three, where a given
premise text had three counter-parts for the three
relation types: entailment, neutral, and contradic-
tion. Their heuristic re-ranking approach elimi-
nated potential conflicts in the resuls accorcing to
the group observation, and led to an increase of
5.1% in accuracy.

More generally, approaches combining ensem-
ble methods and transfer learning of multi-task
language models were the clear winners of the
competition for RQE with the first and second
scores (Zhu et al., 2019; Bhaskar et al., 2019).
Approaches that used ensemble methods without
multi-task language models (Sharma and Roy-
chowdhury, 2019) or multi-task learning without
ensemble methods (Pugaliya et al., 2019) per-
formed worse than the first category but made it
to the top 4.

Domain knowledge was also used in several
participating approaches with a clear positive im-
pact. For instance, several systems used the
UMLS (Bodenreider, 2004) to expand acronyms
or to replace mentions of medical entities (Bhaskar
et al., 2019; Bannihatti Kumar et al., 2019). Data
augmentation also played a key role for several
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systems that used external data to extend batches
of in-domain data (Xu et al., 2019), created syn-
thetic data (Bannihatti Kumar et al., 2019), or
used models trained on external datasets (e.g.
MultiNLI) in ensemble methods (Bhaskar et al.,
2019; Sharma and Roychowdhury, 2019).

5.3 QA Approaches & Results

Ten official teams participated in the QA task
among 23 participating teams in the second round
on QA@AIcrowd10. The relevant answer classifi-
cation problem was relatively challenging with a
best accuracy of 78%, however most systems did
well on the first answer ranking with a best MRR
of 96.22%. Precision also ranged from 79.3% to
81.9% for the six first systems. Many teams used
their RQE and/or NLI models in the QA task (Ban-
nihatti Kumar et al., 2019; Pugaliya et al., 2019;
Zhu et al., 2019; Nguyen et al., 2019). The DUT-
NLP team (Zhou et al., 2019b) used an adversarial
multi-task network to jointly model RQE and QA.

The approach that had the best accuracy and
precision in the QA task (Xu et al., 2019) relied
on multi-task language models (MT-DNN) and en-
semble methods. To avoid overfitting, the Double-
Transfer team proposed a method, called Multi-
Source, that enriches the data batches during train-
ing from external datasets by a 50% ratio and ran-
dom selection. The final ensemble method fur-
ther combines the Multi-Source method with pre-
trained MT-DNN and SciBERT models by taking
the majority vote from their predictions and re-
solving ties by summing the prediction probabil-
ities for each label. The PANLP team’s best run
(Zhu et al., 2019) ranked second in the QA task de-
spite the fact that the QA data do not have a group
structure that could be used in re-ranking heuris-
tics. This shows that their core model is a strong
approach, and highlights further the outstanding
performance of ensemble methods and multi-task
language models for transfer learning for natural
language understanding tasks.

Interestingly, the runs that did best on accuracy
and precision did not have the best performance
in terms of MRR and Spearman’s rank correla-
tion coefficient. The best team on these two met-
rics, Pentagon (Pugaliya et al., 2019), used the
MedQuAD and the iCliniq datasets to retrieve en-
tailed answers and used them to build more gen-

10www.aicrowd.com/challenges/mediqa-2019-question-
answering-qa/leaderboards

eral embeddings of the considered answer. They
also integrated the top-3 RQE candidates from
these datasets for the considered question to build
joint embeddings. The final answer embeddings
were enriched with metadata such as the candi-
date answer source, answer length, and the orig-
inal system rank. The same joint embeddings are
then used in a filtering classifier for answer rel-
evance and in a binary answer-to-answer classi-
fier that decides if an answer is better than an-
other. These generalized joint answer embeddings
and the focus on the answer-to-answer relation-
ship are likely to be the key elements that led to
the best performance in MRR and Spearman’s rho,
despite the fact that the approach did not rely on
the state-of-the-art ensemble models from the NLI
and RQE tasks.

5.4 Multi-Tasking & External Resources

One of the aims of the MEDIQA 2019 shared task
was to investigate ideas that can be reused across
the three tasks. Of the twenty working notes pa-
pers, ten papers describe systems attempting more
than one task. Eight papers describe systems at-
tempting all three tasks. The multi-task nature of
MEDIQA 2019 was leveraged by teams to train
models such as MT-DNN (e.g. (Bannihatti Kumar
et al., 2019; Xu et al., 2019; Zhu et al., 2019)). The
Sieg team (Bhaskar et al., 2019) trained a model
with shared layers being trained for the NLI and
RQE tasks. Some teams also reused models across
the three tasks. Pugaliya et al. (2019) used models
developed for NLI and RQE as feature extractors
in the QA task, which led to the best performance
in MRR and Spearman’s rho.

The shared task also encouraged the use of
external resources other than the training data
provided for the three tasks. Below is a non-
exhaustive list resources used by various teams.

• Abbreviation expansion Many teams pre-
processed the training data with UMLS for
abbreviation expansion. While Nguyen et al.
(2019) used the ADAM database (Zhou et al.,
2006) for this task, Bannihatti Kumar et al.
(2019) used a CAMC11 gazzeteer.

• External datasets Bannihatti Kumar et al.
(2019) used the Quora question pairs dataset
(Shankar Iyer and Csernai, 2017) to boost
the training for the RQE task, applied

11http://www.camc.org
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MetaMap12 to recognize medical entities,
and synthetically created new questions and
paraphrases. Bhaskar et al. (2019) and Pu-
galiya et al. (2019) used the online iCliniq
forum to augment training data for the RQE
task. Pugaliya et al. (2019), Xu et al. (2019),
Lamurias and Couto (2019), and Nguyen
et al. (2019) used the MedQuAD13 dataset of
medical questions and answers (Ben Abacha
and Demner-Fushman, 2019).

• Word Embeddings While many teams used
BERT (Lamurias and Couto, 2019; Zhou
et al., 2019a; Bandyopadhyay et al., 2019;
Nguyen et al., 2019; Sharma and Roychowd-
hury, 2019)14, some teams also used word
embeddings as the input to their models.
Bhaskar et al. (2019) used biomedical word
embeddings from Chen et al. (2018) while
Kearns et al. (2019) used cui2vec (Beam
et al., 2018).

6 Conclusions

We presented the MEDIQA 2019 shared task on
Natural Language Inference (NLI), Recognizing
Question Entailment (RQE), and Question an-
swering (QA) in the medical domain. The runs
submitted to the challenge by 20 official teams
among 72 participating teams achieved promising
results and highlighted the strength of multi-task
language models, transfer learning, and ensemble
methods. Integrating domain knowledge and tar-
geted data augmentation were also key factors for
best performing systems. We hope that further re-
search works and insights will be developed in the
future from the MEDIQA tasks and their publicly
available datasets.
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Abstract

This paper describes the models designated for
the MEDIQA 2019 shared tasks by the team
PANLP. We take advantages of the recent ad-
vances in pre-trained bidirectional transformer
language models such as BERT (Devlin et al.,
2018) and MT-DNN (Liu et al., 2019b). We
find that pre-trained language models can sig-
nificantly outperform traditional deep learning
models. Transfer learning from the NLI task
to the RQE task is also experimented, which
proves to be useful in improving the results of
fine-tuning MT-DNN large. A knowledge dis-
tillation process is implemented, to distill the
knowledge contained in a set of models and
transfer it into an single model, whose perfor-
mance turns out to be comparable with that ob-
tained by the ensemble of that set of models.
Finally, for test submissions, model ensemble
and a re-ranking process are implemented to
boost the performances. Our models partici-
pated in all three tasks and ranked the 1st place
for the RQE task, and the 2nd place for the NLI
task, and also the 2nd place for the QA task.

1 Introduction

There are three tasks in the MEDIQA 2019 shared
tasks (see Ben Abacha et al. (2019) for details of
the tasks). The first one, NLI, consists in identi-
fying three inference relations between two sen-
tences: Entailment, Neutral and Contradiction.
The second one, RQE, requires one to identify
whether one question entails the other, where the
definition of entailment is that a question A entails
a question B if every answer to B is also a com-
plete or partial answer to A. The third task, QA,
considers not only the identification of entailment
for the asked question among a set of retrieved
questions, but also the ranks of retrieved answers.

In this work, we demonstrate that we can
achieve significant performance gains over tra-
ditional deep learning models like ESIM (Chen

et al., 2016), by adapting pre-trained language
models into the medical domain. Language model
pre-training has shown to be effective for learn-
ing universal language representations by lever-
aging large amounts of unlabeled data. Some of
the most famous examples are GPT-V2 (see Rad-
ford et al., 2019) and BERT ( by Devlin et al.,
2018). These are neural network language models
trained on text data using unsupervised objectives.
For example, BERT is based on a multi-layer bidi-
rectional Transformer, and is trained on plain text
for masked word prediction and next sentence pre-
diction tasks. To apply a pre-trained model to
specific NLU tasks such as tasks for MEDIQA
2019 shared tasks, we often need to fine-tune the
model with additional task-specific layers using
task-specific training data. For example, Devlin
et al. (2018) show that BERT can be fine-tuned
this way to create state-of-the-art models for a
range of NLU tasks, such as question answering
and natural language inference.

We also tryout a transfer learning procedure,
where an intermediate model obtained on the NLI
task is used to be fine-tuned on the RQE task. Al-
though this procedure cannot consistently improve
the dev set performance for all the models, it is
proven to be beneficial on the test set by adding
variety to the model pool.

To further improve the performance of sin-
gle models, we implement a knowledge distil-
lation procedure on the RQE task and the NLI
task. Knowledge distillation distills or transfers
the knowledge from a (set of) large, cumber-
some model(s) to a lighter, easier-to-deploy sin-
gle model, without significant loss in performance
(Liu et al., 2019a; Tan et al., 2019). Knowledge
distillation recently has attracted a lot of atten-
tions. We believe it is interesting and of great
importance to explore this method on the appli-
cations of the medical domain.
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For test submissions, model ensemble is used to
obtain more stable and unbiased predictions. We
only adopt a simple ensemble model, that is, av-
eraging the class probabilities of different models.
After obtaining test predictions, for the NLI and
RQE task, simple re-ranking operations among
pairs with the same premise are used to boost the
performance metrics.

The rest of the paper is organized as follows. In
Section 2 , we demonstrate our experiments on the
three tasks. In Section 3, transfer learning from
NLI to RQE is presented. Section 4 elaborates
on the knowledge distillation and the correspond-
ing experimental results. Section 5 and Section 6
present the model ensemble technique and the re-
ranking strategies. Section 7 explains our submis-
sion records in detail. Section 8 concludes and dis-
cusses future work.

2 Pairwise Text Modeling

This section elaborates on the fundamental meth-
ods we used for the three tasks.

2.1 RQE

The RQE task, as a pairwise text classifica-
tion task, defined here involves a premise P =
(p1, p2, ..., pm) of m words, which is a medical
question posted online, and a hypothesis H =
(h1, h2, ..., hn) of n words, which is a standard
frequently asked question that is collected to build
a QA system, and aims to find a logical relation-
ship R between P and H . For the RQE task,
relationship R is either true or false, indicating
whether the premise entails the hypothesis or not.
We mainly experiment on two groups of models,
one using fixed pre-trained embedding1, the other
employing pre-trained language models.

Traditional deep learning models typically use
a fixed pre-trained word embedding to map words
into low-dimensional vector space, and then use
some kind of encoders to encode and pool the
contexts of the premise to vector r1 and hy-
pothesis H to r2. And the features provided
to the classification layer is concat(r1, r2, ||r1 −
r2||, r1 ∗ r2). (see Bowman et al., 2015) Then
the classification output layer is usually a dense
layer with soft-max output. We experiment with
the following 4 traditional deep learning models.
The first model, which will be called Weighted-

1We will refer to this type of models as traditional deep
learning models

Transformer-NLI model, encodes the sentences
via a shared Weighted Transformer module (see
Ahmed et al., 2017 for details). The second model,
called RCNN-NLI, encodes the premise and hy-
pothesis via the RCNN model (see Lai et al.,
2015). The third model we consider, is the decom-
posable attention model by Parikh et al. (2016).
The fourth model is the ESIM model by Chen et al.
(2016), which is one of the most popular models
in the natural language inference task. We will
not elaborate on the specific architecture of the last
two models since readers can refer to the original
papers for details.

For the RQE task, the pre-trained language
models we considered are as follows: (a) the orig-
inal BERT models (both base and large models);
(b) the Bio-BERT model by Lee et al. (2019)
which is pre-trained on scientific literature in bio-
medical domain; (c) the Sci-BERT model by Belt-
agy et al. (2019) which is trained on academic pa-
pers from the corpus of semanticscholar.org; (d)
MT-DNN models (see Liu et al., 2019b), which
are based on BERT and go through a multi-task
learning procedure on the GLUE benchmark. On
top of the transformer encoders from the pre-
trained language model, we implement two kinds
of output modules: (a) linear projection, which
will be referred to as LP0, which is to take the hid-
den state corresponding to the first token [CLS]
of the sentence pair; (b) a more sophisticated
classification module called stochastic answer net-
work (henceforth SAN) proposed by Liu et al.
(2017). Rather than directly predicting the entail-
ment given the input, SAN maintains a state and
iteratively refines its predictions.

When implementing the traditional deep learn-
ing models, the Glove embedding (Pennington
et al., 2014) is used. Before training, we use
the Unified Medical System (UMLS) provided by
provided by the National Library of Medicine 2 to
replace all the abbreviations (e.g., IBS) of a med-
ical concept or entity to its full name, or to the
same name that appears in the same pair. We tune
the hyper-parameters on the dev set, and report the
best performance obtained by each model in Ta-
ble 1.

Among the four traditional models, RCNN-
NLI performs the worst. Although a power-
ful model as shown in Ahmed et al. (2017),

2https://www.nlm.nih.gov/research/
umls/
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Model valid acc
Weighted-Transformer-NLI 0.6821

RCNN-NLI 0.5530
Decomposable attention 0.6854

ESIM 0.7218
BERT base + linear projection 0.7815

BERT base + SAN 0.7119
BERT large + linear projection 0.7782

BERT large + SAN 0.7682
Bio-BERT + linear projection 0.4338

Bio-BERT + SAN 0.4305
Sci-BERT + linear projection 0.7547

Sci-BERT + SAN 0.5993
MT-DNN base + linear projection 0.8378

MT-DNN base + SAN 0.7715
MT-DNN large + linear projection 0.7881

MT-DNN large + SAN 0.7815

Table 1: performances of different models on the valid set of the RQE task.

Weighted-Transformer-NLI cannot perform very
well on this dataset. The ESIM model performs
the best among the four. However the traditional
deep learning models cannot perform well enough
when compared with the results on the Round 1
leader board. We believe the reasons are as fol-
lows. First, the dataset is relatively small, thus
models like Weighted-Transformer-NLI will im-
mediately over-fit. 3 Second, the distribution of
training data for RQE task is different from the
distributions of the dev and test data. We see
most of the pairs in train set have approximately
equal length, and there are 1, 445 pairs in which
the premise and hypothesis are exactly the same.
Meanwhile, in dev and test sets, the premise is
usually much longer than the hypothesis.

When compared with traditional deep learning
models, the pre-trained language models perform
significantly better on the dev set. In addition,
one can see that adding a sophisticated output
module like SAN on top of the pre-trained lan-
guage model tends to worsen the dev performance.
Among all the BERT model family, the MT-DNN
model (base model) performs best, and the orig-
inal BERT base model performs slightly worse.
Since the MT-DNN family are BERT models fine-
tuned on GLUE benchmark via a multi-task learn-
ing mechanism, and in GLUE eight out of nine

3Readers can refer to Guo et al. (2019) for more detailed
discussions on how transformer models performs unsatisfy-
ingly on medium or small datasets, when directly trained
from scratch.

layers to freeze valid acc
0 0.7782
1 0.8013
3 0.7914
6 0.7881
9 0.8179
10 0.8344
11 0.8378

Table 2: performances of the MT-DNN base model
with linear projection, when different number of lay-
ers are freezed during fine-tuning on the RQE dataset

tasks are pairwise text modeling tasks, MT-DNN
are more equipped to model pairwise text classifi-
cation tasks on different domains than the original
BERT model. And we can see that MT-DNN base
performs better than MT-DNN large, which is in
contradiction to the results on the GLUE bench-
mark reported in Liu et al. (2019b). Sci-BERT
and Bio-BERT model does not perform well. We
believe the reasons are that the Sci-BERT and Bio-
BERT models share the same feature that they are
trained on scientific literature, in which the lan-
guage is more formal and rigid. However, texts in
RQE is drawn from online questions from medi-
cal forums, thus Sci-BERT and Bio-BERT are not
suitable for this task.

We also notice that freezing the lower bi-
directional transformer layers of MT-DNN signif-
icantly improves the dev set accuracy. In Table 2,
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Model valid acc
ESIM (by Romanov and Shivade, 2018) 0.7440

InferSent (by Romanov and Shivade, 2018) 0.7600
BERT base + linear projection 0.8186

BERT base + SAN 0.8143
BERT large + linear projection 0.8229

BERT large + SAN 0.8280
Bio-BERT + linear projection 0.6824

Bio-BERT + SAN 0.6882
Sci-BERT + linear projection 0.8466

Sci-BERT + SAN 0.8251
MT-DNN base + linear projection 0.8265

MT-DNN base + SAN 0.8287
MT-DNN large + linear projection 0.8420

MT-DNN large + SAN 0.8327

Table 3: performances of different models on the valid set of the NLI task.

we can see that freezing 11 lower layers of the MT-
DNN base performs best. During training of dif-
ferent models, even traditional deep learning mod-
els, we notice that a model can easily over-fit on
the training set of RQE, fine-tuning the whole lan-
guage model will introduce much bias into the
model. Meanwhile freezing the lower layers can
alleviate over-fitting and maintain the generaliza-
tion ability of the pre-trained models.

2.2 NLI

For the NLI task, we are tasked to identify the
relationship R between the premise and the hy-
pothesis, which is among the following three: en-
tailment, neutral or contradiction. Romanov and
Shivade (2018) has done a thorough investiga-
tion on how traditional deep learning models like
ESIM and InferSent perform on the original NLI
datasets. Thus to save time, we only implement
with pre-trained language models for this task.

The BERT based models we tried are the same
as we investigate on the RQE datasets, whose re-
sults are reported in Table 3. It turns out, the
BERT-based model significantly outperforms the
traditional models. MT-DNN models still perform
quite well, but the Sci-BERT with linear projec-
tion achieves the highest accuracy on the dev set.
The Bio-BERT model still cannot achieve satisfy-
ing results. We find that models behave quite dif-
ferently on NLI compared with the RQE datasets.
First, on the NLI dataset, BERT large and the MT-
DNN large, which is derived from BERT large,
perform better than their base counterparts, BERT

base and MT-DNN base. Second, during tuning
the hyper-parameters, we find that freezing layers
leads to performance loss. Third, the SAN output
module does not lead to significant performance
change except for Sci-BERT, whereas on the RQE
dataset adding SAN module usually leads to sig-
nificant performance loss.

2.3 QA

On the basis of the results obtained on RQE and
NLI task, we found that the MT-DNN models out-
perform other pre-trained language models. Thus,
with limited time, in the QA task we chose to di-
rectly look into the MT-DNN models on the QA
datasets.

The QA task requires us not only give a binary
label to an answer, but also rank the answers of
the same questions. There are two perspectives
of treating such a task: classification and regres-
sion. The classification model just distinguishes
whether the question and the answer match, and
the output of Softmax layer can be used to rank the
answers. However, the regression model is able
to predict the matching degree between questions
and answers, and rank the answers according to
the matching degree. The final result achieved is a
combination of two models.

From the perspective of the classification
model, answers with ReferenceScore less than 3
are given a not entailment label, and the rest are
labeled entailment. The dataset obtained with this
treatment is called the QA-C dataset. Table 4 re-
ports the performance on the dev set. To align
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Model acc Spearman’s Rank Corr
MT-DNN base on QA-R 0.8248 0.1478
MT-DNN large on QA-R 0.8333 0.2054

MT-DNN base + linear projection on QA-C 0.7479 0.0557
MT-DNN base + SAN on QA-C 0.7607 -0.0108

MT-DNN large + linear projection on QA-C 0.8333 0.0803
MT-DNN large + SAN on QA-C 0.8120 0.2146

Table 4: performances of different models on the valid set of the QA task. Here accuracy is calculated on the whole
dev set.

Model dev acc
MT-DNN base 0.8378

MT-DNN base + transfer learning on NLI 0.8220
MT-DNN large 0.7881

MT-DNN large + transfer learning on NLI 0.7957

Table 5: The performance on the RQE dev set, when we apply transfer learning, compared with the performances
obtained by directly fine-tuning the MT-DNN models on the RQE dataset.

with the leader board, we calculated accuracy and
Spearman’s Rank Correlation Coefficient (hence-
forth SRCC). As is shown in Table 4, BERT base
can achieve accuracy of 0.7478 after fine-tuning.
However, SRCC is 0.057, which is quite poor.
The results demonstrate that a binary classifica-
tion model helps us to get a fair accuracy score,
but it omits all the ranking information like Ref-
erenceRank and ReferenceScore from the original
data. Thus the resulting model can not tell whether
an answer is better than another. Bearing that in
mind, we decided to introduce a related but dif-
ferent model to specialize in providing ranking in-
formation, while leave the accuracy metric to the
classification model.

The new model we are introducing treats the
task at hand as a regression task. For a sample
data, the input is a pair composed of a query and
an answer. The target value is the relevance score
between the query and the answer, which is de-
fined as follows:

score = ReferenceScore+1/ReferenceRank.
(1)

The reciprocal of the ReferenceRank is used to
enlarge the gaps of relevance scores among differ-
ent answers. The dataset obtained with the above
modification is called the QA-R dataset. The re-
gression model is also built on the pre-trained lan-
guage models by replacing the classification out-
put module with a regression task header (see
equation (2) of Liu et al., 2019b). Table 4 shows
that we can obtain a huge bump on SRCC with

the regression model. The best dev SRCC we can
obtain is 0.148, which is the result of fine-tuning
the MT-DNN large model. With a threshold for
the relevance score, we can also get the classifi-
cation label from the regression label. After ad-
justing the threshold, we can also get accuracy of
0.8247. Thus, we can conclude that the regres-
sion model works better in capturing the ranking
information without reducing the accuracy of the
model.

By observing the SRCC obtained at each epoch
during training, we can see the following phe-
nomenon: SRCC can improve from 0.125 to 0.273
after a single epoch, and suddenly drop to 0.023
on the next one. SRCC seems to be quite unstable,
which will be problematical when making predic-
tions for the unknown test set. This is a problem
that we fail to solve at the end of competition and
requires further investigations.

3 Transfer learning

We also experimented with transfer learning for
the RQE task. The procedure is to first fine-tune
a MT-DNN model on the NLI dataset for a cer-
tain number of epochs, then the obtained model
will further be fine-tuned on the RQE dataset. Our
motivation is that first fine-tuning on the NLI task
can help the pre-trained language model to adapt
to the medical domain, thus making the training
on RQE more stable. Table 5 reports that after the
transfer learning procedure, MT-DNN base model
performs worse, but it makes the MT-DNN large
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model perform slightly better.

4 knowledge distillation

In this section, we experiment on the idea of
knowledge distillation (Hinton et al., 2015), to
further boost the performance of single models.
We implement knowledge distillation on each task
separately.4 The procedure is as follows:

• train a set of models on each tasks. Follow-
ing Liu et al. (2019a), the set of models are:
MT-DNN base and MT-DNN large, with dif-
ferent dropout rates ranged in 0.1, 0.3, 0.5 for
the task specific output layers, while keep-
ing the hyper-parameters of lower BERT en-
coders the same with those in the previous
section.

• ensemble the above models to get a label
model (Ratner et al., 2018)5. This so-called
label model is constructed by modeling a
generative model over all the label func-
tions, i.e., the single models, to maximize the
log likelihood, give the label matrix (Ratner
et al., 2017). The label model is a general-
ization of the so-called teacher model in (Liu
et al., 2019a), where the teacher model is sim-
ply the average of class probabilities.

• The end model (or called the student model
by Liu et al., 2019a) is trained on the soft
targets given out by the label model. Here,
training on the soft targets means the cross-
entropy loss is averaged with the class prob-
abilities as weights.

• Inference is the same for end model with
other normal models.

In Table 6, we can see that knowledge distilla-
tion can significantly improve the performance on
the NLI task, and can even achieve better results
than model ensemble. However, on the RQE task,
knowledge distillation cannot perform better than
model ensemble, but still outperforms the best sin-
gle model.

4Liu et al. (2019a) extends the knowledge distillation to
multi-task learning setting, which is a direction we need to
explore in future work.

5There are alternative terminologies for knowledge distil-
lation. We mainly follow Ratner et al. (2018).

5 Ensemble

Since the test set is small, one single model is too
biased to achieve great results on the test dataset.
Ensemble learning is an effective approach to im-
prove model generalization, and has been used to
achieve new state-of-the-art results in a wide range
of natural language understanding (NLU) tasks
(Devlin et al., 2018, Liu et al., 2017).

For the MEDIQA 2019 shared task, we only
adopt a simple ensemble approach, that is, aver-
aging the softmax outputs from different models,
or different runs or epochs of the same model, and
makes prediction based on these averaged class
probabilities. All our submissions follow this en-
semble strategy. 6

6 Re-ranking strategies for the NLI and
RQE tasks

The previous sections demonstrate how deep
learning models perform on the task datasets.
However, in order to obtain more competitive re-
sults, one could adopt some simple heuristics.

For the NLI task, after observing the task
datasets, we can see that one premise is grouped
with three different hypothesis, and the latter are
labeled with entailment, neutral and contradiction
respectively. We call the three pairs with the same
premise a group. Our sentence pair model does
not know the idea of groups, thus the labels corre-
sponding to the maximum class probabilities ob-
tained by soft-max layer can conflict with one an-
other. For example, two pairs in the same group
may both be labeled as entailment. To eliminate
the above conflicts, we adopt the following heuris-
tic post-processing procedure:

• obtain the label predictions directly from the
softmax output. If there is no conflict in a
group, accept the predictions. Otherwise, in
this group:

• Give the contradiction label to the pair with
the highest score for this label

• Between the remaining two pairs, decide
which one should get the neutral label via the
scores for this label

6We definitely can try some more sophisticated ensem-
ble methods, but we believe experimenting different learn-
ing strategies like MTL and knowledge distillation is more
meaningful for research purpose, and is in alignment with the
objective of the MEDIQA 2019 share tasks.
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Model NLI RQE
best single model 0.8466 0.8378
model ensemble 0.8638 0.8477
knowledge distillation 0.8667 0.8411

Table 6: Comparison of performances on the dev sets, among the best single model, ensemble model and the
model obtained by knowledge distillation.

• the remaining pair get the entailment label

For the RQE task, since the label is binary, and
the number of pairs in a group in this task varies,
the re-ranking heuristic is a little different, which
is elaborated as follows.

• obtain the score of the entailment label from
the model

• for each group, rank the pairs by their scores.

• denote the number of pairs in a group as n,
then we directly label the last max(1, [n/2]−
1) as negative pairs. and the top pair as posi-
tive pair

• For the rest of pairs, we choose a threshold
t, if the score of a pair is higher than t, it is
labeled entailment, otherwise it is labeled as
not entailment. We choose the threshold to
obtain the highest accuracy on the dev set

7 Submission results

This section discusses the submission results on
the leader boards.

First, let us look at the submission history on
the RQE task (presented here in Table 7). The
first submission is a single MT-DNN base model
trained only on the training data, with re-ranking.
On the second submission, we add the available
dev set in, and re-train all the models. The en-
semble of a MT-DNN base and a MT-DNN large
after re-ranking push the test accuracy to 0.736.
Then we tryout transfer learning on the third run,
two runs of MT-DNN large, which go through the
transfer learning process described in Section 3,
achieves 0.745 after re-ranking. Adding the end
model after knowledge distillation to the combina-
tion in the third run makes the performance drops
slightly to 0.740. For the final submission, we
just ensemble all the models available, and achieve
0.749 on the test set, which ranks the first on the
RQE task.

Table 8 presents the submission records on the
NLI task. On the first submission, we experi-
ment the model obtained by knowledge distilla-
tion, which obtains 0.865 on accuracy. The sec-
ond submission, we use a single MT-DNN large
fine-tuned on the train set and post-processed for
re-ranking. The accuracy is 0.916 for this sub-
mission. Then the ensemble of four models, the
8-th epoch of 2 different runs of MT-DNN large,
the 10-th epoch of 2 different runs of Sci-BERT,
achieves an accuracy of 0.946 after re-ranking.
The final submission combines MT-DNN large,
Sci-BERT, MT-DNN large after knowledge distil-
lation, obtains 0.966 after re-ranking, which ranks
the third on the leader board.

For the QA task, the first two submissions are
based on a single MT-DNN large model fine-tuned
on QA-R data set, chosen from two different train-
ing epochs. The first submission with accuracy
of 0.73 is chosen because in this epoch of train-
ing, we achieved the best Spearman’s rho result
on the dev dataset; Similarly,the second submis-
sion with accuracy of 0.733 is chosen at the epoch
where we achieved best ACC result on the dev
dataset. From the third round, we started apply-
ing ensemble strategy by considering some well
performing epochs at different runs together. The
two submissions with accuracy of 0.774 and 0.777
are the results of different processing strategies:
max score and mean score. According to the re-
sults obtained, we find that ”max score” strategy
performs slightly better on SRCC, while ”mean
score” works better on ACC.

8 Conclusion and discussions

To conclude, we have shown that domain adapta-
tion with the pre-trained language models achieves
significant improvement over traditional deep
learning models on the MEDIQA 2019 shared
tasks. We also experimented transfer learning
from the NLI task to the RQE task. Knowl-
edge distillation obtains a single model which sig-
nificantly outperforms the single models trained
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Submission No. test acc details
1 0.675 1 * MT-DNN base (trained on train set) + re-rank
2 0.736 1 * MT-DNN base + 1 * MT-DNN large + re-rank
3 0.745 2 * MT-DNN large (TL) + re-rank
4 0.740 1 * MT-DNN large (KD) + 2 * MT-DNN large (TL) + re-rank
5 0.749 2 * MT-DNN base + 2 * MT-DNN large (TL)

+ 1 * MT-DNN large (KD) + 1 * MT-DNN large
+ re-rank

Table 7: The submission results on the RQE task. Multiplication symbol ”*” here means multiple runs or epochs
of the same model (with different random seed). ”TL” means the model go through transfer learning on the NLI
task. ”KD” means the model is obtained via knowledge distillation. Without declaration, all the models here are
trained on the train and dev set.

Submission No. test acc details
1 0.865 1 * MT-DNN large (KD)
2 0.916 1 * MT-DNN large (on train set) + re-rank
3 0.946 2 * MT-DNN large + 2 * Sci-BERT + re-rank
4 0.966 4 * MT-DNN large + 4 * Sci-BERT

+ 2 * MT-DNN large (KD) + re-rank

Table 8: The submission records on the NLI task. Multiplication symbol ”*” here means multiple runs or epochs
of the same model (with different random seed). ”KD” means the model is obtained via knowledge distillation.
Without declaration, all the models here are trained on the train and dev set.

Submission No. test acc test Spearman’s rho details
1 0.730 0.236 MT-DNN large (epoch with best training SRCC)
2 0.736 0.204 MT-DNN large (epoch with best training ACC)
3 0.774 0.22 MT-DNN large ensemble(rank by max socre)
4 0.777 0.18 MT-DNN large ensemble(rank by mean socre)
5 0.772 0.204 MT-DNN large ensemble(rank by mean socre)

Table 9: The submission results on the QA task.

in the usual way. Our submission results, al-
though including model ensemble and re-ranking,
are strong demonstration of the power of language
model pre-training, transfer learning and knowl-
edge distillation.

However, due to the limited time and the fact
that we participate all three tasks at once, we
haven’t exhaustively explore all the possible ways
to boost the performance on the leader board,
e.g., utilizing external sources such as medical
knowledge bases to rule out false positive answers.
Multi-task learning is also a direction that we need
to pay more attention to.

In addition, the heuristics adopted in the re-
ranking strategies resemble the relevance ranking
task (Huang et al., 2013), where one compares
different pairs in a group to obtain the final deci-
sions. Due to time constraint, we didn’t implement
a pairwise relevance ranking model on top of the

MT-DNN model, but this research direction will
be investigated by us in future work.
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Abstract

Parallel deep learning architectures like fine-
tuned BERT and MT-DNN, have quickly be-
come the state of the art, bypassing previ-
ous deep and shallow learning methods by a
large margin. More recently, pre-trained mod-
els from large related datasets have been able
to perform well on many downstream tasks
by just fine-tuning on domain-specific datasets
(similar to transfer learning).
However, using powerful models on non-
trivial tasks, such as ranking and large docu-
ment classification, still remains a challenge
due to input size limitations1 of parallel archi-
tecture and extremely small datasets (insuffi-
cient for fine-tuning).
In this work, we introduce an end-to-end sys-
tem, trained in a multi-task setting, to filter
and re-rank answers in medical domain. We
use task-specific pre-trained models as deep
feature extractors. Our model achieves the
highest Spearman’s Rho and Mean Recipro-
cal Rank of 0.338 and 0.9622 respectively, on
the ACL-BioNLP workshop MediQA Ques-
tion Answering shared-task.

1 Introduction

In this work, we study the problem of re-ranking
and filtering in medical domain Information Re-
trieval (IR) systems. Historically, re-ranking is
generally treated as a ‘Learning to Rank’ prob-
lem while filtering is posed as a ‘Binary Classi-
fication’ problem. Traditional methods have used
handcrafted features to train such systems. How-
ever, recently deep learning methods have gained

∗* Equal contribution, randomly sorted. Karan and She-
fali took ownership of the NLI module while Sheetal and
Prashant worked on the RQE module. Hemant researched
and implemented the Question-Answering system including
baseline and multi-task learning. Sheetal and Hemant worked
on scraping data from icliniq. Karan and Prashant helped
with integration of NLI and RQE module respectively into
the multi-task system.

1https://github.com/google-research/bert/issues/27

popularity in the Information retrieval (IR) domain
(Mitra and Craswell, 2017).

The ACL-BioNLP workshop MediQA shared
task (Ben Abacha et al., 2019) aims to develop
relevant techniques for inference and entailment
in medical domain to improve domain specific IR
and QA systems. The challenge consists of three
tasks which are evaluated separately.

The first task is the Natural Language Inference
(NLI) task which focuses on determining whether
a natural language hypothesis can be inferred from
a natural language premise. The second task is
to recognize question entailment (RQE) between
a pair of questions. The third task is to filter and
improve the ranking of automatically retrieved an-
swers.

For the NLI and RQE tasks, we use trans-
fer learning on prevalent pre-trained models like
BERT (Devlin et al., 2018) and MT-DNN (Liu
et al., 2019). These models play a pivotal role
to gain deeper semantic understanding of the con-
tent for the final task (filtering and re-ranking) of
the challenge (Demszky et al., 2018). Besides us-
ing usual techniques for candidate answer selec-
tion and re-ranking, we use features obtained from
NLI and RQE models. We majorly concentrate on
the novel multi-task approach in this paper. We
also succinctly describe our NLI and RQE models
and their performance on the final leaderboard.

2 Related Work

Past research demonstrates a simple architecture
for filtering and re-ranking, where the system re-
turns the best answer based on the Information
Retrieval and Question Entailment Scores [from
a corpus of FAQs scraped from medical websites
MediQUAD (Ben Abacha and Demner-Fushman,
2019)]. This system outperformed all the systems
participating in the TREC Medical LiveQA17
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challenges. (Harabagiu and Hickl, 2006) success-
fully shows the use of Natural Language Inference
(NLI) in passage retrieval, answer selection and
answer re-ranking to advance open-domain ques-
tion answering. (Tari et al., 2007) shows effective
use of UMLS (Bodenreider, 2004), a Unified Med-
ical Language System to asses passage relevancy
through semantic relatedness. All these methods
work well independently, but to the best of our
knowledge, there hasn’t been much work in using
NLI and RQE systems in tandem for the tasks of
filtering and re-ranking.

As noted in (Romanov and Shivade, 2018), the
task of Natural Language Inference is not domain
agnostic, and thus is not able to transfer well to
other domains. The authors use a gradient boost-
ing classifier (Mason et al., 2000) with a variety of
hand crafted features for baselines. They then use
Infersent (Conneau et al., 2017) as a sentence en-
coder. The paper also reports results on the ESIM
Model (Chen et al., 2017) but with no visible im-
provements. They also discuss transfer learning
and external knowledge based methods.

Most traditional approaches to Question Entail-
ment use bag-of-word pair classifiers (Tung and
Xu, 2017) using only lexical similarity. How-
ever, in the recent past, neural models (Mishra
and Bhattacharyya, 2018) have been employed to
determine entailment between questions incorpo-
rating their semantic similarity as well. These
techniques work by generating word-level repre-
sentations for both the questions, which are then
combined into independent question representa-
tions by passing it through a recurrent cell like Bi-
LSTM (Liu et al., 2016). However, current state-
of-the-art methods like BERT (Devlin et al., 2018)
and MT-DNN (Huang et al., 2013) learn a joint
embedding of the two questions, which is then
used for classification.

(Abacha and Demner-Fushman, 2016) imple-
mented the SVM, Logistic Regression, Naive
Bayes and J48 models as baselines for Question
Entailment task. They use a set of handcrafted
lexical features, like word overlap and bigram
similarity, and semantic features like number of
medical entities (problems, treatments, tests) us-
ing a CRF classifier trained on i2b2 (Uzuner et al.,
2011) and NCBI corpus (Doğan et al., 2014).

3 Dataset & Evaluation

The dataset for re-ranking and filtering has been
provided by the MediQA Shared task (Ben
Abacha et al., 2019) in ACL-BioNLP 2019 work-
shop. It consists of medical questions and their as-
sociated answers retrieved by CHiQA 2. The train-
ing dataset consists of 208 questions while the val-
idation and test datasets have 25 and 150 questions
respectivley. Each question has upto 10 candidate
answers, with each answer having the following
attributes :

1. SystemRank: It corresponds to CHiQA’s
rank.

2. ReferenceRank: It corresponds to the correct
rank.

3. ReferenceScore: This is an additional score
that is provided only in the training and vali-
dation sets, which corresponds to the manual
judgment/rating of the answer [4: Excellent,
3: Correct but Incomplete, 2: Related, 1: In-
correct].

For the answer classification task, answers with
scores 1 and 2 are considered as incorrect (label
0), and answers with scores 3 and 4 are considered
as correct (label 1). The evaluation metrics for fil-
tering task is Accuracy and Precision while met-
rics for re-ranking task is Mean Reciprocal Rank
(MRR) and Spearman’s Rank Correlation Coeffi-
cient.

To train the Natural Language Inference and
Question Entailment module of our system we
again use the data from MediQA shared task (Ben
Abacha et al., 2019).

For Natural Language Inference (NLI), we use
MedNLI (Romanov and Shivade, 2018) dataset. It
is a dataset for natural language inference in clin-
ical domain that is analogous to SNLI. It includes
15,473 annotated clinical sentence pairs. For our
model, we create a training set of 14,050 pairs and
a held out validation set of 1,423 pairs. The evalu-
ation metric for NLI is accuracy.

The dataset used for Question Entailment
(RQE) consists of paired customer health ques-
tions (CHQ) and Frequently Asked Questions
(FAQ) (Ben Abacha and Demner-Fushman, 2016).
We are provided labels for whether FAQ entails
CHQ or not. The RQE training dataset consists

2https://chiqa.nlm.nih.gov/
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of 8,588 medical question pairs. The validation
set comprises of 302 pairs. The evaluation metric
used for RQE is accuracy.

We also augment the data from a popular medi-
cal expert answering website called 3icliniq. It is a
forum where users can delineate their medical is-
sues, which are then paraphrased as short queries
by medical experts. The user queries are treated as
CHQs whereas the paraphrased queries are treated
as FAQs. We extract 9,958 positive examples and
generate an equal number of negative examples by
random sampling. The average CHQ length is 180
tokens whereas the average FAQ length is 11 to-
kens. In addition, the expert answers are used to
augment the MediQUAD corpus (Ben Abacha and
Demner-Fushman, 2019).

4 Approach/System Overview

We use pretrained RQE and NLI modules as fea-
ture extractors to compute best entailed ques-
tions and best candidate answers in our proposed
pipeline.

4.1 Pretraining NLI and RQE modules
Both the NLI and RQE modules use MediQA
shared task (Ben Abacha et al., 2019) for train-
ing (fine-tuning) and computing the inference and
entailment scores. For both the tasks, we use the
following approaches to preprocess the datasets:

1. Replacing medical terms with their preferred
UMLS name. We augment the terms like
Heart attack in the sentence with Myocardial
infarction extracted from UMLS.

2. Expanding abbreviations for medical terms in
order to normalize the data. The list of medi-
cal abbreviations is scraped from Wikipedia.
Since this list of abbreviations also contains
full forms of stop words like “IS”, “BE”, we
manually curate the list to contain only the
relevant acronyms.

For fine-tuning the NLI and RQE modules, we
use the dataset for NLI and RQE tasks of MediQA
shared task (Ben Abacha et al., 2019) respectivley.
We also augment the RQE dataset with data from
icliniq during fine-tuning.

4.2 Preprocessing
A lot of answers have spurious trailing lines about
FAQs being updated. Any trailing sentences in the

3https://www.icliniq.com/qa/medical-conditions

answers having “Updated by:” are removed. A co-
reference resolution is run on each answer using
Stanford CoreNLP (Manning et al., 2014) and all
the entity-mentions are replaced with their corre-
sponding names.

4.3 Using RQE module

For each question in the training set we get upto
N entailing questions (along with their scores and
embeddings) and answers with a threshold T for
confidence using RQE module. We use this sys-
tem both in the baseline and the multi-task learn-
ing system. The complete process is highlighted
in Figure 1.

4.4 Baseline: Feature-Engineered System

We develop a feature-engineered system as a base-
line. This system uses the following features:

1. Answer Source (One-hot)

2. Answer Length In Sentences

3. ChiQA Rank

4. Bag of Words(BoW) TF-IDF scores of Can-
didate Answer (trained on MediQUAD)

5. Bag of Words (BoW) TF-IDF scores of
1-best Entailed answer (trained on Medi-
QUAD)

6. N-best RQE Scores

7. N-best RQE embeddings

8. N-best Average NLI Scores

Average NLI score between the candidate answer
‘s’ containing ‘S’ sentences and entailed answer
‘p’ containing ‘P’ sentences is defined as:

ANLI(s, p) =
∑

S(maxP (NLI(S,P )))
|S|

where |S| symbolizes the total number of sen-
tences in candidate answer.
For a given confidence threshold T, if N candidates
are not obtained from RQE model we set the cor-
responding features to 0.

We train the system using the above features
with Logistic regression for filtering and use the
scores to rank the answers. We also train a system
with same features using SVM-rank (Joachims,
2006) to improve our ranking metrics. All the re-
sults have been discussed in Section 5.
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Figure 1: Finding entailed questions from MediQuad and Icliniq QA pairs, for a particular query. We get an
entailment score, RQE entailment embedding, and answer for each QA pair in MediQuad and Iclinq data. We then
pick up the top N entailed questions.

4.5 Jointly Learning to Filter and Re-rank

Multitask learning is defined as, “A learning
paradigm in machine learning whose aim is to
leverage useful information contained in multiple
related tasks to help improve the generalization
performance of all the tasks”. (Zhang and Yang,
2017) As the tasks of both filtering and re-ranking
are highly related and can benefit from shared fea-
ture space, we propose a multi-task learning based
system to both rank and filter our candidate an-
swers.

In this system we use the MT-DNN (Liu et al.,
2019) based models developed for NLI and RQE
(described in Sectition 4.1) as feature extractors.
The embedding generated for classification from
both the models is used as features. In addition
we also use the scores from RQE models to get
RQE candidates from MediQUAD (Ben Abacha
and Demner-Fushman, 2019) corpus. Going for-
ward we refer to these features as embeddings.

Our initial step is the same as our baseline sys-
tem and is summarized in Section 4.3. For each
candidate answer in training set and the retrieved
entailed answer we obtain the following embed-
dings:

1. NLI Embedding: If an entailing question’s
answer A has a sentences and candidate an-
swers C have c sentences, then a tensor of

a ∗ c ∗ 768

is extracted to make an embedding matrix us-
ing the NLI module. Each sentence in entail-
ing Answer A is combined with every sen-
tence of candidate answer C and passed to the
MT-DNN NLI model to build this tensor. We
then run a convolution encoder on this ma-
trix to obtain an NLI embedding. The final

layer is an average pooling layer which aver-
ages each of the four quadrants of 256 chan-
nel feature map and concatenates them to ob-
tain an NLI embedding of size 1024. This
step is necessary to convert varied size (due
to varying a and c above) feature maps to a
single embedding of size 1024.

2. RQE Embedding: This is the embedding
obtained from the RQE model while search-
ing for the entailed questions.

3. Metadata Embedding: This embedding en-
codes metadata features for the pair. We en-
code the candidate answer source (one-hot),
the entailed answer source (one-hot), candi-
date answer length, entailed answer length,
candidate answer system rank, and TF-IDF
scores of 2000 words (trained on Medi-
QUAD) for the candidate answer.

We concatenate the above embeddings for each
candidate answer (referred to as joint embedding
going forward). For a given entailed answer, one
joint embedding is obtained for each candidate an-
swer. The entire process of converting a single
entailing answer to a set of joint embeddings for
candidates is summarized in Figure 2.

Using the joint embeddings obtained above we
train two binary classifiers, which are fully con-
nected neural networks, as follows:

1. Filtering classifier: This classifier takes in
the joint embedding for a single candidate an-
swer and classifies it as relevant or irrelevant.

2. Pairwise ranking classifier: This classifier
takes in the joint embedding of two candi-
date answers and classifies if the first candi-
date ranks higher or not.
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Figure 2: Creating NLI embedding for each RQE Answer A1 by concatenating it with every candidate answer
(CA) and passing it through the NLI module and convolutional encoder. This NLI embedding is then concatenated
with the corresponding RQE Question (Q1) embedding and Metadata embedding to obtain the joint embedding.

Architecture details are provided in Appendix
A.

4.6 Training and Inference details

For a given confidence threshold T, if less than N
questions are obtained from the RQE model, we
only use the questions which satisfy the threshold.
In case no entailed question is returned, we use
the top entailed question despite confidence be-
ing below the threshold. Unlike the baseline, here
joint embedding is extracted separately for each
entailed answer. Hence this allows for having dif-
ferent number of entailed answers for each ques-
tion.

For training we consider each question and can-
didate answers as a batch. We define the final
training loss as follows:

Ltotal =
∑

N

(
∑

c

Lfilter(c)

+ α
∑

p∈c2−1pairs
Lpair(p)) (1)

where N is the number of RQE candidates we have
for this question, c is the number of candidate an-
swers, Lfilter is the loss obtained from filtering
classifiers, Lpair is the loss obtained from pair-
wise classifier. We use Cross-Entropy Loss for
both Lfilter and Lpair. Here we use α = 2 to fo-
cus more on the re-ranking task as it is considered
tougher than filtering. To augment the training
data we use higher-ranked candidate answers as
entailed answers to create training instances with
lower-ranked candidate answers. While inference
we use the ensemble from different RQE candi-

dates to decide upon filtering and pairwise rank-
ing, by summing the scores from candidates.

5 Experiments and Results

For this task we perform multiple experiments on
feature-engineered system in Section 4.4 to asses
the usefulness of the designed features. These ex-
periments later help us incorporate these features
into Metadata Embedding defined in Section 4.5.

Firstly we run the experiments on Metedata fea-
tures, BoW, Coarse-grained RQE and NLI scores.
The results are shown in Table 1. We later in-
corporate the RQE embeddings from RQE system
and the results are shown in Table 2. Here we
evaluate the system with different number of RQE
candidates at different threshold settings. Previ-
ous experiments were conducted on the filtering
task only . For ranking task we train SVM-Rank
(Joachims, 2006) based systems to learn pair-wise
ranking, using the same features as the filtering
task. Experiments with SVM-Rank (Joachims,
2006) were performed with N=3 RQE candidates
and the results are shown in Table 4.

Moving to jointly learning system introduced
in Section 4.5, we train it with different parame-
ter settings. Due to lack of resources, we could
evaluate only a few hyperparameter settings where
N is the most number of RQE candidates con-
sidered while training and T is the the threshold
for retrieving the candidates. In addition we also
evaluate the results with augmented datasets from
icliniq. We share the results on validation data in
Table 6 and results on test set in Table 5.
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Metrics Accuracy Spearmans
Rho

Metadata 50.12 0.091
Metadata + BoW
+ RQE Scores

61.23 0.125

Metadata + BoW
+ RQE scores +
Avg NLI

62.17 0.127

Table 1: Results with features except RQE embeddings
using Logistic Regression

No. of RQE Candidates
RQE Threshold N=1 N=3 N=5
No Threshold 63.12 67.17 64.92

T=0.9 63.21 65.12 63.9
T=0.7 64.91 69.67 66.123
T=0.5 65.18 68.96 65.031

Table 2: Accuracy obtained on including RQE embed-
dings.

RQE Threshold Coverage
T=0.5 186/208
T=0.7 175/208
T=0.9 150/208

Table 3: Coverage of Validation set based on RQE
threshold for Task 3.

System Spearman’s Rho
LR based filtering 0.2327
Rank-SVM(T=0.9) 0.2627
Rank-SVM(T=0.7) 0.2972
Rank-SVM(T=0.5) 0.2812

Table 4: Rank-SVM results with Fine-grained features
for N=3 candidates with different threshold levels for
Task 3.

6 Discussion

We design the experiments to see if the answering
and re-ranking tasks can be improved upon using
RQE and NLI tasks. This hypothesis was proved
by seeing the improved performance on including
RQE and NLI features in Section 4.4 as shown in
Table 1. Moreover we see that on including RQE
embeddings we get the performance boost as seen
in Table 2.

Another question which we can ask ourselves is
how many entailed answers are good enough for
performing filtering and re-ranking and how con-
fident do we need to be about the entailment to
consider a candidate. Experimental results shown
in Table 2 show that we can’t take too high num-
ber of candidates as well as the threshold can’t be
too high. We see in Table 3 that if we take too
high threshold for entailment, we might not find
an entailing answer altogether. Hence going for-
ward for all experiments we have taken threshold
as 0.7 and number of candidates as 3.

While the feature sets discussed in the above ex-
periments perform well in filtering tasks, they do
not do well when their re-ranking is done based
on their filtering scores. In further experiments
we train a specialized ranking system using SVM-
Rank (Joachims, 2006) and the results are shared
in Table 4. We see that the same exact feature
set could learn well to re-rank when trained with
specialized algorithm. Improved results in Table 2
and Table 4 by learning on the same feature set but
using different algorithms motivated us to design
our approach in Section 4.5 which would learn a
joint high-dimensional feature space for both the
tasks.

Experiments on multi-task learning clearly
show that this technique is superior to feature-
engineered approach in both re-ranking and filter-
ing. We attribute this increase in performance to
mainly two factors: Firstly the multi-task setting
allows it to learn more generalized features. Sec-
ondly, inclusion of high-dimensional NLI features
in the architecture which was previously not pos-
sible with feature-engineered approach. However
the computationally expensive nature of this ap-
proach did not let us experiment with many hyper-
parameter settings. The results on Validation data
and Test data are shown in Table 6 and Table 5
respectively.

From the results in Table 6 and Table 5 we see
that it reinforces our analysis done about the can-
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Hyperparameters Accuracy Spearman’s Rho MRR Precision
N=3, T=0.7, Corpus = Mediquad + Icliniq 0.765 0.338 0.962 0.776

N=3 , T=0.7 , Corpus = Mediquad 0.733 0.354 0.955 0.741
N=5 , T=0.7, Corpus = Mediquad 0.7 0.317 0.97 0.709

Table 5: Multi-Task learning results with different parameter settings on Test data for Task 3.

Hyperparameters Accuracy Spearman’s Rho
N=3, T=0.7, Corpus = Mediquad + Icliniq 78.12 0.351
N=3 , T=0.7 , Corpus = Mediquad 76.1 0.372
N=5 , T=0.7, Corpus = Mediquad 71.1 0.331

Table 6: Multi-Task learning results with different parameter settings on Validation data for Task 3.

didate and threshold settings based on Table 3. We
also see that adding additional data from Icliniq
improves the accuracy but decreases the Spear-
man’s Rho. This can be attributed to the language
style difference between ICliniq and MediQUAD
(Ben Abacha and Demner-Fushman, 2019). As re-
ranking is a tougher task, it’s performance takes a
hit while the accuracy does improve owing to bet-
ter RQE coverage.

7 Shared Task Performance

To evaluate our performance on the test sets, we
submitted our NLI, RQE and Re-ranking & Filter-
ing model independently on the shared task leader-
board. For Task 1, i.e. the NLI task, we achieved
an accuracy of 85.7 on the test set. For Task 2, i.e.
the RQE task, we observed that the test set var-
ied greatly as compared to the training set, lead-
ing to poor results on test dataset. To account
for this difference, we discarded the training data
and trained our model only on the validation and
augmented data. This model gave us an accu-
racy of 67.1 on the test set. The best model for
both the tasks is the ensemble of Infersent (Con-
neau et al., 2017), BERT fine-tuned (last 4 layers)
(Devlin et al., 2018) and MT-DNN (Huang et al.,
2013). For both For Task 3, i.e. the re-ranking and
filtering task, the results are shown in Table 5.

In the NLI task , our system ranked 7th (out
of 17), showing an improvement of 20% over the
task baseline. In the RQE task, our system ranked
4th (out of 12), showing an improvement of 24%
over the task baseline. In the Question Answering
Task, our system ranked 3rd (out of 10) in filter-
ing metrics (both Accuracy and Precision) while it
ranked 1st (out of 10) in the ranking metrics (both
Mean Reciprocal Rank and Spearmanś Rho). The

system performs significantly better than others in
ranking metrics, showing an improvement of 2.6%
and 42% in Mean Reciprocal Rank and Spear-
man’s Rho respectively over the next best scores
from the participating teams. Interestingly, our
system is the only participating system which out-
performs the baseline (ChiQA provided answers)
on Spearman’s Rho. However, this is not surpris-
ing as we take ChiQA rank as one of our input
features.

8 Error Analysis

In case of NLI, we observe that the model gener-
ally fails in two major settings explained below.
Since most of our training data has negation words
like ‘do not’, ‘not’ etc for the contradicting hy-
pothesis, the model assigns the label as contradic-
tion whenever it sees a confusing example with
negation term as shown in Figure 3.

Figure 3: NLI model Incorrectly Predicting Contradic-
tion on Test Set

The model also fails while trying to differentiate
between statements that are neutral versus those
that entail each other. The model generally relies
on lexical overlap between the hypothesis and the
premise, and in cases, when it is unable to find
one, falls back to assigning the label as neutral as
shown in Figure 4.

For the RQE task, we observe that our model la-
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Figure 4: NLI model Incorrectly Predicting Neutral on
Test Set

bels the CHQ-FAQ pairs as entailment when they
have a high lexical overlap of the medical enti-
ties and not entailment otherwise. We confirm this
with some examples from the RQE test set.

Figure 5: RQE model incorrectly predicting True on
test set

Figure 6: RQE model incorrectly predicting False on
test set

The example shown in Figure 5 has a uni-
gram overlap of 6 and bigram overlap of 3. So
our model predicts the label as True, whereas the
ground truth label is False because even though the
same disease is being referred to in both the CHQ
and FAQ, the questions being asked about it are
different.

The example shown in Figure 6 has a unigram
overlap of 2 and bigram overlap of 0. So our
model predicts the label as False, whereas the
ground truth label is True because the FAQ is sort
of like an abstractive summary of the CHQ with
less lexical overlap.

Above analysis suggests that RQE or NLI mod-
els are baised to the lexical overlap of medical en-
tities. To overcome this, we could extract medical
entities using Metamap (Aronson, 2006) and mask

them randomly during training so that the model
learns the semantic representation even without
the medical entities. Masking entities has been
shown to generalize better in ERNIE(Zhang et al.,
2019) in comparison to BERT(Devlin et al., 2018).

For the re-ranking and filtering tasks we look
into the macro-trends and investigate what quali-
fies as tougher problems for both the tasks. From
Figure 7, it is clear that lower ranked valid answers
are generally harder answers for filtering. Observ-
ing the valid answers with low ranks, we see that
they generally have only 1-2 relevant sentences
each, which might be hard for the model especially
in cases where the answers have a lot of sentences.
Similar analysis for the filtering tasks based on the

Figure 7: Relationship between the rank of the valid
answer and it’s filtering recall. The number in paren-
thesis denotes number of such examples seen in the test
dataset.

number of sentences in the answers show some in-
teresting trends, as shown in Figure 8. Interest-
ingly, the model performs really well for filtering
longer answers with more than 80 sentences. On
further analysis, it is seen that generally the en-
tailed answers can be entirely found in these large
candidate answers for the valid answers.

We also observe that the spearman’s rho is sen-
sitive to the number of valid candidates for each
question. Especially when the number of valid
candidates are less, the metric can vary consid-
erably even with a small error. When analyzing
the spearman’s rho on per question basis, it is seen
that the questions with just two valid answers get
a score of -1 on getting the order wrong, while
the score is 1 if the order is right. This variabil-
ity is captured in Figure 9. The accuracy however,
varies only slightly based on the number of valid
answers.
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Figure 8: Relationship between the number of sen-
tences in an answer and the filtering accuracy. The
number in parenthesis denotes number of such exam-
ples seen in the test dataset.

Figure 9: Trends in accuracy and spearman’s rho based
on the number of valid answers for a question. In case
of 1 valid answer, spearman’s rho is always taken as
0. The number in parenthesis denotes number of such
examples seen in the test dataset.

9 Conclusion and Future work

Our results show that learning to re-rank and fil-
ter answers in a multi-task setting help learn a
joint feature space which improves performance
on both the tasks. In addition, we show that we can
harness the power of pre-trained models by fine-
tuning them for a specific task and using them as
feature extractors to assist in non-trivial tasks such
as re-ranking and large document classification.
We see that an increase in the size of the corpus
with augmented data leads to improved results,
hence some more work can be done to build upon
the work of (Ben Abacha and Demner-Fushman,
2019). Additionally, we could improve the NLI
and RQE systems by tackling the bias created due
to the lexical overlap of medical entities among
the two sentences/questions, as these were the pre-
dominant errors made by our models. This would

indirectly translate to an improved performance of
the filtering and re-ranking system.
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A Appendix

Classifier Architecture

Filtering

3824-2048:bn:a
2048-1024:bn:a
1024-512:bn:a
512-512:bn:a
512-256:bn:a
256-64:bn:a
64-1:a

Pairwise Ranking

7648-3824:bn:a
3824-2048:bn:a
2048-1024:bn:a
1024-512:bn:a
512-512:bn:a
512-256:bn:a
256-64:bn:a
64-1:a

Table 7: Classifier Specifications: ‘X1-X2’ - denotes
a linear layer with X1 input features and X2 output
features. ‘bn - with batch normalization, ‘a’: denotes
activation, ‘:’ - separates two layers. Activation used
everywhere is ReLU except for the output layer where
sigmoid is used.

Convolution Encoder Layers
Input : c :768
c:768, k:(1,1), s:(1,1),p:(1,1), bn
c:512, k:(3,3), s:(1,1), p:(2,2), bn
c:512, k:(3,3), s:(2,2), p:(1,1)
c:256, k:(2,2), s:(1,1), p:(1,1), bn
c:,256 k:(3,3), s:(1,1), p:(2,2),
Quadrant Pooling

Table 8: Convolution Encoder Specification. ‘c’: num-
ber of filters, ‘k’: kernel size, ‘s’: stride size, ‘p’:
padding size, ‘bn’: with batch normalization. The sizes
are in order (height, width). ReLU activation function
is used after each layer except for the input and output
layer. Quadrant Pooling is described in Section 4.
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Abstract

This paper describes our competing system to
enter the MEDIQA-2019 competition. We use
a multi-source transfer learning approach to
transfer the knowledge from MT-DNN (Liu
et al., 2019b) and SciBERT (Beltagy et al.,
2019) to natural language understanding tasks
in the medical domain. For transfer learn-
ing fine-tuning, we use multi-task learning on
NLI, RQE and QA tasks on general and medi-
cal domains to improve performance. The pro-
posed methods are proved effective for natu-
ral language understanding in the medical do-
main, and we rank the first place on the QA
task.

1 Background

The MEDIQA 2019 shared tasks (Ben Abacha
et al., 2019) aim to improve the current state-of-
the-art systems for textual inference, question en-
tailment and question answering in the medical
domain. This ACL-BioNLP 2019 shared task is
motivated by a need to develop relevant methods,
techniques and gold standards for inference and
entailment in the medical domain and their ap-
plication to improve domain-specific information
retrieval and question answering systems. The
shared task consists of three parts: i) natural lan-
guage inference (NLI) on MedNLI, ii) Recogniz-
ing Question Entailment (RQE), and iii) Question
Answering (QA).

Recent advancement in NLP such as BERT
(Devlin et al., 2018) has facilitated great improve-
ments in many Natural Language Understanding
(NLU) tasks (Liu et al., 2019b). BERT first trains
a language model on an unsupervised large-scale
corpus, and then the pretrained model is fine-tuned
to adapt to downstream NLU tasks. This fine-
tuning process can be seen as a form of transfer
learning, where BERT learns knowledge from the

large-scale corpus and transfer it to downstream
tasks.

We investigate NLU in the medical (scientific)
domain. From BERT, we need to adapt to i) The
change from general domain corpus to scientific
language; ii) The change from low-level language
model tasks to complex NLU tasks. Although
there is limited training data in NLU in the medi-
cal domain, we fortunately have pre-trained mod-
els from two intermediate steps:

• General NLU embeddings: We use MT-DNN
(Liu et al., 2019b) trained on GLUE bench-
mark(Wang et al., 2019). MT-DNN is trained
on 10 tasks including NLI, question equiv-
alence, and machine comprehension. These
tasks correspond well to the target MEDIQA
tasks but in different domains.

• Scientific embeddings: We use SciBERT
(Beltagy et al., 2019), which is a BERT
model, but trained on SemanticScholar sci-
entific papers. Although SciBERT obtained
state-of-the-art results on several single-
sentence tasks, it lacks knowledge from other
NLU tasks such as GLUE.

In this paper, we investigate different methods
to combine and transfer the knowledge from the
two different sources and illustrate our results on
the MEDIQA shared task. We name our method
as DoubleTransfer, since it transfers knowledge
from two different sources. Our method is based
on fine-tuning both MT-DNN and SciBERT using
multi-task learning, which has demonstrated the
efficiency of knowledge transformation (Caruana,
1997; Liu et al., 2015; Xu et al., 2018; Liu et al.,
2019b), and integrating models from both domains
with ensembles.
Related Works. Transfer learning has been
widely used in training models in the medical do-
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Algorithm 1 Multi-task Fine-tuning with External Datasets

Require: In-domain datasets D1, ...,DK1 , External domain datasets DK1+1, ...,DK2 , max epoch, mix-
ture ratio α

1: Initialize the modelM
2: for epoch= 1, 2, ..., max epoch do
3: Divide each dataset Dk into Nk mini-batches Dk = {bk1, ..., bkNk

}, 1 ≤ k ≤ K2

4: S ← D1 ∪ D2 ∪ · · · ∪ DK1

5: N ← N1 +N2 + · · ·+NK1

6: Randomly pick bαNc mini-batches from
⋃K2

k=K1
Dk and add to S

7: Assign mini-batches in S in a random order to obtain a sequence B = (b1, ..., bL), where L =
N + bαNc

8: for each mini-batch b ∈ B do
9: Perform gradient update onM with loss l(b) =

∑
(s1,s2)∈b l(s1, s2)

10: end for
11: Evaluate development set performance on D1, ...,DK1

12: end for
Ensure: Model with best evaluation performance

main. For example, Romanov and Shivade (2018)
leveraged the knowledge learned from SNLI to
MedNLI; a transfer from general domain NLI
to medical domain NLI. They also employed
word embeddings trained on MIMIC-III medical
notes, which can be seen as a language model in
the scientific domain. SciBERT (Beltagy et al.,
2019) studies transferring knowledge from SciB-
ERT pretrained model to single-sentence classifi-
cation tasks. Our problem is unique because of
the prohibitive cost to train BERT: Either BERT or
SciBERT requires a very long time to train, so we
only explore how to combine the existing embed-
dings from SciBERT or MT-DNN. Transfer learn-
ing is also widely used in other tasks of NLP, such
as machine translation (Bahdanau et al., 2014) and
machine reading comprehension (Xu et al., 2018).

2 Methods

We propose a multi-task learning method for the
medical domain data. It employs datasets/tasks
from both medical domain and external domains,
and leverage the pre-trained model such as MT-
DNN and SciBERT for fine-tuning. An overview
of the proposed method is illustrated in Figure 1.
To further improve the performance, we propose
to ensemble models trained from different initial-
ization in the evaluation stage. Below we detail
our methods for fine-tuning and ensembles.

2.1 Fine-tuning details

Algorithm. We fine-tune the two types of pre-
trained models on all the three tasks using multi-
task learning. As suggested by MEDIQA pa-
per, we also fine-tune our model on MedQuAD
(Abacha and Demner-Fushman, 2019), a med-
ical QA dataset. We will provide details for
fine-tuning on these datasets in Section 2.3. We
additionally regularize the model by also train-
ing on MNLI (Williams et al., 2018). To pre-
vent the negative transfer from MNLI, we put
a larger weight on MEDIQA data by sampling
MNLI data with less probability. Our algorithm
is presented in Algorithm 1 and illustrated as Fig-
ure 1, which is a mixture ratio method for multi-
task learning inspired by Xu et al. (2018). We
start with in-domain datasets D1, ...DK1 (i.e., the
MEDIQA tasks, K1 = 3) and external datasets
DK1+1, ...,DK2 (in this case MNLI). We cast all
the training samples as sentence pairs (s1, s2) ∈
Dk, k = 1, 2, ...,K2. In each epoch of training, we
use all mini-batches from in-domain data, while
only a small proportion (controlled by α ) of mini-
batches from external datasets are used to train the
model. In our experiments, the mixture ratio α
is set to 0.5. We use MedNLI, RQE, QA, and
MedQuAD in medical domain as in-domain data
and MNLI as external data. For MedNLI, we ad-
ditionally find that using MedNLI as in-domain
data and RQE, QA, MedQuAD as external data
can also help boost performance. We use models
trained using both setups of external data for en-
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Figure 1: Illustration of the proposed multi-source multi-task learning method.

sembling.
Pre-trained Models. We use three different
types of initialization as the starting point for
fine-tuning: i) the uncased MT-DNN large model
from Liu et al. (2019b), ii) the cased knowledge-
distilled MT-DNN model from Liu et al. (2019a),
and iii) the uncased SciBERT model (Beltagy
et al., 2019). We add a simple softmax layer (or
linear layer for QA and MedQuAD tasks) atop
BERT as the answer module for fine-tuning. For
initialization in step 1 in Algorithm 1, we initial-
ize all BERT weights with the pretrained weights,
and randomly initialize the answer layers. After
multi-task fine-tuning, the joint model is further
fine-tuned on each specific task to get better per-
formance. We detail the training loss and fine-
tuning process for each task in Section 2.3.
Objectives. MedNLI and RQE are binary clas-
sification tasks, and we use a cross-entropy loss.
Specifically, for a sentence pairX we compute the
loss

L(X) = −
∑

c

1(X, c) log(Pr(c|X)),

where c iterates over all possible classes, 1(X, c)
is the binary indicator (0 or 1) if class label c is
the correct classification forX , and Pr(c|X) is the
model prediction for probability of class c for sam-
ple X .

We formulate QA and MedQuAD as regression
tasks, and thus a MSE loss is used. Specifically,
for a question-answer pair (Q,A) we compute the
MSE loss as

L(Q,A) = (y − score(Q,A))2,

where y is the target relevance score for pair
(Q,A), and score(Q,A) is the model prediction
for the same pair.

2.2 Model Ensembles
After fine-tuning, we ensemble models trained
from MT-DNN and SciBERT, and using different

setups of in-domain and external datasets. The
traditional methods typically fuse models by aver-
aging the prediction probability of different mod-
els. For our setting, the in-domain data is very
limited and it tends to overfit; this means the pre-
dictions can be arbitrarily close to 1, favoring to
more over-fitting models. To prevent over-fitting,
we ensemble the models by using a majority vote
on their predictions, and resolving ties using sum
of prediction probabilities. Suppose we have M
models, and the m-th model predicts the answer
p̂m for a specific question. For the classification
task (MedNLI and RQE), we have p̂m ∈ RC ,
where C is the number of categories. Let ŷm =

argmaxi p̂
(i)
m be the prediction of modelm, where

p̂
(i)
m is the i-th dimension of p̂m. The final predic-

tion is chosen as

ŷensemble = argmax
y∈maj({ŷm}Mm=1)

M∑

m=1

p̂(y)m .

In other words, we first obtain the major-
ity of predictions by computing the majority
maj({ŷm}Mm=1), and resolve the ties by comput-
ing the sum of prediction probabilities

∑M
m=1 p̂

(y)
m .

For QA tasks (QA and MedQuAD), the task is cast
as a regression problem, where a positive number
means correct answer, and negative otherwise. We
have p̂m ∈ R. We first compute the average score
p̂ensem = 1

M

∑M
m=1 p̂m. We also compute the pre-

diction as ŷm = I(p̂m ≥ 0), where I is the indica-
tor function. We compute the ensemble prediction
through a similar majority vote as the classifica-
tion case:

ŷensem =





1, if
∑M

m=1 ŷm > M/2

0, if
∑M

m=1 ŷm < M/2

I(p̂ensem > 0), otherwise.

To be precise, we predict the majority if a tie does
not exist, or the sign of p̂ensem otherwise. The fi-
nal ranking of answers is carried out by first rank
the (predicted) positive answers, and then the (pre-
dicted) negative answers.
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2.3 Dataset-Specific Details

MedNLI: Since the MEDIQA shared task uses a
different test set than the original MedNLI dataset,
we merge the original MedNLI development set
into the training set and use evaluation perfor-
mance on the original MedNLI test set. Further-
more, MedNLI and MNLI are the same NLI tasks,
thus, we shared final-layer classifiers for these two
tasks. For MedNLI, we find that each consecutive
3 samples in all the training set contain the same
premise with different hypothesizes, and contains
exactly 1 entail, 1 neutral and 1 contradiction. To
the end, in our prediction, we constrain the three
predictions to be one of each kind, and use the
most likely prediction from the model prediction
probabilities.
RQE: We use the clinical question as the premise
and question from FAQ as the hypothesis. We find
that the test data distribution is quite different from
the train data distribution. To mitigate this effect,
we randomly shuffle half of the evaluation data
into the training set and evaluate on the remain-
ing half.
QA: We use the answer as the premise and the
question as the hypothesis. The QA task is cast
as both a ranking task and a classification task.
Each question is associated with a relevance score
in {1, 2, 3, 4}, and an additional rank over all
the answers for a specific question is given. We
use a modified score to incorporate both informa-
tion: suppose there arem questions with relevance
score s ∈ {1, 2, 3, 4}. Then the i-th most relevant
answer in these m questions get modified score
s− i−1

m . In this way the scores are uniformly dis-
tributed in (s− 1, s]. We shift all scores by −2 so
that a positive score leads to a correct answer and
vice versa. We also tried pairwise losses to incor-
porate the ranking but did not find it to boost the
performance very much.

We find that the development set distribution is
inconsistent with test data - the training and test set
consist of both LiveQAMed and Alexa questions,
whereas the development set seems to only con-
tain LiveQAMed questions. We shuffle the train-
ing and development set to make them similar: We
use the last 25 questions in original development
set (LiveQAMed questions) and the last 25 Alexa
questions (from the original training set) as our de-
velopment set, and use the remaining questions as
our training set. This results in 1,504 training pairs
and 431 validation pairs. Due to the limited size

of the QA dataset, we use cross-validation that di-
vides all pairs into 5 slices and train 5 models by
using each slice as a validation set. We train MT-
DNN and SciBERT on both these 5 setups and ob-
tain 10 models, and ensemble all the 10 models
obtained.
MedQuAD: We use 10,109 questions from
MedQuAD because the remaining questions are
not available due to copyright issues. The original
MedQuAD dataset only contains positive question
pairs. We add negative samples to the dataset by
randomly sampling an answer from the same web
page. For each positive QA pair, we add two neg-
ative samples. The resulting 30,327 pairs are ran-
domly divided into 27,391 training pairs and 2,936
evaluation pairs. Then we use the same method as
QA to train MedQuAD; we also share the same
answer module between QA and MedQuAD.

2.4 Implementation and Hyperparameters

We implement our method using PyTorch1 and
Pytorch-pretrained-BERT2, as an extension to
MT-DNN3. We also use the pytorch-compatible
SciBERT pretrained model provided by Al-
lenNLP4. Each training example is pruned to at
most 384 tokens for MT-DNN models and 512 to-
kens for SciBERT models. We use a batch size of
16 for MT-DNN, and 40 for SciBERT. For fine-
tuning, we train the models for 20 epochs using
a learning rate of 5 × 10−5. After that, we fur-
ther fine-tune the model from the best multi-task
model for 6 epochs for each dataset, using a learn-
ing rate of 5×10−6. We ensemble all models with
an accuracy larger than 87.7 for MedNLI, 83.5 for
shuffled RQE, and 83.0 for QA. We ensemble 4
models for MedNLI, 14 models for RQE. For QA,
we ensemble 10 models from cross-validation and
7 models using the normal training-validation ap-
proach.

3 Results

In this section, we provide the leaderboard perfor-
mance and conduct an analysis of the effect of en-
semble models from different sources.

1https://pytorch.org/
2https://github.com/huggingface/

pytorch-pretrained-BERT
3https://github.com/namisan/mt-dnn
4https://github.com/allenai/scibert
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Model Dev Set Test Set
WTMed - 98.0
PANLP - 96.6
Ours 91.7 93.8
Sieg - 91.1
SOTA 76.6 -

Table 1: The leaderboard for MedNLI task (link).
Scores are accuracy(%). Our method ranked the 3rd
on the leaderboard. Previous SOTA method was from
(Romanov and Shivade, 2018), on the original MedNLI
test set (used as dev set here).

Model Dev Set Test Set
PANLP - 74.9
Sieg - 70.6
IIT-KGP - 68.4
Ours 91.7 66.2

Table 2: The leaderboard for RQE task (link). Scores
are accuracy(%). Our method ranked the 7th on the
leaderboard.

3.1 Test Set Performance and LeaderBoards

The results for MedNLI dataset is summarized in
Table 1. Our method ends up the 3rd place on the
leaderboard and substantially improving upon pre-
vious state-of-the-art (SOTA) methods.

The results for RQE dataset is summarized in
Table 2. Our method ends up the 7th place on the
leaderboard. Our method has a very large discrep-
ancy between the dev set performance and test set
performance. We think this is because the test set
is quite different from dev set, and that the dev set
is very small and easy to overfit to.

The results for QA dataset is summarized in Ta-
ble 3. Our method reaches the first place on the
leaderboard based on accuracy and precision score
and 3rd-highest MRR. We note that the Spearman
score is not consistent with other scores in the
leaderboard; actually, the Spearman score is com-
puted just based on the predicted positive answers,
and a method can get very high Spearman score by
never predict positive labels.

3.2 Ensembles from Different Sources

We compare the effect of ensembling from dif-
ferent sources in Table 4. We train 6 different
models with different randomizations, with ini-
tializations from MT-DNN (#1,#2,#3) and SciB-
ERT (#4, #5,#6) respectively. If we ensemble

Model Acc Spearman Precision MRR
Ours 78.0 0.238 81.91 0.937
PANLP 77.7 0.180 78.1 0.938
Pentagon 76.5 0.338 77.7 0.962
DUT-BIM 74.5 0.106 74.7 0.906

Table 3: The leaderboard for QA task (link). Our
method ranked #1 on the leaderboard in terms of Acc
(accuracy). The Spearman score is not consistent with
other scores in the leaderboard.

models with the same MT-DNN architecture, the
resulting model only has around 1.5% improve-
ment in accuracy, compared to the numerical aver-
age of the ensemble model accuracies (#1+#2+#3
and #4+#5+#6 in Table 4). On the other hand, if
we ensemble three models from different sources
(#1+#2+#5 and #1+#5+#6 in Table 4), the result-
ing model gains more than 3% in accuracy com-
pared to the numerical average. This shows that
ensembling from different sources has a great ad-
vantage than ensembling from single-source mod-
els.

Model Avg. Acc Esm. Acc
Single Model

#1, MT-DNN - 88.61
#2, MT-DNN - 88.33
#3, MT-DNN - 87.84
#4, SciBERT - 88.19
#5, SciBERT - 87.70
#6, SciBERT - 87.21

Ensemble Model
#1+#2+#3, MT-DNN 88.26 89.7
#4+#5+#6, SciBERT 87.70 89.2
#1+#2+#5, MultiSource 88.21 91.6
#1+#5+#6, MultiSource 87.84 90.4
#1-6, MultiSource 87.98 91.3

Table 4: Comparison of ensembles from different
sources. Avg.Acc stands for average accuracy, the nu-
merical average of each individual model’s accuracy.
Esm.Acc stands for ensemble accuracy, the accuracy
of the resulting ensemble model. For ensembles, MT-
DNN means all the three models are from MT-DNN,
and similarly for SciBERT; MultiSource denotes the
ensemble models come from two different sources.

3.3 Single-Model Performance

For completeness, we report the single-model per-
formance on the MedNLI development set under
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various multi-task learning setups and initializa-
tions in Table 5. (1) The Naı̈ve approach denotes
only MedNLI, RQE, QA, MedQuAD is consid-
ered as in-domain data in Algorithm 1 without
any external data; (2) The Ratio approach denotes
that we consider MedNLI as in-domain data, and
RQE, QA, MedQuAD as external data in Algo-
rithm 1; (3) The Ratio+MNLI approach denotes
that we consider MedNLI, RQE, QA, MedQuAD
as in-domain data and MNLI as external data in
Algorithm 1. Note that MNLI is much larger
than the medical datasets, so if we use RQE, QA,
MedQuAD, MNLI as external data, the perfor-
mance is very similar to the third setting. We
did not conduct experiments on single-dataset set-
tings, as previous works have suggested that multi-
task learning can obtain much better results than
single-task models (Liu et al., 2019b; Xu et al.,
2018).

Overall, the best results are achieved via using
SciBERT as the pre-trained model, and multi-task
learning with MNLI. The models trained by mix-
ing in-domain data (the second setup) is also com-
petitive. We therefore use models from both setups
for ensemble.

Init Model Naı̈ve Ratio Ratio+MNLI
MT-DNN 86.9 86.2 87.8
MT-DNN-KD 87.5 88.2 88.8
SciBERT 87.1 87.0 89.4

Table 5: Single model performance on MedNLI de-
veloplment data. Naiı̈ve means simply integrating all
medical-domain data; Ratio means using MedNLI as
in-domain data and other medical domain data as ex-
ternal data; Ratio+MNLI means using medical domain
data as in-domain and MNLI as external.

4 Conclusion

We present new methods for multi-source transfer
learning for the medical domain. Our results show
that ensembles from different sources can improve
model performance much more greatly than en-
sembles from a single source. Our methods are
proved effective in the MEDIQA2019 shared task.
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Abstract

While deep learning techniques have shown
promising results in many natural language
processing (NLP) tasks, it has not been widely
applied to the clinical domain. The lack
of large datasets and the pervasive use of
domain-specific language (i.e. abbreviations
and acronyms) in the clinical domain causes
slower progress in NLP tasks than that of the
general NLP tasks. To fill this gap, we employ
word/subword-level based models that adopt
large-scale data-driven methods such as pre-
trained language models and transfer learning
in analyzing text for the clinical domain. Em-
pirical results demonstrate the superiority of
the proposed methods by achieving 90.6% ac-
curacy in medical domain natural language in-
ference task. Furthermore, we inspect the inde-
pendent strengths of the proposed approaches
in quantitative and qualitative manners. This
analysis will help researchers to select neces-
sary components in building models for the
medical domain.

1 Introduction

Natural language processing (NLP) has broadened
its applications rapidly in recent years such as
question answering, neural machine translation,
natural language inference, and other language-
related tasks. Unlike other tasks in NLP area, the
lack of large labeled datasets and restricted access
in the clinical domain have discouraged active par-
ticipation of NLP researchers for this domain (Ro-
manov and Shivade, 2018). Furthermore, the per-
vasive use of abbreviations and acronyms in the
clinical domain causes the difficulty of text nor-
malization and makes the related tasks more diffi-
cult (Pakhomov, 2002).

In building NLP models, a word embedding
layer that transforms a sequence of tokens in text
into a vector representation is considered as one

of the fundamental components. In recent stud-
ies, it has been shown that the pre-trained lan-
guage models by using a huge diversity of corpus
(i.e. BERT (Devlin et al., 2018) and ELMo (Peters
et al., 2018)) generate deep contextualized word
representations. These methods have shown to be
very effective for improving the performance of a
wide range of NLP tasks by enabling better text
understanding and have become a crucial part of
the tasks since they have published.

To stimulate the research in the clinical domain,
researchers have further investigated to transform
the pre-trained language models from general pur-
pose version into the medical domain-specific ver-
sion. Lee et al. (2019) propose BioBERT that uti-
lizes large-scale bio-medical corpora, PubMed ab-
stracts (PubMed) and PubMed Central full-text ar-
ticles (PMC), to obtain a medical domain spe-
cific language representation through fine-tuning
the BERT. Similarity, a PubMed-ELMo1, trained
with medical domain corpus, is released as one
of the contributed ELMo models for medical do-
main researchers. However, these models are not
yet fully explored in medical domain tasks.

Besides these general efforts in building bet-
ter word representations, Romanov and Shivade
(2018) introduce a large and publicly available
natural language inference (NLI) dataset, called
MedNLI, for the medical domain (see table 1).
Considering the expensive annotation cost of med-
ical text due to the sparsity of the clinical-domain
experts, the medical NLI task plays an import role
in boosting existing datasets for medical ques-
tion answering systems by retrieving similar ques-
tions that are already answered by human ex-
perts. Along with this effort, ACL-BioNLP 2019
committee announced a shared task, NLI for the
medical domain, motivated by a need to develop

1https://allennlp.org/elmo
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# Premise Hypothesis Label

1
She was treated with Magnesium Sulfate,
Labetalol, Hydralazine and bedrest as well as
betamethasone.

The patient is pregnant. entailment

2 Denied headache, sinus tenderness, rhinorrhea or
congestion. Patient has history of dysphagia contradiction

3 Type II Diabetes Mellitus 3. The patient does not require insulin. neutral

4 Ruled in for NSTEMI with troponin 0.11. The patient has myocardial ischemia. entailment

5 Her CXR was clear and it did not appear she had an
infection. Chest x-ray showed infiltrates contradiction

6 CHF, EF 55% 6. complains of shortness of breath neutral

Table 1: Examples from the development set of MedNLI.

relevant methods, techniques and gold standards
for inference and entailment (Ben Abacha et al.,
2019). The newly released dataset is larger in size
than that of any other previous medical domain
NLI dataset, however, it is still not enough to train
complicated neural network based models.

To fill this gap, we propose a combination
approach of NLP models and machine learning
methods to tackle the medical domain NLI task.
Our contributions are summarized as follows:

• We adopt the pre-trained language models
(BioBERT, PubMed-ELMo) to overcome the
shortage of training data which is a common
problem in the clinical domain.

• We apply the transfer learning method with
two general domain NLI datasets and show
that a source task in a domain can benefit
learning a target task in a different domain.

• We show the independent strengths of the
proposed approaches in quantitative and
qualitative manners. This analysis will help
researchers to select necessary components in
building models for the clinical domain.

2 Related Work

Researchers have investigated NLI tasks. Most of
the works employed a recurrent neural network
to encode each pair of sentences and to compute
the similarity between them (Conneau et al., 2017;
Subramanian et al., 2018). Recently, Liu et al.
(2019) proposed multi-task learning for natural
language tasks and achieved the best results on
NLI tasks. In the medical domain, Romanov and
Shivade (2018) adopted the ESIM (Chen et al.,
2017) model to the MedNLI task. The ESIM

model employs two bidirectional LSTM to en-
code each sentence independently and to calculate
a matching score between the sentences by using
alignment and pooling methods. They also applied
transfer learning with SNLI (Bowman et al., 2015)
and MNLI (Williams et al., 2018) datasets to im-
prove model performance in the MedNLI task.

Recently, pre-trained language models were
proposed (Peters et al., 2018; Devlin et al., 2018).
The multi-task benchmark for natural language
understanding (Wang et al., 2018) has shown that
these pre-trained language models brought addi-
tional performance gain by providing deep contex-
tualized word representations. Upon this success,
researchers further extended previous pre-trained
language models to medical domain-specific ver-
sions such as BioBERT (Lee et al., 2019) and
PubMed-ELMo (Peters, 2018).

However, none of these researches directly ap-
plied the pre-trained language models of the med-
ical domain to the MedNLI task.

3 Dataset and Problem

MedNLI (Romanov and Shivade, 2018), a large
publicly available and expert annotated dataset,
has been recently published for the MEDIQA
2019 shared task. This dataset comprises of tu-
ples<P,H, Y >where: P and H are a clinical sen-
tence pair, (premise and hypothesis, respectively);
Y indicates whether a given hypothesis can be in-
ferred from a given premise. In particular, Y is
categorized as one of three classes: “entailment”,
“contradiction”, and “neutral”. Table 1 shows ex-
amples of the MedNLI dataset. A total of 14,049
pairs, (11,232, 1,395, 1,422 for training, devel-
opment, and test, respectively), are created based
on the past medical history section of MIMIC-
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Figure 1: Overview of the BERT model.

III (Johnson et al., 2016).
In this research, we are interested in building a

model that classifies the given sentence pair into
the corresponding category. First, we consider a
point-wise approach that classifies each pair of
data independently into one of the three classes.
Next, we re-organize the dataset into the set of a
list that contains one of each class sentence pair.
Then we apply list-wise classification that clas-
sifies three sentence pair into each “entailment”,
“contradiction”, and “neutral” class exclusively.

4 Methods

As the size of the MedNLI dataset is limited to
train the whole weight parameters in complicated
neural network based models, we first choose a
BERT (Devlin et al., 2018) based model that pro-
vides pre-trained model parameters from a large
corpus. To further explore the performance of
modern neural network based models, we extend
the compare aggregate model (Wang and Jiang,
2016) with another type of pre-trained word-level
embedding, ELMo (Peters et al., 2018). Addition-
ally, we apply transfer learning from similar NLI
tasks (Bowman et al., 2015; Williams et al., 2018),
and we try to expand medical abbreviations to deal
with the general problem in the medical domain.

4.1 BioBERT

As a baseline model, we choose BioBERT (Lee
et al., 2019) since MedNLI is a bio-domain spe-
cific NLI task. It shows strength in understanding
medical domain text as it is fine-tuned with bio-
datasets such as PubMed and PMC. The BioBERT
adopts the same architecture as BERT, as shown in
figure 1, that takes WordPiece embeddings from
textual input and generates a language represen-
tation using a transformer model (Vaswani et al.,

2017).

WordPiece embedding: BioBERT utilizes the
WordPiece dictionary of BERT generated from
general domain corpus. Each premise P and
hypothesis H turn into sub-word embeddings,
EP ∈Rn×de and EH ∈Rm×de , using the dictio-
nary where de is a dimension of sub-word embed-
ding vectors and n and m are the length of the
sequences of P and H, respectively.

EP = WordPiece embedding(P),

EH = WordPiece embedding(H).
(1)

BioBERT adds the special classification embed-
ding “[CLS]” as the first token of every sen-
tence and separates EP and EH with a special to-
ken “[SEP]”. The final input representation fed to
transformer blocks is the sum of the token embed-
dings (ET ), position embeddings (EPo), and seg-
mentation embeddings (ES) as follow.

E = ET + EPo + ES ,

ET = [E[CLS], EP , E[SEP ], EH ].
(2)

Transformer encoder: The transformer en-
coder consists of multiple transformer blocks.
Each block uses Multi-Head Attention (MHA)
generating h different attentions. All the at-
tention heads calculated with different weights
are concatenated. A linear layer with a weight
matrix WH∈R(h×dv)×de computes the MHA
(Rinput length×de) with the concatenated attention
heads as follows:

MHA(Q, K, V) = (concat{hd1, .., hdn})WH ,

hdi = attn(Qi, Ki, Vi),

attn(Qi, Ki, Vi) = softmax(
QiKT

i√
dk

)Vi,

(3)
where Q = [Q1, ..., Qh], Qi ∈ Rn× de

h ,

K = [K1, ...,Kh],Ki ∈ Rn× de
h ,

V = [V1, ..., Vh], Vi ∈ Rn× de
h .

4.2 Compare Aggregate (CompAggr)

As we focus on the task that classifies the rela-
tionship between two sentences P and H (premise
and hypothesis) into one of three classes (entail-
ment, contradiction, or neutral), we adopt the com-
pare aggregate (CompAggr) model that is widely
used for a text sequence matching task (Wang
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Figure 2: Overview of the CompAggr model.

and Jiang, 2016). In addition to the CompAggr
model, we adopt PubMed-ELMo, that is trained
with medical domain corpus and released as one
of contributed ELMo models (Peters et al., 2018;
Peters, 2018), to alleviate the lack of training cor-
pus for the shared task. The final model consists of
four parts which are shown in figure 2.
Word representation: Premise P∈Rd×n and hy-
pothesis H∈Rd×m, (where d is a dimensionality
of word embedding and n, m are length of the se-
quences in P and H, receptively), are processed to
capture contextual information within the sentence
by using pretrained PubMed ELMo (Peters et al.,
2018) as follows:

EP = PubMed-ELMo(P),

EH = PubMed-ELMo(H).
(4)

Attention: The soft aliment of the EP and EH

are computed by applying an attention mechanism
over the column vector in EP for each column vec-
tor in EH . Using an attention weight αi for each
column vector in EP , we obtain a corresponding
vector AP ∈Rd×m from weighted sum of the col-
umn vectors of EP .

AP = EP · softmax((WEP )
ᵀEH), (5)

where W is a learned model parameter matrix.
Comparison: We use an element-wise multipli-
cation as a comparison function to combine each
pair of AP and EH into a vector C∈Rd×m.
Aggregation: Finally Kim (2014)’s CNN with n-
types of filters is applied to aggregate all the infor-
mation followed by another fully connected layer

to classify the P and H pair as follow:

R = CNN(C), (R∈Rnd)

ŷc = softmax((R)ᵀ W + b ),
(6)

where ŷc is the predicted probability distribution
for the target classes and the W∈Rnd×3 and bias
b are learned model parameters.

Our loss function is cross-entropy between pre-
dicted labels and true-labels as follow:

L = − log
N∏

i=1

C∑

c=1

yi,clog(ŷi,c), (7)

where yi,c is the true label vector, and ŷi,c is the
predicted probability from the softmax layer. C is
the total number of classes (entailment, contradic-
tion, and neutral for this task), and N is the total
number of samples used in training.

4.3 Transfer learning
Pan and Yang (2010) provide definitions of trans-
fer learning as follows:

Definition 1 (Transfer Learning) Given a source
domain DS and learning task TS , a target domain
DT and learning task TT , transfer learning aims to
help improve the learning of the target predictive
function fT (·) in DT using the knowledge in DS

and TS , where Ds 6= DT , or TS 6= TT .
While MedNLI has a relatively large amount

of training data in the clinical domain, NLI tasks
in general domain such as SNLI (Bowman et al.,
2015) and MNLI (Williams et al., 2018) have way
larger training data than MedNLI has. Since a
source and a target task in different domains can
improve a model performance if they are related
to each other we decide to use the two general do-
main NLI tasks to train BERT and BioBERT to
transfer their knowledge for MedNLI. Our case is
DS 6= DT where the feature spaces between the
domains are different or the marginal probability
distributions between domain datasets are differ-
ent (P (XS) 6= P (XT )).

4.4 Abbreviation expansion
Not unlike other medical text, abbreviations and
acronyms are easily found throughout the text in
MedNLI as table 1 shows from # 4 to 6. In or-
der to understand the effect of expanded forms
for clinical abbreviations, we replace the abbre-
viations with corresponding expanded forms. As
Liu et al. (2015) mentions that no universal rules
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Dataset Accuracy

dev test

+PMC 80.50 78.97
+PubMedd 81.14 78.83
+PubMed+PMC 82.15 79.04

Table 2: The BioBERT performance on the MedNLI
task. Each model is trained on three different combina-
tions of PMC and PubMed datasets (top score marked
as bold).

or dictionary for clinical abbreviations is available
we gather and exploit the public medical abbrevi-
ations from Taber’s Online2.

5 Experiments

We explore three kinds of BioBERT that are
fine-tuned from the original BERT with PMC,
PubMed, and PMC+PubMed datasets. As shown
in table 2, BioBERT trained on PubMed+PMC
performs the best. Thus we select it as a base
BioBERT model for the rest of the experiments.
Depends on a need for comparison or better un-
derstanding, we also include original BERT in the
experiments and report the results. The overall re-
sults of MedNLI are shown in table 3.

5.1 Experimental Setup

All experiments based on BioBERT and BERT
have a fixed learning rate 2e-5. We add early stop-
ping to stop the models from learning if evaluation
loss has not decreased for 4 steps where 1 step is
defined 20% of the whole training data. Other than
the learning rate and early stopping, all settings are
the same as they are in BioBERT and BERT.

For the CompAggr model, we use a context pro-
jection weight matrix with 100 dimensions. In the
aggregation part, we use 1-D CNN with a total
of 500 filters, which involved five types of fil-
tersK ∈R{1,2,3,4,5}×100, 100 per type. The weight
matrices for the filters were initialized using the
Xavier method (Glorot and Bengio, 2010). We use
the Adam optimizer (Kingma and Ba, 2014) in-
cluding gradient clipping by norm at a threshold
of 5. For the purpose of regularization, we applied
dropout (Srivastava et al., 2014) with a ratio of 0.7.

2https://www.tabers.com/tabersonline/view/Tabers-
Dictionary/767492/all/Medical˙Abbreviations

Model Accuracy

dev test

BioBERT 82.15 79.04
CompAggr 80.40 75.80
BioBERT (transferred) 83.51 82.63
BioBERT (expanded) 83.87 79.95

Table 3: The model performance of four different meth-
ods (top score marked as bold). BioBERT (transferred)
and BioBERT (expanded) refer to the best results of
transfer learning experiments and the result of MedNLI
with abbreviation expansion on BioBERT respectively.

5.2 Performance evaluation

Transfer learning: We conduct transfer learn-
ing on four different combinations of MedNLI,
SNLI, and MNLI as it shown in the table 4 (line
4 to 7) and also add the results of general domain
tasks (MNLI, SNLI) for comparison. As expected,
BERT performs better on tasks in the general do-
main while BioBERT performs better on MedNLI
which is in the clinical domain.

In overall, positive transfer occurs on MedNLI.
There are three things we can observe from the re-
sults. First of all, even though BioBERT is fine-
tuned on general domain tasks before MedNLI,
transfer learning shows better results than that
fine-tuned on MedNLI directly. It implies that the
same tasks in different domains have overlapping
knowledge and transfer learning between the tasks
effects positively on each other as the definition
of transfer learning mentions in section 4. Sec-
ond, the domain specific language representations
from BioBERT are maintained while fine-tuning
on general domain tasks by showing that the trans-
fer learning results of MedNLI on BioBERT have
better performance than the results on BERT (line
4 to 7). Lastly, the accuracy of MNLI and SNLI
on BioBERT is lower than the accuracy on BERT.
The lower accuracy indicates that BioBERT cap-
tures different features such as medical terms and
generate different representations than what BERT
does which are helpful for the clinical domain
task, MedNLI, but not for the other two tasks.

The best combination is SNLI → MNLI →
MedNLI on BioBERT. We refer to the best result
of transfer learning as BioBERT (transferred).

Results analysis for different models: There are
fundamental differences between the two models
we apply. BioBERT tokenizes an input sentence
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Dataset BERT BioBERT

dev test dev test

MedNLI 79.56 77.49 82.15 79.04
MNLI (M) 83.52 - 81.23 -
SNLI (S) 90.39 - 89.10 -

M→MedNLI 80.14 78.62 82.72 80.80
S →MedNLI 80.28 78.19 83.29 81.29

M→ S→MedNLI 80.43 78.12 83.29 80.30
S→M→MedNLI 81.72 77.98 83.51 82.63

MedNLI (expanded) 79.13 77.07 83.87 79.95
S→M→MedNLI (expanded) 82.15 79.95 83.08 81.85

Table 4: All experiment results of transfer learning and abbreviation expansion (top-2 scores marked as bold).
MedNLI (expanded) denotes MedNLI with abbreviation expansion.

7% 
BioBERT CompAggr 

66% 13% 

14% 

Figure 3: Venn diagram for the test results of Compare
Aggregate model and BioBERT.

to sub-word level and uses the transformer model
while CompAggr uses word-level embeddings and
Compare&Aggregate model. In light of the dis-
similar nature, we expect each model captures dif-
ferent features and generates different language
representations.

Figure 3 shows the percentage for each area
takes of the test set. CompAggr correctly classifies
97 examples (7% of the test set) which BioBERT
classifies them incorrectly while BioBERT clas-
sifies 188 examples correctly (13% of the test
set) which CompAggr does not. It demonstrates
that both models have different strength on the
MedNLI task.

We manually examine all promise and hypoth-
esis pairs of each portion of 7% and 13% of the
test set with high confidence and “element” label.
For CompAggr, we pick pairs with the probability
higher than 0.80 which are 6 pairs. For BioBERT,
we select pairs with top 10 probabilities. Interest-
ingly, each pair from CompAggr does not have
overlapping words between premise and hypoth-
esis. It appears that CompAggr’s strength is in
it’s ability to capture the relationship between two
sentences even though there is no word overlap
while BioBERT labels them “neutral” except one

pair as you can see in table 5. In contrast, the ma-
jority of the pairs, 7 out of 10, from BioBERT have
overlapping words between them. Biobert shows
strong confidence when premise and hypothesis
have overlapping words as below.

• (Premise) En route to the Emergency De-
partment, she developed worsening subster-
nal chest pain without any radiation.

• (Hypothesis) patient has chest pain

Lastly, we compute the average conditional
probability of the correct results to check the con-
fidence of each model. The results are 0.87 and
0.82 for BioBERT and CompAggr showing that
BioBERT predicts labels with higher confidence.

Abbreviation expansion: We refer to the
dataset of MedNLI with abbreviation expansion
as MedNLI (expanded). The inconsistency of the
experiment results on MedNLI (expanded) makes
it difficult to observe their effects. MedNLI (ex-
panded) shows better performance than MedNLI
on BioBERT while MedNLI works better on
BERT (see table 4). Furthermore, the performance
of MedNLI (expanded) with transfer learning is
higher on BERT and lower on BioBERT than the
performance of MedNLI with transfer learning.

We examine the test results to figure out the
inconsistency and observe an interesting phe-
nomenon that the abbreviation expansion changes
the conditional probability distribution P(Y|X),
where X and Y represent input texts and their ex-
pected labels, respectively. The same input texts
with no expansion are classified into different
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Premise Hypothesis CompAggr BioBERT

He denies any fever, diarrhea, chest pain,
cough, URI symptoms, or dysuria.

He denies any fever, diarrhea,
chest pain, cough, URI
symptoms, or dysuria.

entailment neutral

This quickly became ventricular fibrillation
and he was successfully shocked X 1 360J
with return of rhythm and circulation.

Patient has NSR
post-cardioversion entailment contradiction

PAST MEDICAL HISTORY: Coronary artery
disease status post MI [**09**] years ago,
status post angioplasty.

History of heart attack entailment neutral

A MRA prior to discharge showed increased
... of single and rector spinal muscles at T3-4
adjacent to facets and anterior within the right
psoas.

the patient has degenerative
changes of the spine entailment neutral

The patient now presents with metastatic
recurrence of squamous cell carcinoma of the
right mandible with extensive lymph node
involvement.

The patient has oropharyngeal
carcinoma. entailment neutral

The transbronchial biopsy was nondiagnostic. Patient has a mediastinal mass entailment neutral

Table 5: Examples with the highest probabilities showing the strength of CompAggr.

Rank Team Accuracy

1 WTMED 98.0
2 PANLP 96.6
3 Double Transfer 93.8
4 Sieg 91.1
5 Surf (ours) 90.6
6 ARS NITK 87.7
7 Pentagon 85.7
8 Dr.Quad 85.5
9 UU TAILS 85.2

10 KU ai 84.7

Table 6: Performance comparison among the top-10
participants (official) of the NLI shared task. Teams [1-
4, 6-10] are from (Wu et al., 2019; Zhu et al., 2019; Xu
et al., 2019; Bhaskar et al., 2019; Agrawal et al., 2019;
Pugaliya et al., 2019; Bannihatti Kumar et al., 2019;
Tawfik and Spruit, 2019; Cengiz et al., 2019), respec-
tively.

classes. For instance, a pair of Premise and Hy-
pothesis like below is not changed after abbrevia-
tion expansion since it does not contain any abbre-
viations or acronyms.

• (Premise) He denied headache or nausea or
vomiting.

• (Hypothesis) He is afebrile.

However, the results are different. It is originally
classified into “neutral” which is the right label for
the pair but it is classified into “entailment” when
we use MedNLI (expanded).

5.3 MEDIQA-NLI shared task

We are participating in a shared task MEDIQA-
NLI of the bioNLP workshop at ACL 2019. In or-
der to solve the task, we try four different point-
wise approaches, CompAggr, BioBERT, transfer
learning, and abbreviation expansion. We run each
model several times to obtain the best result out
of each. Our best result, which is ranked 5th on
the leaderboard of the task, is obtained by ap-
plying list-wise approach (in section 3) with the
best result (BioBERT (transferred)). Table 6 shows
the model performance of each participant in the
leaderboard.

6 Conclusion

In this paper, we study natural language inference
in the clinical domain where training corpora is
insufficient due to its domain nature. To tackle the
problem, we propose approaches that adopts pre-
trained language models, transfer learning method
and data-augmentation to boost the train instances.
To this end, we observe that the BioBERT pre-
trained on bio-medical corpus shows better perfor-
mance than that of the BERT on the general do-
main corpus. The CompAggr with bio-ELMO and
the BioBERT behave differently in classifying the
MedNLI dataset due to the difference in their own
architecture. Transfer learning with NLI tasks in
general domain, (MNLI, SNLI), does not hurt the
ability of the BioBERT capturing language repre-
sentations of the clinical domain. In addition, we
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observe that it transfers positive knowledge from
general NLI tasks to the MedNLI task. In contrast,
a abbreviation expansion method needs particular
care when adopting since it may hurt the model to
predict the conditional probability distribution of
the task.
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Abstract
Natural language inference (NLI) is challeng-
ing, especially when it is applied to techni-
cal domains such as biomedical settings. In
this paper, we propose a hybrid approach to
biomedical NLI where different types of in-
formation are exploited for this task. Our
base model includes a pre-trained text en-
coder as the core component, and a syntax en-
coder and a feature encoder to capture syn-
tactic and domain-specific information. Then
we combine the output of different base mod-
els to form more powerful ensemble mod-
els. Finally, we design two conflict resolu-
tion strategies when the test data contain mul-
tiple (premise, hypothesis) pairs with the same
premise. We train our models on the MedNLI
dataset, yielding the best performance on the
test set of the MEDIQA 2019 Task 1.

1 Introduction

Natural language inference (NLI) (MacCartney
and Manning, 2009), also known as textual entail-
ment, is an important natural language process-
ing (NLP) task that has long been studied (Bow-
man et al., 2015; Parikh et al., 2016; Chen et al.,
2016; Conneau et al., 2017; Tay et al., 2018).
It aims to capture the relationship between two
sentences, identifying whether a given premise
entails, contradicts, or is neutral to a given hy-
pothesis. Success in NLI is crucial for achiev-
ing semantic comprehension of human language,
which in turn is a prerequisite to accomplish natu-
ral language understanding (NLU). In general, ac-
curate NLI systems facilitate many downstream
tasks, such as commonsense reasoning (Zellers
et al., 2018) and question answering (Abacha and
Demner-Fushman, 2016, 2017).

Most of existing NLI studies are conducted in
the general domain (Marelli et al., 2014; Bowman

et al., 2015; Williams et al., 2018), with limited
attention paid to domain-specific scenarios. Nev-
ertheless, there has been increasing demand for
information processing in the biomedical domain
such as biomedical question answering (Abacha
and Demner-Fushman, 2019) and cohort selec-
tion (Glicksberg et al., 2018). Many biomedical
NLP applications require automatic understand-
ing of symptom descriptions and examination re-
ports (Abacha and Demner-Fushman, 2016, 2017)
and therefore can greatly benefit from accurate
biomedical NLI systems.

In this study, we propose a hybrid approach to
biomedical NLI, which includes three main com-
ponents, as illustrated in Figure 1. The main com-
ponent is the base model (the largest box in the fig-
ure), which includes three encoders: an MT-DNN
(Liu et al., 2019c) based text encoder, a syntax en-
coder that captures structural information, and a
feature encoder which injects some degree of do-
main knowledge into the model (see §3). We con-
duct unsupervised pre-training for the text encoder
on biomedical corpora to compensate for the lack
of domain-specific supervision (Lee et al., 2019).
To enhance our model, we also use model ensem-
ble and conflict resolution strategies, correspond-
ing to the two top dashed boxes in Figure 1 and are
explained in §4. The datasets and implementation
detail are described in §5. The experimental re-
sults on the MedNLI dataset (Romanov and Shiv-
ade, 2018) and the MEDIQA 2019 shared task 1
(Ben Abacha et al., 2019) are reported in §6.1

2 Related Work

A common neural network approach to address
the NLI task is sentence pair modeling (Lan and

1Our code is publicly available at https://github.
com/ZhaofengWu/MEDIQA_WTMED
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Figure 1: Our overall system. Our base model consists of three encoders and a softmax classifier: a syntax
encoder that encodes the constituency parses provided by the dataset to a vector representation via Tree-LSTM;
an MT-DNN based text encoder; a feature encoder that encodes domain and generic string-based features through
fully-connected layers; and a softmax classifier that takes in the concatenation (⊕) of the three encoders’ output
and generates a prediction. The output of base models is sent to the ensemble and conflict resolution modules (the
multimodal attention method is depicted here as an example) to make a final prediction.

Xu, 2018). The premise and hypothesis are sep-
arately embedded (e.g. via GloVe (Pennington
et al., 2014) or ELMo (Peters et al., 2018)) and
encoded (e.g. via CNN or LSTM). Typically an
interaction layer is employed to add information
alignment between the premise and the hypothe-
sis. For example, between the two baseline mod-
els used in the MedNLI dataset, InferSent (Con-
neau et al., 2017) computes the interaction vector
via [p;h; |p − h|; p ∗ h] and ESIM (Chen et al.,
2016) uses an attention matrix to softly align the
two representations. ESIM also appends an infer-
ence composition layer to propagate the local at-
tended information. A softmax layer is used to
classify the final representation.

The recent Transformer-based models have
been demonstrated to be a better encoder at NLI
than CNN and LSTM by fully attending over
the two sentences (Radford, 2018; Devlin et al.,

2018). BERT (Devlin et al., 2018) pre-trains the
model with large unlabeled corpora which allows
better text representations. MT-DNN (Liu et al.,
2019c) leverages multi-task learning (Liu et al.,
2015) to fine-tune the BERT weights using the
GLUE datasets (Wang et al., 2018). The authors
showed that resulting representations outperform
BERT on many NLU tasks.

On top of this sentence pair modeling scheme,
previous studies have independently leveraged
syntax (Chen et al., 2016), external knowledge
(Chen et al., 2018; Lu et al., 2019), ensemble
methods (Ghaeini et al., 2018b), and language
model fine-tuning (Alsentzer et al., 2019) to im-
prove the performance of NLI systems. Nonethe-
less, to our knowledge, there have been no empir-
ical results on the effect of combining these addi-
tions simultaneously. Additionally, as recent stud-
ies have pointed out that pre-trained contextual-
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ized representations contain rich linguistic signals
(Hewitt and Manning, 2019; Liu et al., 2019b), it
is reasonable to ask whether explicitly integrating
knowledge will continue to augment such repre-
sentations. Our work can be seen as an empirical
study to examine the efficacy of applying multiple
additions on top of Transformer-based models.

3 Base Model

NLI is generally treated as a three-way classifica-
tion task that models whether a given premise p
entails, contradicts, or is neutral to a hypothesis h.
A classifier f is learned taking p and h as input to
predict the class probabilities

f(p, h) =
[
Pe Pc Pn

]> (1)

with Pr; r ∈ {e, c, n} representing the probability
for entailment, contradiction, and neutral. The fi-
nal result is the class with the highest probability

yp,h = argmax
r∈{e,c,n}

Pr (2)

As illustrated in Figure 1, our base model con-
tains three modules. The widely used pre-trained
Transformer model (Devlin et al., 2018; Liu et al.,
2019c) serves as the basic text encoder to represent
p and h. A syntax encoder and a feature encoder
are also utilized to augment the basic representa-
tion by extracting and encoding more information
from the input. The details of these encoders and
how they are combined for f are discussed in the
following subsections.

3.1 Text Encoder
Text representation is crucial to facilitate down-
stream tasks (Song et al., 2017, 2018). As a part
of recent advancements in NLP, pre-trained mod-
els provide strong baselines for sentence represen-
tations and allow great generalizability for the rep-
resented text. Therefore, to represent p and h,
we adopt a pre-trained Transformer model, MT-
DNN (Liu et al., 2019c), as the text encoder in our
base model. MT-DNN is based on BERT (Devlin
et al., 2018) and additionally fine-tuned on GLUE
(Wang et al., 2018), a set of NLU datasets includ-
ing NLI subsets. Through its multi-task learning
objective, MT-DNN allows a more general and
powerful representation for natural language un-
derstanding than BERT (Liu et al., 2019c). For-
mally, one can briefly describe the encoder as

VTE(p, h) = MT-DNN(p, h) (3)

with VTE(p, h) referring to the output of the text
encoder, a vector representing p and h.

Pre-training on large unlabeled corpora with a
language modeling objective has facilitated many
recent state-of-the-art advancements (Peters et al.,
2018; Radford, 2018; Devlin et al., 2018; Lee
et al., 2019; Radford et al., 2019). Inspired by
these results, we enhance the MT-DNN represen-
tation by further fine-tuning on unlabeled biomed-
ical data to mitigate the lack of in-domain super-
vision.

3.2 Syntax Encoder

Linguistic understandings, for example corefer-
ence relations (Zhang et al., 2019a,b), could aid
the interpretation of a sentence. Syntactic struc-
tures are often useful for deciding the entailment
of a sentence pair (Chen et al., 2016). There ex-
ist numerous NLI examples where a hypothesis
is merely the premise with adjunct phrases re-
moved. The syntax encoder also mitigates the out-
of-vocabulary issue which is common in specific
domains (Liu et al., 2019a) by capturing the struc-
tural information. Therefore, we include a syntax
encoder in our base model.

We use Tree-LSTM (Tai et al., 2015) to model
constituency parse trees of p and h. For each sen-
tence, we encode it according to its tree structure
and take the final state of the root node to repre-
sent the entire sentence. Formally, taking p as an
example, the syntax encoder can be formulated as

VSE(p) = Tree-LSTM(Parse(p)) (4)

where VSE(p) is the output vector. Once p and h
are encoded, the final output of this encoder is the
concatenation of the two output vectors

VSE(p, h) = VSE(p)⊕ VSE(h) (5)

3.3 Feature Encoder

The explicit integration of entity-level external
knowledge has been used to improve many NLP
models’ performance (Das et al., 2017; Sun et al.,
2018). Domain knowledge has also been demon-
strated to be useful for in-domain tasks (Romanov
and Shivade, 2018; Lu et al., 2019). There-
fore, in addition to generic encoders such as MT-
DNN and Tree-LSTM, we further enhance the
model with domain-specific knowledge through
indirectly leveraging labeled biomedical data for
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other tasks. To do that, we propose a domain fea-
ture encoder that identifies and vectorizes biomed-
ical named entities using pre-trained medical tag-
gers and counts (1) the number of each entity type
in p and h; and (2) the number of shared entities
and shared entity types in a (p, h) pair.

In addition to domain knowledge, inspired by
Bowman et al. (2015) and Abacha and Demner-
Fushman (2016), we also extract generic string
features and use them to capture the similarity be-
tween p and h and then convert the results into
vectors. Such similarity information includes n-
gram overlap, Levenshtein distance (Levenshtein,
1966), Jaccard similarity (Jaccard, 1901), ROUGE
(Lin, 2004) and BLEU (Papineni et al., 2001)
scores, and absolute length difference.2

To encode the aforementioned features into vec-
tors, each extracted feature is represented by a sin-
gle scalar and then grouped with others into an
array, denoted by v(d) and v(g) for domain and
generic features, respectively. Later, they are con-
verted into dense representations by linear trans-
formations and a ReLU nonlinearty. For domain
features, this process can be formulated by

V(d)FE(p, h) = ReLU(W(d)v(d) + b(d)) (6)

and V(g)FE(p, h) is obtained for generic features in a
similar way. As a result, the final output of the fea-
ture encoder is the concatenation of vectors with
domain and generic knowledge

VFE(p, h) = V(d)FE(p, h)⊕ V
(g)
FE(p, h) (7)

3.4 Softmax Classifier
Once the outputs from the aforementioned en-
coders are obtained, a final representation of p and
h is concatenated using the encoded vectors

V(p, h) =



VTE(p, h)
VSE(p, h)
VFE(p, h)


 (8)

Then, a softmax classifier is used to compute the
class-wise probability distribution from V(p, h)

f(p, h) = softmax(WV(p, h) + b) (9)

Among the three encoders, our base model al-
ways includes the text encoder. The other two en-
coders are optional, leading to different base mod-
els, whose performance will be compared in §6.1.

2The choices of metrics are intended to capture a wide
range of similarity information, e.g. BLEU for n-gram preci-
sion and ROUGE for n-gram recall.

4 Model Enhancement

We enhance the base models discussed above with
two techniques, namely model ensemble and con-
flict resolution: ensemble models combine predic-
tions made by different base models, and conflict
resolution takes advantage of NLI datasets where
multiple (p, h) pairs share the same premise p.

4.1 Model Ensemble

Model ensemble is a common technique to com-
bine predictions of multiple classifiers for better
results (Maclin and Opitz, 1999). In NLI, model
ensemble has also been proven helpful (Ghaeini
et al., 2018a). In our work, when multiple base
models are trained, we follow the strategy in Lee
et al. (2015) and Lakshminarayanan et al. (2017)
and average the models’ predictions by

f (ME)(p, h) =
1

n

n∑

i=1

fi(p, h) (10)

with n denoting the number of ensembled base
models and fi(p, h) being the probability distri-
bution produced by the ith base model.

4.2 Conflict Resolution

Due to the special data collection strategy of
MedNLI (see Romanov and Shivade (2018)), each
premise is always paired with three hypotheses,
each forming an entailment, a neutral, and a con-
tradiction pair with the premise. For example, the
premise “Labs were notable for Cr 1.7 (baseline
0.5 per old records) and lactate 2.4.” appears three
times in the dataset, each pairing with a different
hypothesis: (1) “Patient has elevated Cr” (2) “Pa-
tient has normal Cr” and (3) “Patient has elevated
BUN”. The three hypotheses each forms a distinct
relationship with the premise. We say the three
(p, h) pairs with the same premise form a group.

For every group, there are six possible non-
conflicting combinations of predictions: C =
{〈e,c,n〉, 〈e,n,c〉, 〈n,e,c〉, 〈n,c,e〉, 〈c,n,e〉, 〈c,e,n〉}.
Ideally, a model should yield non-conflicting
group predictions; that is, 〈yp,h1 , yp,h2 , yp,h3〉 ∈
C where h1, h2, h3 are the three hypotheses in
a group. However, our model determines the la-
bel of each pair independently from other pairs in
the same group, and thus the three labels could be
in conflict. To resolve this conflict, we propose
two methods: heuristic processing and multimodal
attention. Note that when resolving the conflict,
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both methods could potentially change the predic-
tions for all three pairs in a group even when only
two pairs have conflicting labels.

Heuristic Processing (HP): We first use our
base or ensemble model to compute the class-wise
probability distribution for each (p, hi) pair

f(p, hi) =
[
P

(i)
e P

(i)
c P

(i)
n

]>
(11)

where i ∈ {1, 2, 3}, and P
(i)
r ; r ∈ {e, c, n} is

the probability of the i-th pair having relationship
r. Then we compute the probability of each non-
conflicting combination under this model by

P〈r1,r2,r3〉 =
1

|C|(P
(1)
r1 + P (2)

r2 + P (3)
r3 ) (12)

where 〈r1, r2, r3〉 ∈ C.
Finally, we adjust the group predictions taking

〈y(HP )
p,h1

, y
(HP )
p,h2

, y
(HP )
p,h3
〉 = argmax

〈r1,r2,r3〉∈C
P〈r1,r2,r3〉

(13)

Intuitively, for each non-conflicting combina-
tion, we add up the prediction probabilities using
the model output to derive a combination probabil-
ity. We take the highest one as the final prediction.

Multimodal Attention (MA): We also trained
an attention-based neural network to be responsi-
ble for conflict resolution so that it can be more
expressive at intra-group interactions. It takes the
probability distribution from the previous model
as well as a positional encoding for input. We
added the positional encoding aiming to capture
patterns present in the dataset. For each pair, the
input of our MA method is

pi =
[
P

(i)
e P

(i)
c P

(i)
n i

]>
(14)

where i ∈ {1, 2, 3} is the index of the pair. We
first map it to a hidden space

hi = W(h)pi + b(h) (15)

We compute intra-group attention by dot-product

aij = hi · hj (16)

Then, we compute attended hidden states by

h′i =
3∑

j=1

exp(aij)∑3
k=1 exp(aik)

hj (17)

The output probability distribution of i-th pair is

f (MA)(p, hi) = softmax(W(o)h′i + b(o)) (18)

Finally, the prediction is computed by Eq. (2).

Train Dev Test
# of pairs 11,232 1,395 1,422
# of tokens in p 215k 29k 26k
# of tokens in h 66k 8k 8k
Max. p length 176 110 87
Max. h length 18 15 16
Avg. p length 19.2 20.4 18.6
Avg. h length 5.8 5.7 5.7

Table 1: Key statistics of the MedNLI dataset. We tok-
enize the sentences with NLTK (Loper and Bird, 2002).

5 Experiment Settings

5.1 Data
We use MedNLI as our main training dataset, for
it is the official training set of MEDIQA. We also
pre-train the text encoder on MIMIC-III discharge
summaries (Johnson et al., 2016) using BERT’s
language modeling objectives (see §3.1).

MedNLI: The MedNLI dataset (Romanov and
Shivade, 2018) presents unique challenges that re-
quire reasoning over biomedical domain knowl-
edge. We use it to train out models and show its
statistics in Table 1.

MIMIC-III: MIMIC-III (Medical Information
Mart for Intensive Care) (Johnson et al., 2016)
is a large database with information about patient
admission to critical care units. We pre-train on
its discharge summaries portion to obtain a better
biomedical text representation. After some basic
text cleaning, we obtain a corpus with around 7M
sentences, 83M words, and 546M characters.

5.2 Data Pre-Processing
For pre-processing, we lowercase all our data and
use the uncased pre-trained models unless other-
wise specified. We replace masked patient health
information (PHI) in the form of “[** text **]”
with pseudo-value generated from gazetteers ac-
cording to the PHI type3. For example, “[** Last
Name **]” is replaced with a random last name
such as “Smith”.

5.3 Implementation
For MT-DNN, we use its own hyperparame-
ters without modification. By default, we use
300-dimensional GloVe embeddings trained on
Wikipedia and Gigawords (Pennington et al.,

3With the tool https://github.com/jtourille/mimic-tools
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2014) to initialize the Tree-LSTM, which reduces
each parse tree into a 100-dimensional vector. In
the feature encoder, we use scispaCy (Neumann
et al., 2019) to extract 38 domain features4. We
also extract 27 linguistic features from the 6 cate-
gories specified in §3.3. We project the 38 domain
features into 38×20 = 760 dimensions and the 27
linguistic features into 27× 20 = 540 dimensions
with fully-connected layers (See Equation (6)).

We fine-tune the text encoder with MIMIC-III
discharge summaries using the same objectives as
BERT, i.e. masked language model and next sen-
tence prediction, for 8 epochs.

For training, we use the AdaMax optimizer
(Kingma and Ba, 2014) with learning rate 5 ×
10−5. We use a batch size of 16 and train each
model for 15 epochs. All other training hyperpa-
rameters are the same as the MT-DNN work.

6 Experimental Results

For our experiments, we first find the best configu-
ration for a single base model, and then apply en-
semble and conflict resolution on top of it. We
run all these experiments with MT-DNN base for
faster iterations. In order to maximally leverage
the MedNLI dataset, unless otherwise specified,
all experiments use the MedNLI training and de-
velopment sets as the training data, and evaluate
the performance directly on the MedNLI test set.

After obtaining the best configuration accord-
ing to the development set performance, we re-
train the whole system with that configuration on
MT-DNN large using the whole MedNLI dataset
(i.e. training+development+test). We run it on the
MEDIQA Task 1 test set for the final submission
(§6.4).

6.1 Base Model Results
The base model has many configurations depend-
ing on choices of the three encoders, whether to
perform language model fine-tuning, and the em-
bedding to use for Tree-LSTM initialization. To
find a good, albeit not necessarily optimal, model
configuration, we experiment with each modeling
decision individually, and greedily use the best op-
tion found in the preceding experiments for the
ones that follow. We then report ablation results
to show the resulting configuration to be a local
optimum.

4 We use scispaCy to identify 18 types of biomedical
named entities and turn them into features as mentioned in
§3.3. Thus, there are totally 18× 2 + 2 = 38 features.

Text Encoder SE FE Acc.

BERT

79.68
79.89
79.54
79.96

BioBERT

80.87
81.01
81.01
81.29

MT-DNN

81.22
81.43
81.58
81.72

Table 2: Performance of the base model with differ-
ent configurations of the three encoders: text encoder
(TE), syntax encoder (SE), and feature encoder (FE).
We use GloVe (Embedding I) for Tree-LSTM initial-
ization, and the experiments do not include language
model fine-tuning and conflict resolution.

Pre-Training Acc.
w/o LM fine tuning 81.72
with LM fine tuning 83.26

Table 3: The effect of pre-training. The first row is the
best configuration from Table 2 (MT-DNN + SE + FE
+ Embedding I). The second row is the same system
but pre-trained on MIMIC-III discharge summaries.

Encoders: Among the three encoders, the text
encoder is the most important, so we will always
include it in the base model. We compare three
text encoders, including BERT, BioBERT5 (Lee
et al., 2019), and MT-DNN. As for syntax and fea-
ture encoders, we compare base models with or
without them. The performance of all the combi-
nations are in Table 2, which shows that MT-DNN
outperforms BERT and BioBERT, and adding syn-
tax and feature encoders to MT-DNN provides a
small improvement6. The best result (81.72%) is
in the last row and we will refer its configuration
as MT-DNN + SE + FE from now on.

Language Model Fine-Tuning (LMFT): Us-
ing language modeling objective, we fine-tune
the text encoder with MIMIC-III discharge sum-
maries. The result is in Table 3, and it demon-
strates that the language model fine-tuning scheme

5Because the BioBERT authors only released cased mod-
els, we maintain our data casing in relevant experiments.

6We also experimented with initializing text encoder word
embedding weights with pre-trained static embeddings but it
degraded the performance significantly.
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Embedding for Tree-LSTM Acc.
Embedding I 83.26
Embedding II 82.91
Embedding III 82.84

Table 4: Effect of different embeddings for Tree-
LSTM initialization in the syntax encoder. The first
row is the best result from Table 3. The last two rows
are the same system but with different embeddings.

brings a significant performance increase. This
finding aligns with previous studies (Radford
et al., 2019; Devlin et al., 2018; Lee et al., 2019;
Alsentzer et al., 2019).

Syntax Encoder Embeddings: We used 300-
dimensional GloVe embeddings to initialize the
Tree-LSTM for Table 2 and 3, and we call it
Embedding I. Romanov and Shivade (2018) used
embeddings trained on biomedical corpora and
observed non-trivial accuracy gain over general-
domain embeddings. Thus, we also experimented
with two domain-specific word embeddings that
they used and released to initialize the Tree-
LSTM, and we will call them Embedding II and
III. Here is a quick summary of the embeddings:

I. GloVe embedding trained on Wikipedia 2014
+ Gigaword 5;

II. Embedding initialized with common crawl7

GloVe and fine-tuned on BioASQ and then
MIMIC-III;

III. Embedding initialized with fastText (Bo-
janowski et al., 2017) trained on Wikipedia
and fine-tuned on MIMIC-III.

Table 4 shows the effect of these embeddings.
The first row is the best result from Table 3, which
uses Embedding I, and the next two rows are the
results when the embedding is changed. The table
shows that using specific in-domain embeddings
(the second and the third rows in Table 4) does
not improve the performance. This is somewhat
surprising, but also understandable since these in-
domain embeddings are used only in the syntax
encoder, instead of being used to initialize the
main encoder as in Romanov and Shivade (2018).

Single Model Ablation: Table 2-4 show that the
best configuration for the base model is MT-DNN
+ SE + FE + LMFT + Embedding I; that is, it uses

7https://commoncrawl.org, a corpus that contains 840 bil-
lion tokens of web data.

Base Model Configuration Acc.
MT-DNN + SE + FE + LMFT + Emb I 83.26
MT-DNN→ BERT 82.14
MT-DNN→ BioBERT 82.84
– SE 82.28
– FE 82.49
– LMFT 81.72
Emb I→ Emb II 82.91
Emb I→ Emb III 82.84

Table 5: The ablation results on top of the best base
model. LMFT denotes language model fine tuning.

all three encoders, is fine-tuned with MIMIC-III
discharge summaries, and uses regular GloVe em-
beddings to initialize the Tree-LSTM.

Because we followed a greedy process for vari-
ous modeling decisions, there is no guarantee that
this configuration is globally or even locally opti-
mal. To test the optimality of the resulting model,
we conducted ablations by individually changing
each modeling decision on top of the best base
model and compare the performance. The re-
sults are in Table 5, which show that the greed-
ily found configuration is still the best-performing
one among the ablations. In other words, while
this configuration is still not guaranteed to be glob-
ally optimal, it is at least a locally optimal one.

6.2 Model Enhancement Results

We want a diverse set of member models to
achieve better ensemble performance. We present
ones that lead to better ensemble performance in
Table 6. We also report the ensemble models and
conflict resolution results in Table 6.

Ensemble: With the large number of possible
configurations for the base model, it is infeasible
to test out all ensemble combinations. On the other
hand, the performance of different ensembles does
not vary much. We ran all 29 − 1 = 511 ensem-
bles corresponding to all the non-empty subset of
the 9 base models A-I, and found that on aver-
age on the development set (i.e. original MedNLI
test set), ensemble models improve over their best-
performing member by 0.86%± 0.51%, and over
the member average by 1.47% ± 0.60%. These
results demonstrate the general usefulness of the
ensemble stage. In Table 6, we show some of the
ensemble models, most of which outperform their
member models.
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Model ID Dev (i.e. MedNLI Test) MEDIQA Test
(R & S, 2018) TE SE FE LMFT Emb Prepro Raw HP MA Raw HP MA

InferSent * 73.5 - - - - -
InferSent III 76.6 - - - - -

Base Model TE SE FE LMFT Emb Prepro Raw HP MA Raw HP MA
A MT-DNN I 81.36 85.16 96.20 80.49 87.16 97.28
B MT-DNN II 81.50 85.94 96.62 78.77 87.41 97.53
C MT-DNN I 82.28 87.90 97.61 82.47 90.86 98.02
D MT-DNN I 82.49 86.36 97.75 82.47 88.64 97.53
E MT-DNN I 82.35 86.57 97.47 80.99 88.40 99.51
F MT-DNN I 83.26 87.62 98.17 81.23 86.91 97.53
G MT-DNN II 82.91 86.57 97.61 81.48 89.88 98.52
H MT-DNN III 82.84 86.50 97.61 80.49 89.38 98.02
I BioBERT I 82.84 88.96 98.31 78.03 83.46 99.01

Ensemble Members Raw HP MA Raw HP MA
J A + C + E 83.68 88.19 98.17 83.95 93.33 99.01
K A + B + C + E 83.47 88.82 97.68 83.46 93.33 98.02
L A + C + D 83.76 88.40 97.89 82.96 92.84 98.52
M F + G + H 83.54 87.62 98.03 80.99 88.89 98.02
N F + I 83.97 89.94 98.17 82.22 88.64 99.01

Avg Gain - - 4.59 14.79 - 7.80 16.82

Table 6: The performance of different ensemble combinations and conflict resolution strategies on our develop-
ment set (i.e., the original MedNLI test set) and on the MEDIQA shared task test set. All our models in this table
(i.e. the Base Model and Ensemble sections) use MedNLI training and development sets as the training set, while
(R & S, 2018) models (Romanov and Shivade, 2018) use only the MedNLI training set for training and MedNLI
development set for tuning. The Prepro column refers to whether data pre-processing is used (see §5.2). The
Raw, HP, and MA columns refer to model performance without and with the two conflict resolution strategies.
The results on the MEDIQA test set are computed after the shared task ended and its gold-standard labels were
distributed. We report the baseline result and the best extension from Romanov and Shivade (2018) in the first two
rows of the table. Their baseline uses the Common Crawl Glove embedding (denoted as *). Note that their results
are not directly comparable with ours because they used the MedNLI Test as their test set whereas we use it as our
development set. Finally, the last row, Avg Gain, is the average gain of HP and MA over Raw when averaged over
all the base models and ensembles.

Conflict Resolution: We apply heuristic pro-
cessing (HP) and multimodal attention (MA) to
the base models or the ensembles. Both methods
improve the performance by large margins.

To our surprise, multimodal attention works
much better than heuristic processing, with around
10% absolute difference in accuracy. After a close
examination of the training data and the model
output, we realize that the MedNLI dataset has
a clear label pattern8 for pairs in the same group
(the label sequence being entailment, contradic-
tion, and neutral). Such a pattern is captured by
the MA model, but not by the HP one. This find-
ing not only explains the different performance of
the two methods, but also reminds us that the high
performance of the MA method is largely due to
the pattern (or the bias) of this particular dataset.

Taking the best ensemble model N as an exam-

8We checked the percentage of groups observing this pat-
tern after the gold standard for test set is released, and it turns
out 100% of the groups follow this pattern.

ple, we study exactly how the two conflict reso-
lution strategies help on the development set. We
show relevant statistics in Table 7. As expected,
the less conflict there is in a group, the higher the
raw accuracy is. We also see that the majority
of HP changes are correct for groups with 2 con-
flicting predictions, but HP does not help groups
where all raw predictions are the same. In con-
trast, because MA takes advantage of the inher-
ent bias of the dataset, all its produced labels are
correct. Nevertheless, MA accuracy is still below
100%, because it does not process groups with no
conflicts, and raw accuracy on such groups is not
at 100%.

6.3 Error Analysis

In real use cases, the input to an NLI system is
more likely to be standalone (p, h) pairs instead of
groups of three (p, h) pairs. Therefore, we con-
duct error analysis on the output of ensemble sys-
tems without conflict resolution. Figure 2 shows
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Conflict # of # of Raw HP MA
Type Groups Pairs Acc. 7→ 3 3→ 7 7→ 7 7→ 3 3→ 7 7→ 7

0 295 885 97.06% 0 0 0 0 0 0
2 172 516 63.57% 124 43 8 188 0 0
3 7 21 33.33% 7 3 4 14 0 0

Table 7: Conflict resolution results on model N on our development set (i.e., the MedNLI test set). Groups are
categorized by Conflict Type (i.e., the number of sentence pairs with the same label), which could be 0, 2, or
3. Each group always has three sentence pairs. “Raw Acc.” refers to the accuracy without post-processing. For
each conflict resolution strategy, we find the (p, h) pairs whose labels are modified by HP or MA, categorize them
based on how the updated predictions differ from the raw predictions, and report the number of (p, h) pairs in each
category.

Figure 2: The confusion matrix of Model N before ap-
plying conflict resolution strategies.

the confusion matrix for Model N, the best per-
forming ensemble model in Table 6, before con-
flict resolution. The confusion matrix shows that
the model tends to confuse between entailment
and neutral. Below are two examples where the
model misidentifies entailment pairs to be neutral:

1. p: The patient now presents with metastatic
recurrence of squamous cell carcinoma of
the right mandible with extensive lymph
node involvement.

h: The patient has oropharyngeal

2. p: In the ED, initial VS revealed T 98.9, HR
73, BP 121/90, RR 15, O2 sat 98% on RA.

h: The patient is hemodynamically stable.

Both examples contain many medical terms and
determining the relationship for the (p, h) pairs is
challenging for anyone without medical expertise.
Many errors made by the model fall into this cate-
gory, and fixing them would require the model to
be enhanced with deeper domain knowledge.

Model ID Conflict Resolution Acc.
J None 87.2
K HP 94.8
L MA 98.0

Table 8: The results of three models we submitted to
MEDIQA Task 1. Model ID refers to the model ID in
Table 6. The 2nd column denotes different conflict res-
olution strategies. The Acc column is the accuracy on
MEDIQA Task 1 test set, which was calculated auto-
matically by the shared task submission site.

6.4 Results on MEDIQA Task 1 Test Set
At the time of the shared task submission, we
had not completed the systematic experiments
as laid out in this paper. We used our then-
best ensemble models, re-trained them on MT-
DNN large using the whole MedNLI set (i.e.
training+development+test), and ran them on the
MEDIQA Task 1 test set. The results are shown in
Table 8. Our best model achieves 98.0% accuracy
on the MEDIQA Task 1 test set, the best among
all participants.

7 Conclusion

We have presented a hybrid architecture for in-
domain NLI. Our approach extends current efforts
in biomedical NLP (Romanov and Shivade, 2018;
Lee et al., 2019) through incorporating auxiliary
encoders, domain-specific language model fine-
tuning, ensembling, and conflict resolution. We
dissected the usefulness of these modeling deci-
sions and provided detailed and systematic abla-
tions. These components work together to form
the best performing model on MEDIQA Task 1.

The current system tends to make wrong predic-
tions when in-depth domain-specific knowledge or
reasoning is required. For future work, we plan to
extend the system to incorporate deeper domain
knowledge.
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Abstract

In this paper, we describe our system and re-
sults submitted for the Natural Language In-
ference (NLI) track of the MEDIQA 2019
Shared Task (Ben Abacha et al., 2019). As
KU ai team, we used BERT (Devlin et al.,
2018) as our baseline model and pre-processed
the MedNLI dataset to mitigate the negative
impact of de-identification artifacts. More-
over, we investigated different pre-training and
transfer learning approaches to improve the
performance. We show that pre-training the
language model on rich biomedical corpora
has a significant effect in teaching the model
domain-specific language. In addition, train-
ing the model on large NLI datasets such as
MultiNLI and SNLI helps in learning task-
specific reasoning. Finally, we ensembled
our highest-performing models, and achieved
84.7% accuracy on the unseen test dataset and
ranked 10th out of 17 teams in the official re-
sults.

1 Introduction

Natural Language Inference (NLI) is one of the
central problems in artificial intelligence. It re-
quires understanding two input sentences and
forming an inference relationship between them.
Concretely, given a premise sentence p, and a hy-
pothesis sentence h, NLI is the task of determining
the inference relationship from p to h. In MedNLI,
this relationship is one of the neutral, entailment
and contradiction labels. Therefore, our task can
be considered as a three-class sentence pair classi-
fication problem.

In previous research, sequence encoders con-
nected with a classifier head have been commonly
used as NLI systems (Conneau et al., 2017). Tradi-
tionally, the encoder layer has been an RNN-based
model such as LSTM (Hochreiter and Schmidhu-
ber, 1997). Vaswani et al. (2017) proposed the

Transformer as an alternative model to the RNN.
Since the Transformer is based on a self-attention
mechanism rather than recurrent layers, it is much
faster to train in parallel and can capture distant
dependencies better. Therefore, the recent models
originated from Transformer replaced the RNN-
based encoders in many systems trained for nat-
ural language understanding tasks such as NLI,
Question Answering, Common Sense Reasoning
(Radford et al., 2018), and Neural Machine Trans-
lation (Lakew et al., 2018). As a Transformer
based model, BERT uses self-attention to capture
the relationships within the text during encoding,
which can include one or more sentences (Devlin
et al., 2018). Therefore, it can learn a joint repre-
sentation for a premise-hypothesis pair, which can
be fed to a classifier layer to predict the inference
relation between them.

Recent studies have explored different ways of
inference prediction instead of a straightforward
classifier layer. Liu et al. (2018) proposed to use
an answer module performing multi-step inference
by iteratively refining its prediction. Likewise,
models that aim to solve multiple problems simul-
taneously have gained attention due to their im-
pressive performances (Liu et al., 2019). However,
we concentrated on a single task, and wanted to
keep the prediction layer simple. Therefore, we
used neither of these approaches.

To succeed in NLI, a system must have strong
reasoning skills and a good understanding of the
language (MacCartney, 2009). If a large annotated
dataset is available, the system can be trained from
scratch for NLI, learning both the language and
reasoning simultaneously. However, such data is
often not available. Without seeing many syntac-
tic variation and inference relation combinations,
learning both is a hard task. Separating the two
by training a language model first, and adjusting it
for NLI later is a more effective approach. Due
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Figure 1: Baseline model architecture. On the left is the overview of the model, which includes the tokenizer,
embedding layer, BERT encoder, and the classification head. The BERT encoder consists of twelve encoder
layers. On the right are the details of what an encoder layer consists of. Each input and output of an encoder layer
corresponds to a single token. Modules that are side-by-side share the same weights, only differing in inputs.

to the development of powerful language mod-
els that can be trained on unlabeled data in an
unsupervised manner, many pre-trained context-
aware encoders such as BERT (Devlin et al., 2018)
and GPT (Radford et al., 2018) are publicly avail-
able. Most notably, Devlin et al. (2018) showed
that BERT can be effectively used on many natu-
ral language understanding tasks, including NLI.
Combining a pre-trained BERT encoder with a
task-specific head, and then fine-tuning the entire
model on the target task achieved state-of-the-art
results on a number of tasks.

Directly applying BERT to NLI yields high ac-
curacy if the dataset is large, and from a general
domain (Phang et al., 2018). However, the dataset
used in this shared task, MedNLI (Romanov and
Shivade, 2018), is based on clinical notes (i.e. pa-
tient histories) and limited by size, thus it is a par-
ticularly challenging NLI task. To address this
problem, we started with BERT, trained it on large
NLI datasets, such as MultiNLI (Williams et al.,
2018) and SNLI (Bowman et al., 2015), to sup-
port the inference reasoning, and then trained it
further on our target task, MedNLI. This kind of
intermediate training was shown to be effective
when BERT is trained on a target with limited data
(Phang et al., 2018). We call our approach two-
stage transfer learning. In the first stage, we trans-
fer the knowledge of the task, NLI, into our pre-
trained model. During the second stage, we spe-

cialize our model on the MedNLI dataset. We hy-
pothesized that this approach will produce higher
accuracy on MedNLI compared to direct applica-
tion of BERT.

By conducting extensive experiments, we ex-
plored the impact of different pre-trained model
weights and transfer learning strategies. As a re-
sult, we signficantly improved the performance of
BERT on MedNLI by initializing it from weights
pre-trained on corpora close to clinical domain and
applying two-stage transfer learning.

2 Model

Our baseline model is a BERT encoder (Devlin
et al., 2018), combined with a classification head.
The head outputs probabilities from a three-way
softmax, corresponding to the three possible labels
a sentence pair can have. The overview of this ar-
chitecture can be seen from Figure 1.

2.1 BERT Encoder

We used BERT to encode our input tokens.
Utilizing Transformer layers and self-attention
(Vaswani et al., 2017), BERT looks at how the to-
kens are related, and outputs a hidden vector for
each token inside of the input sequence. There-
fore, BERT can process the sentence pair together
as a whole sequence and output the encoded rep-
resentation for all of it in one pass.

One of the reasons why we opted for a model
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Weight Model Corpus
Set Size Domain Size

BERTBASE 110M
Wikipedia 2.5B

Books 0.8B

BERTLARGE 340M
Wikipedia 2.5B

Books 0.8B

BioBERT 110M
Biomedical 18.0B

(+ BERTBASE)

SciBERT 110M
Biomedical 2.5B

CompSci 0.6B

Table 1: Comparison of pre-trained BERT weight sets.

like the BERT encoder is that it completely avoids
relying on recurrence and convolution operations.
Replacing those with simple operations of self-
attention (e.g. plain matrix multiplications) makes
it more parallelizable and thus faster to train. An-
other reason is the strong starting point of BERT.
It is a language modeling architecture, success-
fully trained on massive corpora. Lastly, there
are a number of pre-trained weight sets for BERT
from different domains. These weights are pub-
licly available, which gave us the ability to test
different starting points with minimal tinkering.

2.2 Pre-Trained Weights

We have considered four different pre-trained
BERT weights as our starting point. From Devlin
et al. (2018)’s work, we examined BERTBASE

and BERTLARGE . Both models were trained from
scratch on English Wikipedia articles and books,
and have the same vocabulary. However, the lat-
ter has more than triple the parameter size of the
former.

Next we looked at BioBERT (Lee et al., 2019),
which was trained on biomedical text. How-
ever, rather than randomly initialized weights,
BioBERT utilizes BERTBASE as its starting point.
Nevertheless, both versions use the same vocabu-
lary for tokenization.

Lastly, we included SciBERT (Beltagy et al.,
2019) in our experiments. It was trained on large-
scale, annotated data from the scientific domain. It
has the same size as BERTBASE , and was trained
from scratch, but uses a different vocabulary. Al-
though the vocabulary size is the same as the orig-
inal BERT, they have a total of 42% overlap be-
tween them. A direct comparison of the pre-
trained BERT weights can be found in Table 1.

2.3 Input and Tokenization

During its pre-training process, one of the tasks
BERT has to learn is the next sentence prediction
(Devlin et al., 2018). It is a two-sentence classifi-
cation task which requires predicting if the given
sentences follow each other in the original text.
Since our task is also a two-sentence classifica-
tion task, we mimicked the inputs BERT receives
during the pre-training. Thus, our input sentence
pair is represented as ”[CLS] Premise [SEP] Hy-
pothesis [SEP]”. The [CLS] and [SEP] are special
tokens, denoting ”Classification” and ”Seperator”
respectively. Since those are the tokens used dur-
ing pre-training, they are kept in the same format
to fully utilize BERT encoder’s understanding of
sentence pairs.

BERT uses WordPiece tokenizer (Wu et al.,
2016), which divides the words in the input se-
quence into wordpieces (i.e. subwords). It main-
tains a good compromise between the charac-
ter based representation’s flexibility and the word
based representation’s efficiency. This balance im-
proves the overall accuracy of the natural language
system. Moreover, since it splits the infrequent
words into wordpieces, it naturally handles the
rare words problem (Wu et al., 2016).

2.4 Classification Head

To transform the token representations obtained
from the encoder into label predictions, we used
a small classification head. Following the conven-
tion of Devlin et al. (2018), we used the represen-
tation of the first token, [CLS], as the summary of
the whole sequence. Then, this vector is linearly
projected into a three-dimensional space such that
each dimension represents the score for a label. Fi-
nally, a softmax operation is applied to convert the
scores into class probabilities.

3 Datasets

The main dataset used in this shared task is
MedNLI. Additionally, we used MultiNLI and
SNLI to improve our accuracy via transfer learn-
ing.

3.1 MultiNLI and SNLI

MultiNLI and SNLI (Williams et al., 2018; Bow-
man et al., 2015) are general domain datasets,
containing significantly more example pairs than
MedNLI. The MultiNLI training dataset consists
of five different genres of written and spoken
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Training
Dataset Genre Set Size
MedNLI Patient Records 11, 232

MutliNLI

Fiction 77, 348
Government 77, 350
Slate 77, 306
Telephone 83, 348
Travel 77, 350
Total 392, 702

SNLI Image Captions 550, 152

Table 2: Comparison of NLI datasets by their genres
and sizes.

1 Her a[∗∗ Location ∗∗]e and PO intake have
been normal.

2 on [∗ ∗ 1− 31 ∗ ∗] Dr. [∗ ∗ Name (NI) ∗∗]
documented that there was 1 positive
ascitic fluid culture

Table 3: Two partial examples from MedNLI sentence
pairs. Note the de-identification artifacts.

English, such as telephone conversations, travel
guides and press releases from government web-
sites. All examples in the SNLI training dataset
are created from image captions, hence SNLI is
regarded as a single genre. We have only used the
training sets of MultiNLI and SNLI in our exper-
iments to teach our model general domain NLI.
A detailed comparison of the NLI datasets can be
found in Table 2.

3.2 MedNLI

Our target dataset is MedNLI (Romanov and Shiv-
ade, 2018). We have used the provided splits with-
out change. We trained our models on the training
set, evaluated them on the development set. How-
ever, we did not use the testing set during training
or hyperparameter selection.

MedNLI is created from text in the clinical do-
main, particularly patient records. To keep the
confidentiality of various parties, names (of pa-
tients and places) and dates in the source texts have
been de-identified. Therefore, the dataset contains
artifacts, some examples of which are shown in
Table 3.

In the example sequences, ”a[∗∗ Location
∗∗]e”, ”[∗ ∗ 1− 31 ∗ ∗]” and ”[∗ ∗Name (NI) ∗∗]”
are de-identification artifacts. This hurts the per-
formance of our model since when WordPiece to-

1 her, a, [, ∗, ∗, location, ∗, ∗, ], e, and, po,
intake, have, been, normal, .

2 on, [, ∗, ∗, 1, −, 31, ∗, ∗, ], dr, ., [, ∗, ∗,
name, (, ni, ), ∗, ∗, ], documented, that,
there, was, 1, positive, as, ##cit, ##ic,
fluid, culture

Table 4: The results of tokenizing the examples pro-
vided in the Table 3. The commas are used to separate
different tokens.

1
Her ae and PO intake have been normal
her, ae, and, po, intake, have, been,
normal, .

2
on Dr. documented that there was 1
positive ascitic fluid culture
on, dr, ., documented, that, there, was, 1,
positive, as, ##cit, ##ic, fluid, culture

Table 5: The results of pre-processing the examples
provided in Table 3, and their respective tokenizations.

kenizer segments the de-identified words into sub-
words, an excessive number of tokens are gener-
ated. The tokenization outputs of the examples are
shown at Table 4.

Since BERT tokenizer treats the special char-
acters such as ”[” and ”∗” as wordpieces, the re-
sulting tokenization contains an inflated number
of unnecessary tokens. These tokens include the
special characters and de-identified place-holders
such as ”Name”, ”Location”. We suspected that
WordPiece tokenizer makes the de-identification
artifacts harmful to the performance since their
tokenizations introduce too many erroneous to-
kens. To validate this observation, we performed
some experiments where we removed the de-
identified tokens from the MedNLI dataset while
pre-processing. Resulting text and tokenizations
of the sample sequences after the removal can be
found in Table 5. As a result, the accuracies im-
proved as shown in Section 5. Hence, we con-
ducted the remaining experiments by performing
this pre-processing step.

4 Training Strategy

4.1 Sequential Transfer Learning

Following the advice of Romanov and Shivade
(2018), we experimented with transfer learning
techniques to boost the accuracy of our model. In
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Figure 2: Two-stage sequential transfer learning strat-
egy.

fact, our baseline approach is itself a type of se-
quential transfer learning. We take a pre-trained
BERT, append a classifier head on top of it, and
fine-tune the whole model on the MedNLI train-
ing dataset. Since BERT is a powerful sequence
encoder, this approach alone yielded better results
on the MedNLI development dataset compared to
the published baselines (Romanov and Shivade,
2018). However, because the dataset is limited
in size, performances of these approaches are re-
stricted. Therefore, instead of training our model
directly on the target task, we added an interme-
diate training step. During this step, the model
is trained on a large NLI dataset from a general
domain such as MultiNLI and SNLI. Our aim is
to help the model learn task specific reasoning
skills using the large number of training exam-
ples. Then, the model is further fine-tuned on the
MedNLI training dataset so that it can adapt its pa-
rameters to the clinical domain and MedNLI style.
We call this strategy two-stage sequential trans-
fer learning, which is shown in Figure 2. In both
stages of the learning, the model is trained until its
accuracy on the MedNLI development set is max-
imized.

Since there are multiple large and general do-
main NLI datasets available, we wanted to lever-
age them. Therefore, we also experimented with
three-stage transfer learning. In the first two
stages, we trained our model on MultiNLI and
SNLI successively. In the third stage, we finally
trained it on MedNLI. However, this configuration

Model 1

Input
Pair

Model 2 Model N

Label
Probabilities

Label
Probabilities

Label
Probabilities

Element-wise
Function

Label
Scores

Figure 3: Ensembling procedure of N different models
for an input premise-hypothesis pair.

yielded slightly worse results compared to two-
stage transfer, as discussed in Section 5. There-
fore, we changed our method and utilized an en-
sembling approach to combine the benefits of the
available datasets.

4.2 Ensembling

We perform ensembling on independently trained
models to get the benefit of multiple datasets.
First, these models are fully trained by two-stage
transfer learning with different general domain
datasets. After that, we compute a set of la-
bel probabilities for the sentence pairs using these
models. Then, we combine the probabilities with
an element-wise operation such as sum, product,
or max to obtain a single score for each label. Fig-
ure 3 summarizes this process for a single input.
Finally, we report the label corresponding to the
highest score as our prediction for each example.
This approach might be regarded as a soft ver-
sion of majority voting, a commonly used ensem-
bling method. As Section 5 shows, this approach
yielded the best results obtained by our models.

5 Results and Discussion

5.1 Implementation Details

We used PyTorch (Paszke et al., 2017) as our deep
learning framework and the BERT implementa-
tion provided by Hugging Face1. Our models are
based on the BertForSequenceClassification class.
We used the BertAdam optimizer from the same

1https://github.com/huggingface/
pytorch-pretrained-BERT
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Training Training Sequence Batch Initial
Strategy Set Length Size Optimizer Learning Rate
Direct Training

MedNLI 256 16 BertAdam 2× 10−5

Task pre-training
MultiNLI 256 32 BertAdam 2× 10−5

SNLI 256 32 BertAdam 2× 10−5

Domain fine-tuning
MedNLI 256 16 BertAdam 2× 10−5

Table 6: The hyperparameters for different training settings.

repository, which imitates the Adam implementa-
tion of the original BERT.

We always evaluated our models according to
the accuracy on the MedNLI development set. For
all experiments, we trained a model until its accu-
racy in the last four epochs did not improve over
its best accuracy. If a model kept improving, we
stopped the training after 80 epochs. All model
weights are updated during the training phases of
the experiments.

The training procedure was stable, there were
no serious failure cases with unexpectedly low ac-
curacies. Nevertheless, to mitigate the possible
negative effects of the randomness on the opti-
mization, we repeated each experiment with three
different seeds and selected the run with the best
accuracy.

The primary hyperparameters of our model are
the sequence length of the encoder layers, the
batch size, and the initial learning rate of the opti-
mizer, BertAdam. We kept the remaining hyperpa-
rameters such as dropout rate the same as the orig-
inal implementation. To determine the sequence
length, we counted the number of resulting to-
kens from MultiNLI, SNLI, and MedNLI sentence
pairs after tokenization. Since the maximum token
count is 256, we naturally set the sequence length
to 256. When we trained the model on MedNLI,
we used batches with size of 16. In contrast, when
a large dataset (e.g. MultiNLI and SNLI) is used,
we used batch size of 32 to speed up the train-
ing process. In the initial experiments, we tried
2 ∗ 10−5 , 3 ∗ 10−5 , and 5 ∗ 10−5 as BertAdam’s
initial learning rate which resulted in very similar
accuracies. Nevertheless, since 2 ∗ 10−5 gener-
ally yielded slightly better results, we conducted
the remaining experiments with this initial learn-
ing rate. Table 6 summarizes the hyperparameters

Weight Set Dev Accuracy
BERTBASE 82.3%
BERTLARGE 82.9%
BioBERT 83.4%
SciBERT 83.7%

Table 7: Results of directly training on MedNLI data,
starting from various pre-trained weight sets. The high-
est accuracy is indicated with bold.

used in the training phases.

5.2 Experiments

We have conducted a number of experiments to
test our model and the effectiveness of different
training strategies. We report the resulting percent
accuracies on the MedNLI development dataset.

To start with, we trained our model on MedNLI
directly. We initialized it with various pre-trained
weights to compare their performances. The re-
sults of the experiment can be seen from Table 7.
It shows that the weights pre-trained on domains
related to the task, such as biomedical or scien-
tific data, have a noticeable advantage over the
weights obtained from general text corpora, such
as Wikipedia. Moreover, the effect of pre-training
is more significant compared to the model size.
BioBERT and SciBERT surpassed BERTLARGE

although they are three times smaller.
Next, we tested the two-stage sequential trans-

fer learning method using all combinations of pre-
trained weights and rich NLI datasets mentioned
before. Table 8 shows the results of this experi-
ment. As expected, all models benefit from two-
stage transfer learning. Moreover, the trend of spe-
cialized pre-trained weights having an advantage
continues on this experiment as well. However,
BioBERT outperforms SciBERT, unlike the pre-
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Weight Set MultiNLI SNLI
BERTBASE 82.9% 82.4%
BERTLARGE 83.7% 84.4%
BioBERT 85.6% 85.8%
SciBERT 85.4% 85.6%

Table 8: Development set accuracies achieved by per-
forming two-stage sequential transfer learning, utiliz-
ing different intermediary datasets, and starting from
various pre-trained weights. The highest accuracy is
indicated with bold.

MultiNLI SNLI
BERTBASE +0.7% ±0.0%
BERTLARGE +0.6% +2.2%
BioBERT +1.2% +0.6%
SciBERT +0.4% +1.3%

Table 9: Accuracies gained by pre-processing the
MedNLI dataset, after performing two-stage sequen-
tial transfer learning with different starting points and
datasets.

vious results. We suspect that since BioBERT is
pre-trained starting from BERTBASE , it benefits
more from general domain task training.

In order to test the effect of pre-processing
described in Section 3.2, we repeated the two-
stage training experiment without removing the
de-identification artifacts. We compared the re-
sults of this experiment with the previous results
to see how the accuracy is affected. The improve-
ments obtained from the pre-processing can be
found in Table 9. It increases the accuracy in all
cases, except for BERTBASE - SNLI, where the
accuracy is unchanged. Note that all other experi-
ments are conducted with the pre-processing is en-
abled.

We have also tested the performance of three-
stage sequential transfer learning on BioBERT.
Training on SNLI and MultiNLI sequentially be-
fore MedNLI produced lower accuracies com-
pared to the two-stage transfer learning experi-
ment. Moreover, switching the training order of
SNLI and MultiNLI did not change the resulting
accuracy. We suspect that further training on a sec-
ond intermediate dataset brings the model closer
to a worse local optimum. A comparison between
different training strategies on BioBERT can be
found in Table 10.

Lastly, we experimented with ensembling. We
tested four ensemble models, one for each pre-

Dev
Training Strategy Accuracy
Direct Training on MedNLI 83.4%

Two-Stage Transfer:
MultiNLI→MedNLI 85.6%
SNLI→MedNLI 85.8%

Three-Stage Transfer:
MultiNLI→ SNLI→MedNLI 84.9%
SNLI→MultiNLI→MedNLI 84.9%

Table 10: Single model development set accuracies
of different training strategies, starting from BioBERT.
The highest accuracy is indicated with bold.

Weight Set Sum Product Max
BERTBASE 83.3% 83.4% 83.3%
BERTLARGE 85.1% 85.0% 85.2%
BioBERT 86.1% 86.0% 86.1%
SciBERT 85.9% 85.8% 85.8%

Table 11: Development set accuracies resulting from
ensembling two models starting from the same pre-
trained weights. The highest accuracies are indicated
with bold.

trained BERT variant. For each of these start-
ing points, we combined the two models obtained
from the two-stage transfer learning experiment.
One of these models is trained with MultiNLI, the
other with SNLI. We tried three different element-
wise operations for ensembling, and compared
their effects. Table 11 shows that this approach
yielded better results compared to the two-stage
transfer methods. Therefore, we effectively com-
bined the benefits of training on different, rich
datasets.

Among all the experiments, the best result
we obtained is 86.1% accuracy by ensembling
BioBERT models trained with two-stage transfer
learning. That accuracy was obtained by combin-
ing the output probabilities with element-wise sum
operation.

Therefore, we participated in the shared task
with that ensembled model. Consequently, our
model achieved 84.7% accuracy on the unseen test
dataset reserved for the shared task.

5.3 Error Analysis
Following Romanov and Shivade (2018), we con-
ducted a similar error analysis on MedNLI devel-
opment set to understand how the different meth-
ods improve the baseline. We chose BioBERT for
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Ground Truth Label CON ENT NTR
Predicted Label ENT NTR CON NTR CON ENT
Direct Training on MedNLI 33 22 19 84 20 53
Two-Stage Transfer:
MultiNLI→MedNLI 16 14 24 77 22 48
SNLI→MedNLI 23 14 15 65 18 63
Three-Stage Transfer:
MultiNLI→ SNLI→MedNLI 19 17 18 83 22 51
SNLI→MultiNLI→MedNLI 21 20 13 73 24 59
Ensemble Model:
MultiNLI + SNLI with Sum 20 15 16 67 20 56

Table 12: Label breakdown of errors made in MedNLI development set by different models. All models were
trained with different strategies starting from BioBERT. ”CON”, ”ENT” and ”NTR” label abbreviations mean
”Contradiction”, ”Entailment”, and ”Neutral” respectively.

Category ABB MED NUM WOR
Direct Training on MedNLI 32 126 30 43
Two-Stage Transfer:
MultiNLI→MedNLI 24 113 29 35
SNLI→MedNLI 22 111 28 37
Three-Stage Transfer:
MultiNLI→ SNLI→MedNLI 23 116 30 41
SNLI→MultiNLI→MedNLI 25 116 30 39
Ensemble Model:
MultiNLI + SNLI with Sum 23 106 30 35

Table 13: Category breakdown of errors made in MedNLI development set by different models. All models
were trained with different strategies starting from BioBERT. The category abbreviations mean ”Abbreviation”,
”Medical Knowledge”, ”Numerical Reasoning”, and ”World Knowledge” respectively.

the analysis since it is the starting point of our
highest-scoring model. We compared the errors
made by the models resulting from direct train-
ing, two-stage transfer learning, three-stage trans-
fer learning, and ensembling.

In the first study, we concentrated on analyz-
ing the distribution of the misclassified examples
over labels, whose results are shown at Table 12.
First thing to notice is that the errors mostly orig-
inated from confusion between the entailment and
the neutral labels. For all models, this confusion
causes approximately 60% of the errors. Two-
stage transfer results show that intermediate train-
ing on a large dataset helps in identifying the con-
tradiction relation. The error counts of the ensem-
ble model are lower than or around the averages of
the models that are ensembled.

The second analysis is separating the errors into
four broad categories. These involve ”Abbrevi-
ation”, ”Medical Knowledge”, ”Numerical Rea-

soning”, and ”World Knowledge”. ”Abbrevation”
represents the existence of medical abbrevations
critical to decode the inference relation. ”Medi-
cal Knowledge” refers to the requirement of rea-
soning with medical knowledge. ”Numerical Rea-
soning” denotes that the inference type depends
on the value of the number(s) present in the sen-
tence pair. ”Word Knowledge” indicates the need
for common sense or general domain knowledge
to understand the inference. We manually catego-
rized each misclassified sentence pair.

Table 13 shows the results of the error catego-
rization. ”Numerical Reasoning” errors are almost
the same across all models. We believe that this is
because the scale of the numerical values highly
depends on the context. Adding general domain
knowledge does not seem to help in learning nu-
merical scales on the medical domain. As the two-
stage transfer results show, the intermediate train-
ing on a general domain NLI dataset decreases
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the error rates on the remaining three categories.
However, training with three-stage transfer learn-
ing does not improve the ”Medical Knowledge”
and ”World Knowledge” categories as much as
the two-stage transfer. Although getting poorer re-
sults after training with more data seems counter-
intuitive, Romanov and Shivade (2018) observed
a similar trend on transfer learning using SNLI,
and the genres of MultiNLI. In both findings,
the model performance does not directly correlate
with the size of the intermediate training data.

Lastly, most of the improvements introduced
by ensembling fall under ”Medical Knowledge”.
Since the component models are trained on dif-
ferent datasets on intermediate training step, the
errors they made on the MedNLI development set
differ. We suspect that the models are not very
confident in some of their ”Medical Knowledge”
errors, hence the other model may correct these
mistakes to an extent.

6 Conclusion

In this paper, we showed that a pre-trained BERT
encoder, combined with a classifier head forms a
strong baseline for MedNLI task. More impor-
tantly, we also demonstrated that the model’s ac-
curacy can be remarkably improved by utilizing a
two-stage transfer learning strategy. The success
of the final model depends on the initial BERT
weights, as well as the particular transfer learning
method. Finally, we showed that ensembling two
separate models trained on different NLI datasets
is more effective than using these datasets to train
a single model. Our best model, BioBERT ensem-
bled, achieved 86.1% accuracy on the MedNLI de-
velopment set, and 84.7% accuracy on the unseen
test dataset reserved for the MEDIQA 2019’s NLI
Shared Task.

While empirical results show that contextual-
ized sequence encoders enhanced with transfer
learning are strong, their performances might be
further improved with external knowledge integra-
tion. As future work, we would like to extend
BERT’s contextualized word vectors using seman-
tic relationships.
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Abstract 

In this paper, we propose a novel model 
called Adversarial Multi-Task Network 
(AMTN) for jointly modeling 
Recognizing Question Entailment (RQE) 
and medical Question Answering (QA) 
tasks. AMTN utilizes a pre-trained 
BioBERT model and an Interactive 
Transformer to learn the shared semantic 
representations across different task 
through parameter sharing mechanism. 
Meanwhile, an adversarial training 
strategy is introduced to separate the 
private features of each task from the 
shared representations. Experiments on 
BioNLP 2019 RQE and QA shared task 
datasets show that our model benefits 
from the shared representations of both 
tasks provided by multi-task learning and 
adversarial training, and obtains 
significant improvements upon the single-
task models.   

1 Introduction 

With the rapid development of Internet and 
medical care, online health queries are increasing 
at a high rate. In 2012, 59% of U.S. adults looked 
for health information online 1 . However, it is 
always difficult for search engines to return 
relevant and trustworthy health information every 
time if the symptoms are not accurately described 
(Pletneva et al., 2012; Scantlebury et al., 2017). 
Therefore, many websites provide online doctor 
consultation services, which can answer questions 
or give advice from doctors or experts to the 

                                                           
1 http://www.pewinternet.org/2013/01/15/health-online-
2013/ 

customers. Unfortunately, manually answering 
some simple queries or answering similar 
questions multiple times is quite time-consuming 
and wasteful. A Question Answering (QA) system 
that can automatically understand and answer the 
health care questions asked by customers is 
urgently needed (Wren, 2012). 

To this end, BioNLP 2019 (Abacha et al., 2019) 
provides a series of challenging shared tasks, 
including: (1) Natural Language Inference (NLI) 
in the clinical domain; (2) Recognizing Question 

Entailment (RQE); (3) medical Question 
Answering (QA). This paper mainly focuses on 
RQE and QA task.  

RQE task aims at identifying entailment 
relation between two questions in the context of 
QA (Abacha and Fushman, 2016), which can be 
represented as “a question Q1 entails a question 
Q2 if every answer to Q2 is also a complete or 
partial answer to Q1”.  

QA task aims at automatically filtering and 
improving the ranking of automatically retrieved 
answers (Abacha and Fushman, 2019). There are 
two targets for QA: (1) determining whether the 
given sentence could answer the given question; 
(2) ranking all the right answers according to their 
relevance to the question.  

Neural networks and deep learning (DL) 
currently provide the best solutions for RQE and 
QA tasks. Among various neural networks, such 
as traditional Convolutional Neural Networks 
(CNN) (LeCun et al., 1998) and Long Short-Term 
Memory (LSTM) networks (Hochreiter and 
Schmidhuber, 1997), Transformer (Vaswani et al., 
2017) has demonstrated superiority in multiple  
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natural language processing tasks (Verga et al.,    
2017; Shen et al., 2017; Yu et al., 2018). 
Transformer (Vaswani et al., 2017) is based solely 
on attention mechanisms and it can effectively 
capture the long-range dependencies between 
words.  

More recently, the pre-trained language models, 
such as ELMo (Matthew et al., 2018), OpenAI 
GPT 2 , and BERT (Devlin et al., 2018), have 
shown their effectiveness to capture the deep 
semantic and syntactic information of words.  
BioBERT (Lee et al., 2019) is one of the BERT-
based pre-trained language model for biomedical 
domain, and it achieves great improvement in 
many biomedical tasks. For this reason, we 
believe that the pre-trained language models, 
especially the BioBERT, should be valid for RQE 
and QA under reasonable use. 

Most previous researches train the model of 
RQE task or QA task separately based on a single 
training set. However, such single-task method 
cannot provide essential mutual supports between 
the two tasks. The inherent interactions between 
the two tasks might help us do even better on the 
RQE and QA tasks. RQE task can find Frequently 
Asked Questions (FAQs) similar to a consumer 
health question, providing consumers with 
appropriate FAQs and enabling QA systems to 
identify the right answers with greater precision 
and higher speed (Harabagiu and Hickl, 2006).  

Multi-Task Learning (MTL) is a learning 
paradigm in machine learning and its aim is to 
leverage shared representations contained in 
multiple related tasks to help improve the 
generalization performance of all the tasks. MTL 
is usually done with parameter sharing of hidden 
layers. Hard parameter sharing is the most 
commonly used approach to MTL in neural 
networks. It is generally applied by sharing the 
hidden layers between all tasks, while keeping 
several task-specific output layers. However, it is 
difficult for MTL to distinguish the commonalities 
and differences between different tasks. 

A common way to improve the robustness of 
the system is to train the system using different 
datasets through adversarial training (Goodfellow 
et al., 2014). Chen et al. (2017) propose a shared-
private model, which extracts shared features and 

                                                           
2 https://s3-us-west-2.amazonaws.com/openai-
assets/research-covers/language-
unsupervised/language_understanding_paper.pdf 

private features from multiple corpus, and 
introduces adversarial training for shared 
representation learning. Drawing on the practices 
of previous studies, we plan to use an adversarial 
multi-task framework to extract the noise-robust 
shared representation directly. 

 Considering the similarity between RQE and 
QA tasks, this paper proposes a novel Adversarial 
Multi-Task Network (AMTN) to jointly model 
these two tasks. Specifically, AMTN first utilizes 
BioBERT as an embedding layer to generate 
context-dependent word representations. Then, a 
common Interactive Transformer layer is 
introduced for sentence representation learning 
and inter-sentence relationship modeling, which 
allows knowledge transfer from other tasks. 
Finally, two specific classifiers are used for RQE 
and QA tasks respectively. Here, we only consider 
the target (1) of QA task for the multi-task 
learning to ensure the consistency between RQE 
and QA tasks. Furthermore, to prevent the shared 
and private feature spaces from interfering with 
each other, an adversarial training strategy is 
introduced to make the shared feature 
representations to be more compatible and task-
invariant among different tasks. Experimental 
results show that our AMTN model is effective to 
improve the performance for both RQE and QA 
tasks upon the single-task models, which 
demonstrates the superiority of the adversarial 
multi-task strategy.  

Our contributions can be summarized into two 
folds. 
 

 A well-designed Interactive Transformer 
layer is introduced for sentence 
representation learning and inter-sentence 
relationship modeling. 

 A novel adversarial multi-task strategy is 
introduced to jointly model RQE and QA 
tasks, in which multi-task learning is 
proposed for shared representation learning 
and adversarial training is used to force the 
shared representation purer and task-
invariant. 

2 Method 

This section gives a detailed description of the 
proposed AMTN, which is shown in Figure 1. 
AMTN mainly consists of three parts: a shared 
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encoder, a task discriminator and two classifiers 
for the RQE task and the QA task, respectively. 

Shared encoder is used to learn the shared 
semantic representations across different tasks 
through parameter sharing mechanism. Task 
discriminator is used to form an adversarial 
training with the shared encoder to separate the 
private features of each task from the shared 
representations. Two specific classifiers are 
applied to judge whether a sentence pair is an 
entailment relationship (RQE task) or a question-
and-answer relationship (QA task). 

Next, we will use four subsections to introduce 
our AMTN model in detail: Data Preprocessing, 
Shared Representation Learning, Task Specific 
Classifier and Adversarial Training. 

2.1 Data Preprocessing 

Define a data set ( ) ( )
1{ , }X kNk k

i i iy  , where ( )X k
i

 is 

the thi  input for the thk  task, ( )k
iy  is the 

corresponding labels of ( )X k
i , kN  is the number 

of training data in the thk  task. In this paper, 1k   

refers to RQE task, and 2k   refers to QA task. 

Each ( )X k
i  is composed of the concatenation of a 

unique [CLS] flag with a sentence pair 

 1 2, ,...,x A A A A
nx x x  and  1 2, ,...,x B B B B

mx x x , 

where n, m are the sequence lengths. Specially, 
since the answers of the QA task are too long, we 

intercept the first sentence of them as xB . 

2.2 Shared Representation Learning 

We use the shared encoder to learn the shared 
representations as the input for the classifiers and 
the task discriminator. Figure 2 illustrates the 
architecture of shared encoder, which contains 
BioBERT Embedding Layer, Interactive 
Transformer Layer and Combination Layer.  

BioBERT Embedding Layer:  BioBERT is a 
domain specific language representation model 
pre-trained on large-scale biomedical corpora 
(Lee et al., 2019). It could effectively enhance the 
learning ability of encoding biomedical 
information.  

We use BioBERT as an embedding layer, 
whose final hidden representation of each word is 
treated as word embedding. Given the sequence 
input X , the corresponding hidden representation 

sequence { , , }H h h hC A B  can be obtained 

through the BioBERT layer, where 1h d nA  , 
1h d mB  and 1 1h dC   correspond to the 

sentence x A , the sentence xB  and the unique 

[CLS] flag respectively, and 1d  is the output 

dimension of BioBERT. 
Interactive Transformer Layer: To 

effectively capture the long dependency 
information and establish an interaction between 
the two sentences, the hidden representation 

sequences hA  and hB  are fed to an Interactive 
Transformer Layer. The Interactive Transformer 
consists of N  blocks, each of which contains a 
multi-head attention with interactive process. 
Multi-head attention performs the scaled dot 
product attention multiple times on linearly 
projected query ( Q ), Key ( K ) and Value (V ), 

which is shown in the following formula: 

 

Figure 1: The framework of AMTN. 

 

Figure 2:  The architecture of the shared encoder. 
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            Attention( , , ) softmax( )
T

K

Q K
Q K V V

d
  (1) 

where Kd  is the dimension of K . Vaswani et al. 

(2017) point out that the input of softmax grows 
large in magnitude, pushing the softmax function 
into regions where it has extremely small 
gradients. Therefore, the dot productions are 

scaled by 1 Kd  to counteract this effect.   

For the first sentence x A , we take its hidden 

representation hA  as Q  and hB  as K , V . In this 

way, the information flow inside features of the 

sentence x B
 are dynamically conditioned on the 

features of the sentence x A . The inputs for the 

first sentence x A  can be represented as: 

 





1 2

1 2

1 2

, ,..., ,

, ,..., ,

, ,..., .

A A A A
n

A B B B
m

A B B B
m

Q h h h

K h h h

V h h h







 (2) 

For the second sentence x B , we take hB  as Q  

and take hA  as K , V , which can be represented 
as: 

 





1 2

1 2

1 2

, ,..., ,

, ,..., ,

, ,...,

B B B B
m

B A A A
n

B A A A
n

Q h h h

K h h h

V h h h





 。

 (3) 

Therefore, the multi-head attentions with 
interactive process for the given pair of sentences 
can be formulated as: 

          ( , , )A Q A K A V A
l l l lhead Attention Q K V W W W  (4) 

          ( , , )B Q B K B V B
l l l lhead Attention Q K V W W W  (5) 

            1 2[ ; ;...; ]MHA H A A A
LV head head head W  (6) 

            1 2[ ; ;...; ]MHB H B B B
LV head head head W  (7) 

where 1headd dQ
l

W  , 1headd dK
l

W  , 

1headd dV
l

W   and 1 headd LdH W   are trainable 

shared parameters.  1 2; ;...; Lhead head head  is a 

concatenation of outputs of L  heads.  
Different from the original Transformer, in 

which the input of Q , K  and V  are all the same, 

Interactive Transformer takes different sentences 
as the inputs of  Q  and K , V . In this way, we 

expect to effectively compute dependencies 

between any two words of the sentence pairs and 
encode the abundant semantic information for 
each sequence word.  

Combination Layer: After modeling the 
association between the two sentences, we utilize 
the max pooling operation to obtain the final 

shared semantic representations of x A  and x B  
respectively: 

 ( )A MHAS Maxpooling V  (8) 

 ( )B MHBS Maxpooling V  (9) 

Then, we perform vector combination on AS , 
BS , and flag representation hC  through a dense 

layer to generate the sentence pair representation 
S  for classification, which is calculated as 
follows: 

 0

0

ReLU( [ ; ; ;

; ] )h

A B A B

A B C

S S S S S

S S b

 



W


 (10) 

where 0 15
0

d dW   and 0 1
0

db   are trainable 

parameters.   

2.3 Task Specific Classifier 

For each task, a specific classifier is employed to 
judge whether a sentence pair is an entailment 
relationship (RQE) or a question-and-answer 
relationship (QA). Each classifier is composed of 
a two-layer fully-connected neural network, 
which uses a ReLU nonlinearity after the first 
fully connected layer and a softmax nonlinearity 
after the second fully connected layer. It can be 
written as follows: 

           ( )
2 1 1 2

ˆ ReLUm
i softmax S b b  y W W  (11) 

The classifier takes the sentence pair 
representation S  as input and outputs a 
probability distribution to predict whether the 
current sentence pair is entailment relation or 
question-and-answer relation. 

Both classifiers are trained by optimizing the 
cross-entropy loss as follows: 

                 ( ) ( )
, ,1 1

ˆlogkN C k k
classifier i j i ji j

J
 

   y y  (12) 

where C  is the number of categories of 

classification label, ,
ˆ

i jy  is the predicted 

probability of the thj  category of the thi  sentence 

pair.  
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2.4 Adversarial Training 

In order to make shared representations contain 
more common information and reduce the mixing 
of task-specific information, adversarial training 
is introduced into the above multi-task framework.  

The goal of the proposed adversarial training 
strategy is to form an adversary with shared 
representation learning by introducing a task 
discriminator. In this paper, we take the shared 
encoder as generative network G  and the task 
discriminator as discriminative model D , in 
which G  needs to learn as much semantic 
information as possible from the shared data 
distribution between the two tasks and D  aims to 
determine which task (RQE or QA) the input 
sentence belongs to by using the shared 
representations.   

Specifically, we first use the shared encoder 

G( , )X s , which is mentioned in section 2.2, to 

get the sentence pair representation S . s  is the 

shared parameter need to be trained. Then, the 
shared representations will be fed to the task 
discriminator D  to determine the task to which 
the current input belongs. D  can be expressed by 
the following formula: 

      4 3 3 4D , ReLUW W  dS softmax S b b  (13) 

Besides the task loss for RQE and QA, we 

additionally introduce an adversarial loss advJ  to 

prevent task-specific feature from creeping into 
shared space and thus get a purer shared 

representation. The adversarial loss advJ  is trained 

in alternating fashion as shown below: 

  
2

( )

1 1

log D G , ,X
k

s d

N
k

adv i s d
k i

J min max
 

 
 

  
      

  
 t   

(14) 

where ( )k
it  is the correct task label (RQE task or 

QA task) of the given sentence pair X . Here the 
basic idea is that, the shared representations 
learned by the shared encoder need to mislead the 
task discriminator. At the same time, the task 
discriminator needs to predict the task (RQE or 
QA) to which the data belongs as accurately as 
possible. The two are adversarial to each other 
and alternately optimized to separate the private 
features from the shared representations. 

Finally, the shared encoder and the task 
discriminator reach a balance point and achieve 
mutual promotion.  

3 Experiments 

3.1 Dataset 

Our experiments are conducted on the BioNLP 
RQE and QA shared tasks. The QA dataset 
contains a total of 3042 question-answer pairs: 
1701 for training, 234 for validation, and 1107 for 
test. The RQE dataset contains a total of 9120 
question pairs: 8588 for training, 302 for 
validation, and 230 for test.  The statistic of the 
two datasets are shown in Table 1. 

3.2  Experimental settings and metric 

In the shared encoder module, we use the pre-
trained uncased BioBERTbase

3
 for computational 

complexity considerations. The number of its 
Transformer blocks and multiple heads are both 
12. For the Interactive Transformer, we use 3 
blocks with 16 heads. The hidden layer dimension 
of BioBERTbase  and Interactive Transformer are 
both set to 768. We use a mini batch size of 8 and 
epoch of 30. Adam optimizer (Kingma and Ba, 
2014) is used for both shared encoder and task 
discriminator to tune the parameters at the 

learning rates of 1 1e 5   and 2 1e 4  , 

respectively. Specially, due to the small quantity 
of QA training data, we oversample it three times 
during training in order to balance the dataset of 
two tasks. The hyper-parameters settings used in 
this paper are shown in Table 2. The performance 
RQE and QA tasks are evaluated by the official 
evaluation scripts4, which adopt accuracy as the 
evaluation metric. 

                                                           
3 https://github.com/naver/biobert-pretrained 
4 https://github.com/abachaa/MEDIQA2019/tree/master/Eval 

_Scripts 

Task Train Validation Test 

RQE 8588 302 230 
QA 1701 234 1107 

Table 1:  Statistic of sentence pairs in RQE and 
QA datasets. 
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3.3 Effects of the Adversarial Multi-Task 
Learning Strategy 

This section first proposes two baseline strategies 
for comparison as described below: 

 

 Multi-Task: Under this strategy, the 
architecture is constructed by removing the 
discriminator D  from AMTN. We call it 
AMTN-Discriminator.  

 Single-Task: Under this strategy, the 
architecture is constructed by removing the 
discriminator D  from AMTN, and using 
the same classifier for the two tasks. We 
call it Single-Task Network (STN). 

The results are shown in Table 3. From the 
table, we can see that single-task learning 
achieves the worst results, which is probably due 
to the simple model architecture. For the three 
methods using different dataset in Single-task 
learning, STN (QA+RQE) performs better than 

STN (QA) and STN (RQE). It demonstrates that 
the two datasets have quite similar information 
distributions that could adequately complement 
each other and contribute to both RQE and QA 
tasks.  

From the second block in Table 4, we can see 
that Multi-Task strategy performs clearly better 
than Single-Task. Note that, AMTN-
Discriminator has an accuracy rate of 63.6% and 
74.5% for RQE and QA tasks, which is the result 
of our submission in the task website. Multi-task 
learning jointly trains multiple sub-task models 
through a shared encoder. It can effectively 
capture the common features of the two task data, 
thereby promoting the generalization ability of 
RQE and QA tasks synchronously. 

To explore the effects of the proposed 
adversarial multi-task strategy. Furthermore, we 
arm the above Multi-Task strategy with 
adversarial training, i.e. adding a discriminator to 
form the adversary with shared representation 
learning: 

 

 Adversarial Multi-Task: Under this 
strategy, two architectures are constructed. 
One is our proposed AMTN. The other is a 
variant of AMTN, which adds a Private 
Encoder for each task to parallelly learn 
task-specific representations and shared 
representations. 

Table 4 lists the comparison results. Compared 
with Multi-Task. AMTN achieves further 
improvement (0.7% and 1.3% accuracy for RQE 
and QA tasks respectively) with the help of 
additional task discriminator and the introduction 

Strategy Architecture RQE QA 

Single-Task STN (QA) 59.1 71.4 

STN (RQE) 50.0 61.0 

STN (QA+RQE) 61.7 71.4 

Multi-Task AMTN-Discriminator
†
 63.6 74.5 

Table 3:  Effects of multi-task learning strategy. All the results are reported by accuracy (%). STN (QA), 
STN (RQE) and STN (QA+RQE) represent STN trained on QA dataset, QRE dataset and both datasets, 

respectively. 
†
 indicates our submission results. 

Strategy Architecture RQE QA 

Multi-Task AMTN-Discriminator
†
 63.6 74.5 

Adversarial Multi-
Task 

AMTN 64.3 75.8 
AMTN+Private Encoder 58.3 72.5 

Table 4:  Effects of adversarial multi-task learning strategy. All the results are reported by accuracy (%). 
†
 

indicates our submission results. Bold font indicates the best performance. 

Hyper-parameters Value 

Pre-trained Model Heads 12 
Pre-trained Model Blocks 12 
Interactive Transformer Heads 16 
Interactive Transformer Blocks 3 
Hidden Layer Dimension 768 
Epoch 30 
Mini-batch 8 

Learning Rate for Shared Encoder  1e-5 

Learning Rate for Discriminator 1e-4 

Table 2:  Hyper-parameters settings. 
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of adversarial loss. We believe that the 
discriminator could strip private features from 
shared representations and make shared 
representations more general. 

Finally, when we add a private encoder for 
each task, i.e. AMTN+Private Encoder, we can 
see that the performance is significantly reduced 
by 6.0% and 3.3% accuracy in RQE and QA tasks, 
respectively. Although private representation 
could provide task-specific information, it will 
introduce too many redundant parameters that 
could make the model prone to over-fitting, 
resulting in performance degradation. 

3.4 Effects of the Shared Encoder 

Our AMTN model uses Interactive Transformer 
as shared encoder to perform shared 
representation learning. To verify the effects of 
the shared encoder, we compare the Interactive 
Transformer with the following three baseline 
methods: 
 

 CNN encoder: This method uses 
Convolutional Neural Network (CNN) to 
encode each sentence. 256 filters with 
window size of 3,4,5  are used in CNN, 

respectively. 

 Bi-LSTM encoder: This method uses a 
single-layer bidirectional Long Short-Term 
Memory network (Bi-LSTM) to encode 
each sentence. The hidden layer dimension 
of each direction is set to 384. 

 Transformer encoder: This method uses an 
original Transformer to encode each 

sentence. For sentence x A , the three input 

( Q , K  and V ) of Transformer are all hA . 

For sentence xB , the three input ( Q , K  and 

V ) of Transformer are all hB . That is to say, 
there is no interaction between the two 
sentences in this encoder. 

Note that, the final sentence representation is 
generated by max pooling on the output of the 
above shared encoder. 

In addition, previous works in biomedical RQE 
and QA often use word embeddings trained on 
PubMed or PMC corpus. To verify the superiority 
of pre-trained language representation model, the 
above four shared encoders (including 
Interactive Transformer) are respectively 

equipped with the following three word 
representation methods: 
 

 Word2Vec: Each word in a sentence is 
represented by word embeddings trained on 
PubMed abstracts and PubMed Central full-
text articles (Wei et al., 2013) with 
Word2vec toolkit (Mikolov et al., 2013). 
The dimension of the pre-trained word 
embedding is 100. We use a transition 
matrix to convert its dimension to 768. 

 BERT: The pre-trained BERT model is used 
to generate a hidden representation h  of 
each word in the sentence as its word 
embedding. The purpose of this method is 
to increase the generalization ability of the 
Word2Vec and fully describe the character 
level, word level and sentence level 
information and even the relationship 
between sentences. 

 BioBERT: Same as above, the pre-trained 
BioBERT model is used to generate a 
hidden representation h  of each word in the 
sentence as its word embedding. 

Table 5 lists all the results on the RQE and QA 
dataset. By analyzing Table 5, we obtain the 
following conclusions. On the one hand, we can 
find that BERT brings a qualitative leap to the 
performance of both RQE and QA tasks upon 
Wor2Vec. BioBERT enriches BERT with a large 
amount of biomedical information and achieves 
approximately 1% absolute accuracy 
improvement over the BERT on both the tasks. It 

Encoder Embedding RQE QA 

CNN Word2vec 57.4 56.5 

BERT 60.8 73.7 

BioBERT 63.0 74.9 

Bi-LSTM Word2vec 52.6 58.4 

BERT 62.2 74.1 

BioBERT 62.2 75.1 

Transformer Word2vec 54.4 60.8 

BERT 59.6 72.7 

BioBERT 59.6 74.0 

Interactive 
Transformer 

Word2vec 57.8 62.3 

BERT 61.7 73.5 

BioBERT 64.3 75.8 

Table 5:  Effects of shared encoder. All the results 
are reported by accuracy (%). Bold font indicates 

the best performance. 
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shows that pre-trained models could improve 
model robustness and uncertainty estimates. 

On the other hand, among the four different 
encoders, Interactive Transformer shows the 
best results overall. Interactive Transformer 
could not only capture the long-range dependency 
information, but also establish an interaction 
between the given two sentences by the 
interactive process. The benefit of introducing the 
interactive process is that it can efficiently 
compute dependencies between any two words in 
a sentence pair and encode the rich semantic 
information for each sequence word.  

3.5 Error Analysis 

Although the proposed AMTN achieves great 
performance over strong baselines, some failure 
cases are also observed. We have carried out 
detailed statistics and analysis of these errors, 
and classified the possible causes into the 
following three categories. 

The first error type is acronyms. Since most 
biomedical concepts have acronyms, e.g. 
“Gastrointestinal Stromal Tumor” vs. “GIST” in 
first sentence pair in Table 6, it is quite difficult 
for model to determine whether the two sentences 
focus on the same topic without any external 
knowledge, thus resulting in misclassification. 
This problem is also our concern for future work, 
e.g. how to integrate prior knowledge into the 
model. 

The second error type is ambiguous samples, 
which means that the relationship between the 
sentences is fuzzy and difficult to judge, such as 
the QA sentence pair shown in the second block 
of Table 5. Its golden label is True, however, the 
answer sentence seems to be irrelevant to the 

question, thus leads to the wrong classification of 
our model. 

The third error type is semantic confusion, 
which refers to the semantic misunderstanding 
caused by complex syntax or collocation of 
phrases.  Take the sentence pair in third block of 
Table 6 as an example: Q1 contains almost all the 
words in Q2 (“possible”, “atypical pneumonia”, 
“treatments” and etc.), while the two sentences 
are of Contradiction relation. We believe that the 
sentence pair is quite confusing that AMTN does 
not really “understand” it. 

4 Conclusion 

In this paper, we propose an Adversarial Multi-
Task Network to jointly model RQE and QA 
shared tasks. ATMN employs BioBERT and 
Interactive Transformer as the shared encoder to 
learn the shared representations across the two 
tasks. A discriminator is further introduced to 
form an adversarial training with the shared 
encoder for purer shared semantic representations. 
Experiments on BioNLP 2019 RQE and QA 
shared tasks show that our proposed AMTN 
model benefits from the shared representations of 
both tasks provided by multi-task learning and 
adversarial training, and gains a significant 
improvement upon the single-task models. 
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Error Type Sentence Pair Task Gold/Prediction 

Acronyms Q1: … he went to hospital to have medical check-up with 
endoscopic ultrasonography, and found GIST with about 1cm in 
size … What are we supposed to do? …  
Q2: What are the treatments for Gastrointestinal Stromal 
Tumor?  

RQE Entailment/Contr
adiction 

Ambiguous 
Samples 

Q: Spina bifida; vertbral fusion; syrinx tethered cord. Can u help 
for treatment of these problem? 
A: Spina bifida (Complications): Spina bifida may cause minimal 
symptoms or only minor physical disabilities. 

QA True/False 
 

Semantic 
Confusion 

Q1: What is the possibility of atypical pneumonia occurring 
again less than a month after treatment? 
Q2: What are the possible treatments for atypical pneumonia? 

RQE Contradiction/Ent
ailment 

Table 6:  Failure cases predicted by AMTN. 

444



9 
 

References  

Natalia Pletneva, Alejandro Vargas, Konstantina 
Kalogianni, and Celia Boyer. 2012. Online health 
information search: what struggles and empowers 
the users? Results of an online survey. Studies in 
health technology and informatics, 180:843-847. 

Arabella Scantlebury, Alison M. Booth, and Bec 
Hanley. 2017. Experiences, practices and barriers 
to accessing health information: a qualitative study. 
International Journal of Medical Informatics, 
103:103-8. 

Jonathan D. Wren. 2011. Question answering systems 
in biology and medicine--the time is now. 
Bioinformatics, 27(14):2025-2026. 

Asma B. Abacha, Chaitanya Shivade, and Dina D. 
Fushman. 2019. Overview of the MEDIQA 2019 
Shared Task on Textual Inference, Question 
Entailment and Question Answering. In 
Proceedings of the MEDIQA 2019.Asma B. 
Abacha and Dina D. Fushman. 2016. Recognizing 
question entailment for medical question 
answering. AMIA. In Proceedings of the AMIA 
Symposium, pages 310-318. 

Asma B. Abacha and Dina D. 2019. A question-
entailment approach to question answering. arXiv 
preprint arXiv:1901.08079. 

Yann LeCun, Leon Bottou, Yoshua Bengio, and 
PatrickHaffner. 1998. Gradient-based learning 
applied to document recognition. In Proceedings of 
the IEEE, pages 2278-2324. 

Sepp Hochreiter and Jürgen Schmidhuber. 1997. 
Long short-term memory. Neural Computation, 
9(8):1735-1780. 

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob 
Uszkoreit, Llion Jones, Aidan N. Gomez, Łukasz 
Kaiser, and Illia Polosukhin. 2017. Attention is all 
you need. In Advances in Neural Information 
Processing Systems, pages 6000–6010. 

Patrick Verga, Emma Strubell, Ofer Shai, and Andrew 
McCallum. 2017. Attending to all mention pairs 
for full abstract biological relation extraction. 
arXiv preprint arXiv:1710.08312. 

Tao Shen, Tianyi Zhou, Guodong Long, Jing Jiang, 
Shirui Pan, and Chengqi Zhang. 2017. DiSAN: 
Directional self-attention network for rnn/cnn-free 
language understanding. arXiv preprint 
arXiv:1709.04696. 

Adams Wei Yu, David Dohan, Minh-Thang Luong, 
Rui Zhao, Kai Chen, Mohammad Norouzi, and 
Quoc V. Le. 2018. QANet: Combining local 
convolution with global self-attention for reading 
comprehension. arXiv preprint arXiv:1804.09541. 

Matthew E. Peters, Mark Neumann, Mohit Iyyer, 
Matt Gardner, Christopher Clark, Kenton Lee, and 
Luke Zettlemoyer. 2018. Deep contextualized 
word representations. arXiv preprint 
arXiv:1802.05365.  

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and 
Kristina Toutanova. 2018. Bert: Pre-training of 
deep bidirectional transformers for language 
understanding. arXiv preprint arXiv:1810.048055. 

Jinhyuk Lee, Wonjin Yoon, Sungdong Kim, 
Donghyeon Kim, Sunkyu Kim, Chan Ho So, and 
Jaewoo Kang. 2019. Biobert: A pre-trained 
biomedical language representation model for 
biomedical text mining. arXiv preprint 
arXiv:1901.08746. 

Sanda Harabagiu and Andrew Hickl. 2006. Methods 
for Using Textual Entailment in Open-Domain 
Question Answering. In Proceedings of the 21st 
International Conference on Computational 
Linguistics and the 44th Annual Meeting of the 
Association for Computational Linguistics. 
Association for Computational Linguistics, pages 
905-912. 

Rich Caruana. 1998. Multitask Learning. Autonomous 
Agents and Multi-Agent Systems, 27(1):95–133. 

Ian Goodfellow, Jean P. Abadie, Mehdi Mirza, Bing 
Xu, David W. Farley, Sherjil Ozair, Aaron 
Courville, and Yoshua Bengio. 2014. Generative 
adversarial nets. In Advances in Neural 
Information Processing Systems, pages 2672–2680. 

Xinchi Chen, Zhan Shi, Xipeng Qiu, and Xuanjing 
Huang. 2017. Adversarial Multi-Criteria Learning 
for Chinese Word Segmentation. In Proceedings of 
the 55th Annual Meeting of the Association for 
Computational Linguistics (Volume 1: Long 
Papers), pages 1193-1203. 

Diederik P. Kingma and Jimmy Ba. 2014. Adam: A 
method for stochastic optimization. arXiv preprint 
arXiv:1412.6980. 

Chih-Hsuan Wei, Hung-Yu Kao, and Zhiyong Lu. 
2013. PubTator: A web-based text mining tool for 
assisting biocuration. Nucleic Acids Research, 
41(W1):W518-W522. 

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S 
Corrado, and Jeff Dean. 2013. Distributed 
representations of words and phrases and their 
compositionality. In Advances in neural 
information processing systems, pages 3111–3119. 

445



Proceedings of the BioNLP 2019 workshop, pages 446–452
Florence, Italy, August 1, 2019. c©2019 Association for Computational Linguistics 

 

Abstract 

In medical domain, given a medical 
question, it is difficult to manually select 
the most relevant information from a large 
number of search results. BioNLP 2019 
proposes Question Answering (QA) task, 
which encourages the use of text mining 
technology to automatically judge whether 
a search result is an answer to the medical 
question. The main challenge of QA task is 
how to mine the semantic relation between 
question and answer. We propose 
BioBERT Transformer model to tackle this 
challenge, which applies Transformers to 
extract semantic relation between different 
words in questions and answers. 
Furthermore, BioBERT is utilized to 
encode medical domain-specific 
contextualized word representations. Our 
method has reached the accuracy of 76.24% 
and spearman of 17.12% on the BioNLP 
2019 QA task.  

1 Introduction 

In medical field, the professional vocabulary is 
large and the semantics are complex, which makes 
manually selecting answers to a medical question 
from search results time consuming. The question 
answering (QA) task proposed by BioNLP 2019 
(BEN ABACHA et al., 2019) aims to automatically 
extract answers to a medical question by using text 
mining technology. This task consists of two 
objectives: one is to determine whether each 
candidate answer can be used as the correct answer 
to a question, and the other is to rank the retrieved 
answers according to the relevance to a question. 

The nature of QA task is to match the meaning 
rather than only match words between question and 

answer sentences. Several QA approaches based 
on syntax information have been developed to 
match the meaning between question and answer. 
Wang et.al. (2007) propose a statistical syntax-
based model that softly aligns a question sentence 
with a candidate answer sentence. Tymoshenko 
and Moschitti (2015) encode semantic knowledge 
directly into syntactic tree representations of a pair 
of questions and answers for answers ranking. 
However, all these models rely on dependency 
parsers, suffering from error propagation. 

Neural network-based methods can 
automatically learn the inherent semantic features 
and have achieved good performance on QA task. 
Wang and Nyberg (2017) employ an attentional 
encoder-decoder model based on long short-term 
memory (LSTM) (Hochreiter and Schmidhuber, 
1997) for answer ranking, and their model achieves 
the best performance of 63.7% average score on 
the TREC LiveQA 2017 challenge (Agichtein et al., 
2017). Yang et al. (2017) use a convolutional 
neural network (CNN) model to classify a question 
into a restricted set of 10 question types and crawl 
relevant online web pages to find the answers. 
However, all the models described above neglect 
the long range dependency between words in 
question and answer, limiting their capacity when 
question and answer sequences are long. 

Transformer (Vaswani et al., 2017) is a model 
based entirely on attention mechanisms and has 
achieved success on several natural language 
processing (NLP) tasks, such as machine 
translation (Vaswani et al., 2017) and language 
understanding (Devlin et al., 2018).  Transformer 
uses multi-head attention mechanisms to 
effectively capture the long-range dependency 
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information in context sequences, which is vital for 
question answering task. 

Recently, language models (LM) based on large-
scale corpus pre-training have made great progress 
in several NLP tasks, such as machine translation 
and natural language inference (NLI). ELMo 
(Peters et al., 2018) learns two unidirectional LMs 
based on LSTM networks which is able to capture 
both sub-word information and contextual clues. 
OpenAI GPT (Radford et al., 2018) uses a left-to-
right Transformer (Vaswani et al., 2017), which 
introduces minimal task-specific parameters and is 
trained on the downstream tasks by simply fine-
tuning the pre-trained parameters. The major 
limitation of pre-trained model above is that they 
are unidirectional, which limits the choice of 
architectures that can be used during pre-training. 
BERT (Devlin et al., 2018) employs a bidirectional 
Transformer encoder to fuse both the left and the 
right context and can explicitly model the 
relationship of a pair of text. Thus, it can make 
progress in paired NLP tasks, such as NLI and QA. 
Based on the BERT architecture, BioBERT (Lee et 
al., 2019) is a domain-specific language 
representation model pre-trained on large-scale 
biomedical corpora and effectively transfers the 
knowledge from biomedical texts to biomedical 
text mining models. 

Corpus of QA task proposed by BioNLP 2019 
contains answers with long text, which requires 
models to capture the long range dependency 
information across words in both question and 
answer sentences. Thus, we propose BioBERT 
Transformer (BBERT-T) model based on 
Transformer to model the associations between 
question and answer. Specifically, question and 
answer sequences are first passed to BioBERT to 
generate medical domain-specific contextualized 
representations. Then, the question and answer 
representations are fed into two Transformers, 
respectively, to capture the long range dependency 
information and semantic relation between 
question and answer. Finally, a weighted cross 
entropy loss is applied to further improve the 
performance. Our method achieves accuracy of 
76.24% and spearman of 17.12% on the BioNLP 
2019 QA task. 

                                                           
1 https://github.com/huggingface/pytorch-pretrained-BERT 

2 System Description 

In MEDIQA2019 medical Question Answering 

(QA) task, given a question q  and an   candidate 

answers 1 2{ , ,..., }ana a a  , we need build model to 

rank all candidate answers and to recognize correct 
answers to the question. Let T  be the set of all the 
question-answer pairs. For each question-answer 
pair ( , )q a  , we use BioBERT to encode the 

contextual information, which improves the model 
generalization capability. Then we propose two 
Transformers to learn the long range dependency 
information between words in question and answer, 
respectively. In this section, we introduce our 
approach for QA task in two steps: (1) the 
preprocessing of the corpus; (2) the structure of the 
model. 

2.1 Preprocessing 

Firstly, we lowercase all the questions and answers. 
Then, following (Fajcik et al., 2019), for each text 
of questions and answers, we use the tokenizer, that 
comes from Hugging Face PyTorch re-
implementation of BERT1, to split input words into 
most frequent n-grams in the pre-training corpus, 
effectively representing text at the sub-word level. 
Next, following (Vaswani et al., 2017), ( , )q a pair 

sequences are truncated to have at most 300 tokens. 
At last, we use the truncated pair sequence 

1 2 1 2[ , ,..., , , ,..., ]
q al lq q q a a a   as input, where ql   is the 

length of question, 
al  is the length of a candidate 

answer and 300q al l  . 

2.2 BioBERT Transformer Model (BBERT-
T) 

Structure of the proposed model is shown in Figure 
1, which is composed of three layers: (1) BioBERT 
layer; (2) Transformer layer; (3) classification and 
ranking layer. Take the question-answer pair 
sequence 1 2 1 2[ , ,..., , , ,..., ]

q al lq q q a a a   as input to the 

BioBERT layer, achieving the question 
representation and answer representation. Then the 
two representations are fed to Transformer layer to 
extract the long range dependency information 
between words in question and answer, 
respectively. Finally, the outputs of Transformer 
layer are passed to a max pooling layer to generate 
features used to perform classification and ranking. 
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The details of our model are described in the 
following subsections. 

BioBERT layer: BioBERT (Lee et al., 2019) 
has achieved good performance after fine-tuning in 
several biomedicine NLP tasks. Therefore, we use 
the BioBERT to encode the question-answer pair 
sequence, which improves the model 
generalization capability. Following (Vaswani et 
al., 2017), given a question-answer pair sequence 

1 2 1 2[ , ,..., , , ,..., ]
q al lq q q a a a  , we add [CLS] token as 

the first token to the sequence and separate 
question and answer sequence with [SEP] token to 
get the input sequence, i.e. 

1 2 1 2[ , , ,..., , , , , ..., , ]
q al lCLS q q q SEP a a a SEP . BioBERT 

is used to encode the input sequence and the final 
layer output is used as the contextualized 
representation of the question-answer pair 

1 1[ , ,..., , , ,..., , ]
q a

CLS q q SEP a a SEP n d
l lH h h h h h h h    , 

where 3iq a
n l l     and d   is the hidden layer 

dimension. Representations of questions and 

answers and the CLSh will be used as inputs to the 
Transformer layer and the classification and 
ranking layer, respectively, which are described in 
following subsections. Note that all parameters of 
the BioBERT are fine-tuned during training. 

Transformer layer: In this layer, two 
Transformers are applied to capture the long range 

dependency information and semantic relation 
between question and answer. To help better 
understand this layer, we provide a brief overview 
of Transformer (Vaswani et al., 2017).  

The key component of Transformer is the multi-
head attention layer that allows the model to jointly 
attend to information from different representation 
sub-spaces at different positions. Formally, given 
the queries Q  , keys K  , values V  , multi-head 

attention builds upon scaled dot product attention 
mapping a query and a set of key-value pairs to an 
output: 

 ( , , ) soft max( )
TQK

Att Q K V V
d

  (1) 

where Q , K , V  and output are all list of vectors 

with equal length, and d is the dimension size of K. 
Multi-head attention applies several scaled dot 
product attentions, which can be formulized as 
follows: 

 ( , , ) Q K V
i i i ihead Att W Q W K W V  (2) 

 

1 2

MultiHead( , , )=

[ , , , ]

H

h

Q K V W

head head head
 (3) 

where / /,Q d h d K d h d
i iW W      and /V d h d

iW 

are trainable parameter matrices and h represents 
the number of  scaled dot product attention, or head. 

 1 2, , , hhead head head   is a concatenation of 

outputs of h heads. Note that, in this paper, we set 
H d dW    to a fixed identity matrix to reduce 

model complexity. 
After multi-head attention layer, Transformer 

applies a two-layer full connection layer with 
ReLU activation: 

 1 1 2 2ReLU( )q updateH Q W b W b    (4) 

where 1
d dW  ， 2

d dW  ， 1
db  ， 2

db   

are trainable parameter matrices. 
MultiHead( , , )updateQ Q K V   is the output of multi-

head attention.  
For both multi-head attention layer and the full 

connection layer, we use the residual concatenation 
(He et al., 2016) and Layer Normalization (Ba et 
al., 2016).  

In our Transformer layer, we first split the 
contextualized representation 

1 1[ , ,..., , , ,..., , ]
q a

CLS q q SEP a a SEP
l lH h h h h h h h   from 

BioBERT into question representation 

 

Figure 1: Architecture of BioBERT Transformer 
model. 
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1 2[ , ,..., ] q

q

l dq q q q
lH h h h


    and answer 

representation 1 2[ , ,..., ] a

a

l da a a a
lH h h h    . Then 

question and answers representations are passed to 
two Transformers, respectively. Take the question 

for example, Question representation qH   forms 
the Q, K and V which are fed into a Transformer. 
The output of the Transformer for question is 

represented as qE . In the same way, we can get aE  
for answer. To establish the connection between 
question and answer, the two Transformers share 

the parameters. qE   and aE  will be used in the 
following classification and ranking layer. 

2.3 Classification and Ranking Layer 

In order to summarize the information of the 
questions and answers, we use the max pooling to 
generate question features dq   and answer 

features da : 

 max pool( )qq E  (5) 

 max pool( )aa E  (6) 

q and a are concatenated to form [ , ]q a  as the 

features for classification and ranking. To make 
full use of information about the relationship 
between question and answer, we further 

concatenate the classification embedding CLSh

from BioBERT layer to form the final features

[ , ,| |, , ]CLSq a q a q a h   . Then, 

[ , ,| |, , ]CLSq a q a q a h   is passed to a softmax layer 

to perform the classification. The softmax layer 
consists of a dense layer and a logistic regression 
classifier with a softmax function. 

 3 3[ , , | |, , ]CLSo W q a q a q a h b     (7) 

 ( | ) soft max( )t t o op y j T W o b    (8) 

where 5
3

d dW   , 3
db   , 2d

oW    and 2
ob   

trainable parameters, {0,1}j  , and tT   represents 

tth training samples. We rank the answers 
according to the probability of being true answer 
(i.e. ( =1| )t tp y T ). 

In order to make full use of the reference score 
in the training set and to carefully control the loss, 
this paper applies a weighted cross entropy loss. 

                                                           
2 https://chiqa.nlm.nih.gov/ 
3https://github.com/abachaa/MEDIQA2019/tree/master/Eva
l_Scripts 

For a candidate answer with the reference scores of 
1, 2, 3, 4, the corresponding output labels should 
be 0, 0, 1, 1. We assign weights of 2, 1, 1, 2 to each 
label, respectively, when calculating the cross 
entropy loss: 

 

2, 1

1, 2

1, 3

2, 4

score

score

score

score




 

 


 

 (9) 

 
1

1
log ( | )

N

t t
t

loss p y T
N




    (10) 

where N  is the number of question-answer pairs. 

3 Experiments 

3.1 Dataset and Evaluation Metrics 

Dataset: MEDIQA2019-Task3-QA task contains 
dataset of medical questions and the associated 
answers retrieved by CHiQA2 . Table 1 describes 
the details of statistics of the dataset. 

Evaluation Metrics: For BioNLP 2019 QA 
task, organizers employ two measurements: 
accuracy and spearman. The evaluation is reported 
by official evaluation toolkit3, and accuracy is the 
main metric. For each experiment, we report the 
mean values with corresponding standard 
deviations over 3 repetitions. 

3.2 Experimental Setup 

The BioBERT we use includes 12 layers (i.e., 
Transformer blocks), and the dimension of hidden 
size is 768. The Transformer we use has 3 blocks, 
each of which contains 16 heads. For each head, 
the mapped Q, K, and V dimensions are 48. Thus, 
the input and output dimension of Transformer is 
768. We use Adam (Kingma and Ba, 2015) with 1

= 0.9, 2  = 0.999 for optimization. The learning 

rate is 2e-5. The dropout rate is 0.5. The batch size 
is set to 4. The BBERT-T 4  is developed by 

4 https://github.com/ThreeTreeStar/Question-Answering 

 Train Dev Test 
Questions 208 25 150 
Answers 1701 234 1107 

Table 1: Statistics of dataset of QA task. 
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PyTorch5.We use the BioBERT module (Lee et al., 
2019) without modifying. The Transformer is 
developed by ourselves. Computations are run on 
a single server computer equipped with a GPU. 

3.3 Comparisons with baselines 

To verify the effectiveness of our model, we 
compare BBERT-T with five baselines listed as 
follows. 

w/o BioBERT：This variant does not use 

BioBERT. The processed sentence is embedded 
with pre-trained word embeddings released by 
(Moen et al., 2013). Then the embedded sequence 
input into the Transformer layer. 

BBERT-LSTM: This variant replaces two 
Transformers with two BiLSTMs. Question 
representation qH   and answer representation aH  

are passed to two BiLSTMs, respectively. Note 
that the two BiLSTMs share parameters. 

BBERT-CNN: This variant replaces two 
Transformers with two CNNs with kernel size of 
{2, 3, 4}. Question representation qH  and answer 

representation aH   are passed to two CNNs, 

respectively. Note that the two CNNs share 
parameters.  

BBERT-T (1 block): This variant uses 
Transformers with one block, rather than three 
blocks. 

w/o CLS: In classification and ranking layer, we 

do not concatenate CLSh  with the output of max 

pooling q  and a  . We directly take 

[ , ,| |, ]q a q a q a    as input to softmax layer. The 

submitted results are from this model. After 
submitting the results, we found that BBERT-T 

concatenating CLSh  as features achieved higher 
results than w/o CLS.  

From the results in Table 2, we can conclude 
followings. First, compared with BBERT-T, 
BBERT-LSTM replaces Transformer with 
BiLSTM which causes the accuracy to drop by 4.97% 
and the spearman to drop by 3.50%. BBERT-CNN 
replaces Transformer with CNN which causes the 
accuracy to drop by 4.45% and the spearman to drop 
by 3.59%. This indicates that long range dependency 
information extracted by our model is critical to QA 
task. After all, most of answers in the corpus of 
BioNLP 2019 QA task have long sequences and the 
semantic information may be distributed across long 
distance.  

                                                           
5 https://pytorch.org/ 

Second, compared with BBERT-T, w/o 
BioBERT decreases the accuracy by 24.61% and the 
spearman by 28.84%. This indicates that medical 
domain information is important for BioNLP 2019 
QA task.  

Third, comparing BBERT-T with w/o CLS, we 

can see that without the CLSh  feature decreases the 

accuracy and spearman. In BioBERT, CLSh   is 
originally used as features to classify whether 
given two sentences is adjacent. Similarly, in our 

model, CLSh  contains important information about 
the relationship between question and answer, 
which is critical features to QA task. 

Finally, compared with BBERT-T (1 block), 
BBERT-T has a higher complexity but achieves a 
better accuracy, which illustrates that the structure of 
three blocks is necessary. 

3.4 Effects of architecture 

To better understand the architecture of BBERT-T, 
we compare it with three variants: 

w/o share: This variant uses two separate 
Transformers with different parameters . 

BBERT-T (att): This variant replaces the max 
pooling with an attention mechanism. Take the 
question as example, we calculate the attention 
weight i   for the i  th position in the output of 

Transformer qE as follows:  

 soft max(tanh( ))q
i iW E b     (11) 

where dW    and b   are trainable parameters. 

Then the question features q  is defined as follows:  

Model Accuracy 
(%)  

Spearman 
(%) 

Time 
(sec) 

w/o 
BioBERT 

51.39±0.56 -18.48±3.39 132.83 

BBERT-
LSTM 

71.03±0.91 6.86±4.29 399.73 

BBERT-
CNN 

71.55±1.73 6.77±4.80 290.79 

BBERT-T 
(1 block) 

73.83±0.25 4.36±9.38 310.62 

w/o CLS 73.23±1.97 7.80±5.50 369.88 

BBERT-T 76.0±1.30 10.36±8.80 373.43 

BBERT-T* 76.24±1.31 17.12±9.66 373.43 

Table 2: Comparisons with baselines, * stands for 
using ensemble by averaging the last 4 epoch 
output probabilities. ± denotes standard deviation, 
and bold font indicates best performance. Time 
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In the same way, the answer feature a is achieved. 
BBERT-T (mean): This variant replaces the 

max pooling with a mean pooling. 
From the results in Table 3, we can see that not 

sharing parameters between the two Transformers 
might lose connection between question and 
answer, leading to performance decrease. Using 
attention mechanism to generate question and 
answer features achieves a worse results than using 
max pooling. The reason might be that the self-
attention structures of Transformer make each 
position of output equally important. Therefore, 
attention mechanism cannot learn the effective 
weight for each position. This can be further 
verified by similar accuracy of the mean pooling 
that gives equal weight of each position. 

3.5 Effects of pre-training corpus knowledge 

To explore the effects of large-scale pre-training 
corpus knowledge, we compare our BBERT-T with 
its two variants: 

w/o Bio：This variant replaces BioBERT with 

BERT. 

From Table 4, comparing w/o Bio with w/o 

BioBERT, we can conclude that the contextualized 
representations generating by BERT do provide the 
semantic information between question and answer. 
BioBERT, having same model structure as BERT, 
is pre-trained on large scale medical corpus, which 
could generate medical domain-specific 
representations. For BioNLP 2019 QA task in 
medical domain, applying medical domain-

specific representations is more effective than open 
domain representations.  

3.6 Effect of reference loss 

To investigate the effects of weighted cross entropy 
loss, we use the cross-entropy loss to train our 
model and the results are shown in Table 5. 

 
From Table 5, we can observe that cross-entropy 

gets worse results than weighted cross-entropy, 
which illustrates that weighted cross-entropy could 
take advantage of the reference score during 
training. The candidate answers with higher 
reference scores are more relevant. Weighted 
cross-entropy assigns a higher weight to the loss of 
the correct answer with higher reference score and 
loss of the incorrect answer with lower reference 
score, which makes the model more robust. 

4 Conclusion 

We propose BioBERT Transformer model which 
applies two Transformers to catch the association 
between question and answer. Experimental results 
show that our model benefits from the long range 
dependency information between words in 
question and answer and that medical domain-
specific contextualized representations generated 
by BioBERT can effectively improve the 
performance of QA task. We evaluate on BioNLP 
2019 QA test dataset with official evaluation 
toolkit. And our proposed method achieves the 
accuracy of 76.24% and spearman of 17.12%. 
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Abstract

This paper presents the submissions by Team
Dr.Quad to the ACL-BioNLP 2019 shared task
on Textual Inference and Question Entailment
in the Medical Domain. Our system is based
on the prior work Liu et al. (2019) which uses
a multi-task objective function for textual en-
tailment. In this work, we explore different
strategies for generalizing state-of-the-art lan-
guage understanding models to the specialized
medical domain. Our results on the shared task
demonstrate that incorporating domain knowl-
edge through data augmentation is a power-
ful strategy for addressing challenges posed by
specialized domains such as medicine.

1 Introduction

The ACL-BioNLP 2019 (Ben Abacha et al., 2019)
shared task focuses on improving the following
three tasks for medical domain: 1) Natural Lan-
guage Inference (NLI) 2) Recognizing Question
Entailment (RQE) and 3) Question-Answering re-
ranking system. Our team has made submissions
to all the three tasks. We note that in this work we
focus more on the task 1 and task 2 as improve-
ments in these two tasks reflect directly on the task
3. However, as per the shared task guidelines, we
do submit one model for the task 3 to complete our
submission.

Our approach for both task 1 and task 2 is
based on the state-of-the-art natural language un-
derstanding model MT-DNN (Liu et al., 2019),
which combines the strength of multi-task learn-
ing (MTL) and language model pre-training. MTL
in deep networks has shown performance gains
when related tasks are trained together resulting
in better generalization to new domains (Ruder,
2017). Recent works such as BERT (Devlin et al.,
2018), ELMO (Peters et al., 2018) have shown

∗ equal contribution

the efficacy of learning universal language repre-
sentations in providing a decent warm start to a
task-specific model, by leveraging large amounts
of unlabeled data. MT-DNN uses BERT as the en-
coder and uses MTL to fine-tune the multiple task-
specific layers. This model has obtained state-
of-the-art results on several natural language un-
derstanding tasks such as SNLI (Bowman et al.,
2015), SciTail (Khot et al., 2018) and hence forms
the basis of our approach. For the task 3, we use
a simple model to combine the task 1 and task 2
models as shown in §2.5.

As discussed above, state-of-the-art models us-
ing deep neural networks have shown significant
performance gains across various natural language
processing (NLP) tasks. However, their general-
ization to specialized domains such as the medical
domain still remains a challenge. Romanov and
Shivade (2018) introduce a new dataset MedNLI,
a natural language inference dataset for the med-
ical domain and show the importance of incor-
porating domain-specific resources. Inspired by
their observations, we explore several techniques
of augmenting domain-specific features with the
state-of-the-art methods. We hope that the deep
neural networks will help the model learn about
the task itself and the domain-specific features will
assist the model in tacking the issues associated
with such specialized domains. For instance, the
medical domain has a distinct sublanguage (Fried-
man et al., 2002) and it presents challenges such
as abbreviations, inconsistent spellings, relation-
ship between drugs, diseases, symptoms.

Our resulting models perform fairly on the un-
seen test data of the ACL-MediQA shared task.
On Task 1, our best model achieves +14.1 gain
above the baseline. On Task 2, our five-model en-
semble achieved +12.6 gain over the baseline and
for Task 3 our model achieves a a +4.9 gain.
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2 Approach

In this section, we first present our base model
MT-DNN (Liu et al., 2019) which we use for both
Task 1 and Task 2 followed by a discussion on
the different approaches taken for natural language
inference (NLI) (§2.3), recognizing question en-
tailment (RQE) (§2.4) and question answer (QA)
(§2.5).

Data Pre-Processing Data Augmentation

BERT Encoder 

Premise / CHQ Hypothesis / FAQ

Pairwise Text
Classification

EnsembleDataset Prior

Post-Process

Model

Pre-Process

NLI / RQE

RQE only

NLI only

Figure 1: System overview for NLI and RQE task
.

2.1 Task 1 and Task 2 Formulation
Formally, we define the problem of textual
entailment as a multi-class classification task.
Given two sentences a =a1, a2..., an and b =
b1, b2, ..., bm, the task is to predict the correct la-
bel. For NLI, a refers to the Premise and b refers
to the Hypothesis and the label set comprises of
entailment, neutral, contradiction. For RQE, a
refers to the CHQ and b refers to the FAQ and the
label set comprises of True, False.

2.2 Model Architecture
A brief depiction of our system is shown in Fig-
ure 1. We represent components which were used
for both NLI and RQE in Orange. An exam-
ple of this is the Data Pre-processing component.
The RQE only components are shown in yellow
(eg. Data Augmentation). The components which
were used only for the NLI modules are shown in
Pink (eg. Dataset Prior). We base our model on
the state-of-the-art natural language understanding
model MT-DNN (Liu et al., 2019). MT-DNN is
a hierarchical neural network model which com-
bines the advantages of both multi-task learning
and pre-trained language models. Below we de-
scribe the different components in detail.

Train Validation Test
Entailment 3744 465 474
Contradiction 3744 465 474
Neutral 3744 465 474

Table 1: The number of train and test instances in each
of the categories of the NLI dataset.

Encoder: Following BERT (Devlin et al.,
2018), each sentence pair is separated by a [SEP]
token. It is then passed through a lexicon encoder
which represents each token as a continuous rep-
resentation of the word, segment and positional
embeddings. A multi-layer bi-directional trans-
former encoder (Vaswani et al., 2017) transforms
the input token representations into the contextual
embedding vectors. This encoder is then shared
across multiple tasks.

Decoder: We use the Pairwise text classifica-
tion output layer (Liu et al., 2019) as our de-
coder. Given a sentence pair (a,b), the above
encoder first encodes them into u and v respec-
tively. Then a K-step reasoning is performed
on these representations to predict the final label.
The initial state is given by s =

∑
j αjuj where

αj =
exp(wTuj)∑
i exp(w1

Tui)
. On subsequent iterations k ∈

[1,K−1], the state is sk = GRU(sk−1,xk) where
xk =

∑
j βjvj and βj = softmax(sk−1w2

Tv).
Then a single-layer classifier predicts the label at
each iteration k:

P k = softmax(w3
T [sk;xk; |sk − xk|; sk.xk])

Finally, all the scores across the K iterations are
averaged for the final prediction. We now describe
the modifications made to this model for each re-
spective task.

2.3 Natural Language Inference

This task consists of identifying three inference re-
lations between two sentences: Entailment, Neu-
tral and Contradiction

Data: The data is based off the MedNLI dataset
introduced by Romanov and Shivade (2018). The
statistics of the dataset can be seen in Table 1.

Data Pre-Processing: On manual inspection of
the data, we observe the presence of abbreviations
in the premise and hypothesis. Since lexical over-
lap is a strong indicator of entailment by virtue of
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pre-trained embeddings on large corpora, the pres-
ence of abbreviations makes it challenging. There-
fore, we expand the abbreviations using the fol-
lowing two strategies:

1. Local Context: We observe that often an ab-
breviation is composed of the first letters of
contiguous words. Therefore, we first con-
struct potential abbreviations by concatenat-
ing first letter of all words in an sequence, af-
ter tokenization. For instance, for the premise
shown below we get {CXR, CXRS, XRS,
CXRSI, XRSI, RSI, etc}. This is done for
both the premise and the hypothesis. We then
check if this n-gram exists in the hypothesis
(or the premise). If yes, then we replace that
abbreviation with all the words that make up
the n-gram. Now the model has more scope
of matching two strings lexically. We demon-
strate an example below:

Premise: Her CXR was clear and it did not
appear she had an infection.
Hypothesis: Chest X-Ray showed infil-
trates.

Premise Modified: Her Chest X-Ray was
clear and it did not appear she had an infec-
tion.

2. Gazetteer: If either the premise/hypothesis
does not contain the abbreviation expansion
or contains only partial expansion, the Local
Context technique will fail to expand those
abbreviations. Hence, we use an external
gazetteer extracted from CAMC1 to expand
commonly occurring medical terms. There
were 1373 entries in the gazetteer, cover-
ing common medical and clinical expansions.
For instance,
Premise: On arrival to the MICU , patient is
hemodynamically stable .
Premise Modified: On arrival to the Medi-
cal Intensive Care Unit , patient is hemody-
namically stable .

We first performed the local context replace-
ment as they are more specific to a given premise-
hypothesis pair. If there was no local context
match, then we did a gazetteer lookup. It is to be
noted that one abbreviation can have multiple ex-
pansions in the gazatteer and thus we hypothesized

1https://www.camc.org/

that local context should get preference while ex-
panding the abbreviation.

Training Procedure: For training the MT-DNN
model, we use the same hyper-parameters pro-
vided by the authors (Liu et al., 2019). We train
model for 4 epochs and early stop when the model
reaches the highest validation accuracy.

Baselines: We use the following baselines simi-
lar to Romanov and Shivade (2018).

• CBOW: We use a Continuous-Bag-Of-Words
(CBOW) model as our first baseline. We take
both the premise and the hypothesis and sum
the word embeddings of the respective state-
ments to form the input layer to our CBOW
model. We used 2 hidden layers and used
softmax as the decision layer.

• Infersent: Inferesent is a sentence encoding
model which encodes a sentence by doing
a max-pool on all the hidden states of the
LSTM across time steps. We follow the au-
thors of Romanov and Shivade (2018) by us-
ing shared weights LSTM cell to get the sen-
tence representation of the premise(U) and
the hypothesis(V). We feed these represen-
tations U and V to an MLP to perform a
3 way prediction. For our experiments, we
use the pre-trained embeddings trained on
the MIMIC dataset by Romanov and Shivade
(2018). We used the same hyperparameters.

• BERT: Since MT-DNN is based off of the
BERT (Devlin et al., 2018) model as the en-
coder, we also compare results using just
the pre-trained BERT. We used bert-base-
uncased model which was trained for 3
epochs with a learning rate of 2e-5 and a
batch size of 16 with a maximum sequence
length of 128. WE used the last 12 pre-
trained layers of the model.

2.3.1 Results and Discussion
In this section we discuss the results of all of our
experiments on the NLI task.

Ablation Study: First, we conduct an ablation
study to study the effect of abbreviation expan-
sion. Table 2 shows the results of the two ab-
breviation expansion techniques for the Infersent
model. We observe the best performance with
the Gazetteer strategy. This is because most sen-
tences in the dataset did not have the abbreviation
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Model Ablation Accuracy
Infersent 78.8 +/- 0.06
Infersent + Local-Context 78.8 +/- 0.02
Infersent + Local-Context + Gazetteer 78.5 +/- 0.36
Infersent + Gazetteer 79.1 +/ 0.14

Table 2: The results reported in the table is mean and
variance of the models averaged on 3 runs using differ-
ent random seeds.

matched through the local context match. Since
expanding abbreviations helped increase lexical
overlap, going forward we use the expanded ab-
breviation data for all our experiments henceforth.
Table 3 shows the confusion matrix for the In-
fersent model. The rows represent the ground truth
and the columns represent the predictions made by
us. We can see that the model is most confused
about the entailment and neutral classes. 82 times
the model predicts neutral for entailment and 85
times vice versa. In order to address this issue, we
add a prior on the dataset as a post processing step.

Contradiction Entailment Neutral
Contradiction 396 43 26
Entailment 30 353 82
Neutral 23 85 357

Table 3: Confusion matrix for NLI classes for Infersent
model. Rows denote the true labels and columns denote
the model predictions.

Prior on the dataset: Our dataset analysis on
the validation set revealed that there were three hy-
pothesis for a given premise with mutually exclu-
sive labels. Since we know that for a given premise
there can only be one entailment because of the na-
ture of the dataset, we post-process the model pre-
dictions to add this constraint. For each premise
we collect the prediction probability for each of
the hypothesis and pick the hypothesis having the
highest probability for entailment. We perform the
same selectional preference procedure on the re-
maining two classes. Such a post-processing en-
sures that each premise always has three hypothe-
ses with mutually exclusive labels.

Table 4 documents the results of the different
models on the validation set. We observe that
our method gives the best performance among the
three baselines. Based on these results, our final
submission on the unseen data can be seen in the
last row.

Model Ablation Accuracy
CBOW 74.7
Infersent 79.1
BERT 80.4
Ours 82.1

(Ben Abacha et al., 2019) (Unseen Test) 71.4
Ours (Unseen Test) 79.6
Ours (Unseen Test) + Prior 85.5

Table 4: NLI results on the validation set.

2.3.2 Error Analysis
We perform qualitative analysis of our model and
bucket the errors into the following categories.

1. Lexical Overlap: From Table 6, we see
that there is a high lexical overlap between
the premise and hypothesis, prompting our
model to falsely predict entailment.

2. Disease-Symptom relation: In the second
example, we can see that our model lacks
sufficient domain knowledge to relate hyper-
glycemia (a symptom) to diabetes (a disease).
The model interprets these to be two unre-
lated entities and labels as neutral.

3. Drug-disease relation: In the final example
we see that our model doesn’t detect that the
drug names in the premise actually entail the
condition in hypothesis.

These examples show that NLI in the medi-
cal domain is very challenging and requires in-
tegration of domain knowledge with respect to
understanding complex drug-disease or symptom-
disease relations.

2.4 Recognizing Question Entailment

This task focuses on identifying entailment be-
tween two questions and is referred as recognizing
question entailment (RQE). The task is defined as
: ”a question A entails a question B if every an-
swer to B is also a complete or partial answer to
A”. One of the questions is called CHQ and the
other FAQ.

Data: The data is based on the RQE dataset col-
lected by Abacha and Dina (2016). The dataset
statistics can be seen in Table 7.

Pre-Processing: Similar to the NLI task, we
pre-process the data to expand any abbreviations
in the CHQ and FAQ.

456



Type CHQ FAQ Label
Train What is the treatment for What is the treatment for True

tri-iodothyronine thyrotoxicosis? T3 (triiodothyronine) thyrotoxicosis?
Do Coumadin and Augmentin interact? How do you inject the bicipital tendon? False

Validation sepsis. Can sepsis be prevented. Who gets sepsis? True
Can someone get this from a hospital?
medicine and allied. I LIKE TO KNOW What is an Arrhythmia? False
RECENT THERAPY ON ARRHYTHMIA OF HEART

Table 5: Examples of question entailment from train and validation set.

Lexical Overlap

Premise
Hypothesis
Ground truth
Prediction

She is on a low fat diet
She said they also have her on a low salt diet.
Neutral
Entailment

Disease-Symptom relation

Premise
Hypothesis

Ground truth
Prediction

Patient has diabetes
The patient presented with a change in mental status
and hyperglycemia.
Entailment
Neutral

Drug-Disease relation

Premise

Hypothesis
Ground truth
Prediction

She was treated with Magnesium Sulfate, Labetalol, Hydralazine
and bedrest as well as betamethasone.
The patient is pregnant
Entailment
Neutral

Table 6: Qualitative analysis of the outputs produced by our model. We categorize the errors into different buckets
and provide cherry-picked examples to demonstrate each category.

Label Train Set Validation set
True 4655 129
False 3933 173

Table 7: The number of train and validation instances
in each of the categories of the RQE dataset.

Training Procedure: The multi-task MT-DNN
model gave the best performance for the NLI task,
which motivated us to use it for the RQE task as
well. We use the same hyperparamters as Liu et al.
(2019) and train the model for 3 epochs.

Baselines: We compare our model with the fol-
lowing baselines:

• SVM: Similar to Abacha and Dina (2016), we
use a feature based model SVM and Logis-
tic Regression for the task of question en-
tailment. We extract the features presented
in Abacha and Dina (2016) to the best of
our abilities. Their model uses lexical fea-
tures such as word overlap, bigram propor-
tion, Named Entity Recognition (NER) fea-

tures and features from the Unified Medical
Concepts (UMLS) repository. Due to access
issues, we only use the i2b2 2 corpus for ex-
tracting the NER features.

• BERT: Like before, we compare our model
with the pre-trained BERT model. For this
task, we used the bert-base-uncased model
and fine-tuned the last 12 layers for 4 epochs
with learning rate 2e-5. A batch size of 16
was used.

2.4.1 Distribution Mismatch Challenges
The RQE dataset posed many unique challenges,
the main challenge being that of distribution mis-
match between the train and validation distribu-
tion. Table 5 shows some examples from the train-
ing and validation set which illustrate these chal-
lenges. We observe that in the training set, en-
tailing examples always have high lexical overlap.
There were about 1543 datapoints in the training
set where the CHQ and FAQ were exact dupli-
cates. The non-entailing examples in the training

2https://www.i2b2.org/NLP/DataSets/
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set are completely un-related and hence the nega-
tive examples are not strong examples. Whereas in
the validation set the negative examples also have
lexical overlap. Furthermore, the nature of text
in the validation set is more informal with incon-
sistent casing, punctuation and spellings whereas
the training set is more structured. Furthermore,
the length of the CHQ in the validation set is
much longer than those observed in the training
set. Therefore, we design our experimental set-
tings based on these observations.

2.4.2 Data Augmentation
In order to address these challenges, we attempt to
create synthetic data which is similar to our valida-
tion set. Another motivation for data augmentation
was to increase the training size because neural
networks are data hungry. Since most deep neu-
ral models rely on lexical overlap as strong indi-
cator of entailment, we therefore use the UMLS
features to augment our training set, but such that
they help disambiguate the false positives. We use
the following procedure for data augmentation:

1. We retrieve UMLS features for each question
in the training, validation and test datasets,
using the MetaMap 3 classifier.

2. We use the retrieved concept types and
canonical names to create a new question-
pair with the same label as shown in Figure
2, where the phrase primary ciliary dyskine-
sia has been replaced by its canonical name
kartaganer syndrome and concept type Dis-
ease or Syndrome. Since BERT and MT-
DNN have been trained on vast amount of
English data including Wikipedia, the mod-
els are sensitive to language structure. There-
fore, while augmenting data with UMLS fea-
tures, we attempt to maintain the language
structure, as demonstrated in Figure 2. Since
UMLS provides the canonical features for
each phrase in the sentence, we replace the
found phrase with the following template <
UMLS Canonical name >, a <UMLS Con-
cept Type>.

Along with the synthetic data, we also exper-
iment with another question entailment dataset
Quora-Question Pairs (QQP). We describe the dif-
ferent training data used in our experiments:

3https://metamap.nlm.nih.gov

1. Orig: Using only the provided training data.

2. DataAug: Using the validation set aug-
mented with the UMLS features as discussed
above. The provided training data was not
used in this setting because of distribution
mismatch. Despite the validation set being
low-resources (300 sentences), MT-DNN has
shown the capability of domain adaptation
even in low-resource settings.

3. QQP: Quora Question pair 4(QQP) is a
dataset which was released to identify dupli-
cate questions on Quora. Questions are con-
sidered duplicates if the answer to one ques-
tion can be be used as the answer to another
question. We hypothesized that jointly train-
ing the model with the Quora-Question Pairs
dataset should help as it is closest to our RQE
dataset in terms of online forum data. We
choose a subset of approx. 9k data points
from QQP as this dataset has 400k training
data points, in order to match the data points
from the RQE training data. Along with this
we use the validation set to train our model.

4. Paraphrase: Generated paraphrases of the
DataAug using an off-the-shelf tool 5. This
was inspired by the observation that valida-
tion set was in-domain but since it was low-
resourced, this tool provides a cheap way of
creating additional artificial dataset.

2.4.3 Results and Discussion
The results over the validation set are in Table 9.
We see that the MT-DNN model performs the best
amongst all the other models. Addition of the
QQP datasets did not add extra value. We hypoth-
esize that this is due to lack of in-domain medical
data in the QQP dataset.

The results of the MT-DNN model with the dif-
ferent training settings can be seen in Table 10.
The test set comprises of 230 question pairs. We
observe that the DataAug setting where the MT-
DNN model is trained on in-domain validation set
augmented with UMLS features, performs the best
amongst all the strategies. Similar to the valida-
tion set, in this setting we also modify the test
set with the UMLS features by augmenting it us-
ing the procedure of data augmentation described

4https://data.quora.com/First-Quora-Dataset-Release-
Question-Pairs

5https://paraphrasing-tool.com
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CHQ FAQ

UMLS FEATURE EXTRACTOR

DATA PROCESSING

I am suffering from Kartagener's syndrome
...wanted information ... for this syndrome. ...

What is primary ciliary
dyskinesia ?

I am suffering from Kartagener's syndrome, 
a Disease or Syndrome, ...wanted
information... for this syndrome, a Disease or
Syndrome,. ...

what is kartagener syndrome,
a Disease or Syndrome, ?

Figure 2: Data augmentation using domain knowledge for RQE.

Lexical Overlap

CHQ
FAQ
Ground truth
Prediction

Please i want to know the cure to Adenomyosis... I want to see a specialist doctor to help me out.
Do I need to see a doctor for Adenomyosis ?
False
True

Multiple Questions

CHQ

FAQ
Ground truth
Prediction

Bipolar and Generalized Anxiety Disorder I read about Transcranial magnetic stimulation Therapy.
Do you know anything about it? Has it had success? Also wondering about ECT? ...
Is that true for mixed bipolar and generalized anxiety disorder along with meds?
Have you ever heard of this?
How effective is Transcranial magnetic stimulation for GAD?
True
False

Co-reference

CHQ

FAQ
Ground truth
Prediction

spina bifida; vertbral fusion;syrinx tethered cord.
can u help for treatment of these problem.
Does Spina Bifida cause vertebral fusion?
True
True

Table 8: Qualitative analysis of the outputs produced by our RQE model. We categorize the errors into different
buckets and provide cherry-picked examples to prove our claim.

above. Therefore, the test set now comprises of
460 question pairs. We refer to the provided test
set of 230 pairs as original and the augmented test
set as UMLS. We submitted the outputs on both
the original test set and the UMLS augmented test
set and observe that the latter gives +4.3 F1 gain
over the original test set. We hypothesize that the
addition of the UMLS augmented data in the train-
ing process helped the model to disambiguate false
negatives.

Despite training data being about medical ques-
tions, it has a different data distribution and lan-
guage structure. Adding it actually harms the
model, as seen by the + Orig + DataAug + QQP
model. For our final submission, we took an en-
semble of all submissions using a majority vote
strategy. The ensemble model gave us the best per-
formance.

Model Accuracy F1
Abacha and Dina (2016) - 75.0
SVM 71.9 70.0

BERT 76.2 76.2
MT-DNN + Orig 78.1 77.4
MT-DNN + QQP 80.8 77.2

Table 9: Results on the RQE validation set.

Model F1
Ben Abacha et al. (2019) 54.1

MT-DNN + Orig 58.9
+ Orig + DataAug + QQP 60.6
+ DataAug (UMLS) 64.9
+ DataAug (original) 61.5
+ DataAug + QQP (UMLS) 64.9
Ensemble 65.8

Table 10: Results on the RQE test set.
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Questions Avg answer count Avg answer length
Train set 1 104 8 434.8
Train set 2 104 8 432.5

Validation set 25 9 420.4
Test set 150 7 418.0

Table 11: Dataset statistics for re-ranking task.

2.4.4 Error Analysis
Since we used the validation set for training the
model, we cannot directly perform a standard er-
ror analysis. However, we manually analyze 100
question pairs from the test set and look at the
different model predictions. We categorize errors
into the following categories, as shown in Table 8.

1. Lexical Overlap: Most of the models we
used above rely strongly on lexical overlap of
tokens. Therefore, question-pairs with high
orthography overlap have a strong prior for
the True label denoting entailment.

2. Multiple-Questions: Often CHQ questions
contained multiple sub-questions. We hy-
pothesize that multiple questions tend to con-
fuse the model. Furthermore, as seen in Table
8, the FAQ entails from two sub-questions in
the CHQ. This shows that the model lacks the
ability to perform multi-hop reasoning.

3. Co-reference: The model is required to per-
form entity co-reference as part of the en-
tailment. In the example shown in Table 8,
majority of our models marked this as entail-
ment purely because of lexical overlap. How-
ever, there was a need for the model to iden-
tify co-reference between these problem and
the problems mentioned in the previous sen-
tence.

2.5 Question-Answering
In this section, we focus on building a re-ranker
for question-answering systems. In particular, we
attempt to use the NLI and RQE models for this
task. In the ACL MediQA challenge, the question-
answering system CHiQA 6 provides a possible set
of answers and the task is to rank them in the order
of relevance.

Data: The task-3 dataset comprises of 2 training
sets and a validation set. The distribution of the
data across train, validation and test was consistent

6https://chiqa.nlm.nih.gov/

in terms of average number of answer candidates
and average answer length per questio can be seen
in Table 11.

2.5.1 Our Method
We implement the following re-ranking methods.

BM25: This is a ranking algorithm used for rele-
vance based ranking given query. The formulation
is given below:

score(D,Q) =
n∑

i=1

IDF (qi) ·
f (qi, D) · (k1 + 1)

f (qi, D) + k1 ·
(
1 − b + b · |D|

avgd

)

(1)

IDF (qi) = log
N − n (qi) + 0.5

n (qi) + 0.5
(2)

Here D is the answer. Q is a list of all words in
the question. qi refers to a single word. f(qi, D)
is the term frequency of qi in document D. avgd is
the average answer length. The hyper-parameters
used for this experiment were b = 0.75 and k1=
1.2. As shown in table 12 this gave an accuracy of
66.6 on the validation set.

NLI-RQE based model: In our second ap-
proach we leverage the pre-built NLI and RQE
models from Task 1 and 2 by including the NLI
and RQE scores for each question-answer pair as
a feature. For instance, given a question, for each
answer snippet we compute NLI scores for each
sentence in the answer with the question. Since
the answer snippet also contains sub-questions, we
use the RQE scores to compute entailment with
the question. This is illustrated below:
Question: ”about uveitis. IS THE UVEITIS, AN
AUTOIMMUNE DISEASE”

For the NLI scoring we would consider state-
ments from the answer which might predict entail,
contradict or neutral for the pair. Such as Uveitis is
caused by inflammatory responses inside the eye.

Similarly we use the question phrases from the
answer to give the particular answer a RQE score
based on the number of entailments Facts About
Uveitis (What Causes Uveitis?)
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Finally, we use the BM25 score for the given an-
swer and concatenate with the above features and
use SVM as the classifier.

Model Accuracy %
BM-25 66.6

RQE+NLI+Source 67.5

Ben Abacha et al. (2019) (Unseen Test) 51.7
Ours 56.5

Table 12: Accuracy for task 3 on both validation set
(top) and test set (bottom).

2.5.2 Results
Table 12 documents the results of our experiments.
We observe that adding NLI and RQE as features
show some improvement over the BM25 model.

3 Conclusion and Future Work

In this work, we present a multi-task learning ap-
proach for textual inference and question entail-
ment tailored for the medical domain. We observe
that incorporating domain knowledge for special-
ized domains such as the medical domain is nec-
essary. This is because models such as BERT and
MT-DNN have been pre-trained on large amounts
of generic domains, leading to possible domain
mismatch. In order to achieve domain adaptation,
we explore techniques such as data augmentation
using UMLS features, abbreviation expansion and
observe a gain of +10.8 F1 for RQE. There are
still many standing challenges such as incorporat-
ing common-sense knowledge apart from domain
knowledge and multi-hop reasoning which pose an
interesting future direction.

In the future, we also plan to explore other
ranking methods based on relevancy feedback or
priority ranking for task 3. We believe using
MedQuad (Ben Abacha and Demner-Fushman,
2019) as training set could further help improve
the performance.
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Abstract
This paper presents a multi-task learning ap-
proach to natural language inference (NLI)
and question entailment (RQE) in the biomed-
ical domain. Recognizing textual inference re-
lations and question similarity can address the
issue of answering new consumer health ques-
tions by mapping them to Frequently Asked
Questions on reputed websites like the NIH1.
We show that leveraging information from par-
allel tasks across domains along with medi-
cal knowledge integration allows our model
to learn better biomedical feature representa-
tions. Our final models for the NLI and RQE
tasks achieve the 4th and 2nd rank on the
shared-task leaderboard respectively.

1 Introduction

The MEDIQA challenge (Abacha et al., 2019)
aims to improve textual inference and entailment
in the medical domain to build better domain-
specific Information Retrieval and Question An-
swering systems. There are three subtasks (NLI,
RQE, QA), out of which we focus on -

1. Natural Language Inference (NLI): Iden-
tifying the three types of inference relations
(Entailment, Neutral and Contradiction) be-
tween two sentences.

2. Recognizing Question Entailment (RQE):
Predicting entailment between two questions
(if every answer for question 1 is at least a
partial answer for question 2) in the context
of QA.

The task is motivated by the need to explore
and develop better question answering systems
in the medical domain. Identifying the type of

∗*denotes equal contribution
1https://www.nih.gov/

correlation between questions as well as medical
sentences will help the biomedical community
cope with the increasing number of consumer
health questions posted on community question
answering websites, many of which have already
been asked before and can easily be answered by
linking them with a previously answered question
by an expert.

In this paper, we start with a discussion of
the previous work done on multi-task learning and
textual inference and entailment in the biomedical
domain in Section 2, followed by the dataset
description in Section 3. The baselines and our
proposed approach are detailed in Section 4 and
5 respectively. We conclude with the discussion
of our results in Section 6 and a detailed error
analysis in Section 7.

2 Related Work

2.1 Multi-Task Learning

Multi-task Learning (MTL) is inspired by the idea
that it is useful to jointly learn multiple related
tasks so that the knowledge gained in one task can
benefit other tasks. Recently, there is growing in-
terest in using deep neural networks (DNNs) to
apply MTL to representation learning (Collobert
et al. 2011, Liu et al. 2017). MTL provides an ef-
fective way to use supervised data from a number
of related tasks and also provides for a regulariza-
tion effect by not overfitting to a specific task, thus
making the learned representations more robust.

2.2 Biomedical Textual Inference

The initial approaches for predicting inference re-
lations between two sentences in the medical do-
main involved several neural architectures. (Ro-
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manov and Shivade, 2018) details the curation of
the MedNLI dataset, and describes multiple base-
line approaches. A Feature-based, Bag-of-Words
(BOW), the ESIM model (Chen et al., 2016) and
the InferSent model (Conneau et al., 2017) being
among them.

2.3 Biomedical Question Entailment

The initial work (Ben Abacha and Demner-
Fushman, 2017), in addition to creating the work-
ing dataset for RQE, uses handcrafted lexical and
semantic features as an input to traditional ma-
chine learning models like SVM, Logistic Regres-
sion, and Naive Bayes for question entailment in
the clinical domain. The lexical features include
word overlap, bigram similarity and best similarity
from a set of 5 similarity measures (Levenshtein,
Jaccard, Cosine, Bigram, Word Overlap) while se-
mantic features include the number of overlapping
medical entities and problems based on a CRF
classifier trained across different corpora. Ben
Abacha and Demner-Fushman 2019 use question
analysis based features such as question type and
focus recognition which helps identify the differ-
ent focus points of consumer health questions such
as information, symptoms, or treatments based on
specific trigger words.

3 Datasets

3.0.1 NLI

MedNLI (Romanov and Shivade) is a dataset an-
notated by doctors for NLI in the clinical domain.
It is available through the MIMIC-III derived data
repository.

• Train: 11232 sentence pairs

• Validation: 1395 sentence pairs

• Test: 1422 sentence pairs

• Test (Leaderboard): 230 sentence pairs

Labels: {contradiction, entailment, neutral}
Evaluation Metric: Accuracy

Since the train, validation and test sets are from
the same distribution, we combined them and took
a subset of 90% to be the new training set and the
rest 10% to be the held-out validation set.

3.0.2 RQE

The RQE dataset comprises of consumer health
questions (CHQs) received by the National Li-
brary of Medicine and frequently asked questions
(FAQs) collected from the National Institutes of
Health (NIH) websites (Ben Abacha and Demner-
Fushman, 2017).

• Training Set: 8,588 medical question pairs

• Test: 302 medical question pairs

• Test Set (Leaderboard): 230 medical ques-
tion pairs

Labels: {true, false}
Evaluation Metric: Accuracy

On further analysis of the RQE train and test data,
we found that the two datasets come from different
distributions. The CHQs in the training set follow
a more formal third person based language struc-
ture while CHQs in the test set are verbose with
more colloquial language phrases. For example,
a CHQ from the training set is - ”How should I
treat polymenorrhea in a 14-year-old girl?” while
a CHQ from the test set is - ”lupus. Hi, I want
to know about Lupus and its treatment. Best,
Mehrnaz”.
In light of this, we modify our training set to con-
tain 302 examples from the original training set,
all the 302 examples in the test set and 930 ques-
tions from icliniq as explained in section 5.1.3. As
with NLI, we took a subset of 90% to be the new
training set and the rest 10% to be the held-out
validation set.

4 Baselines

4.1 NLI

InferSent (Romanov and Shivade, 2018) is a sen-
tence encoder model that has given near state-
of-the-art results across the NLP (including NLI)
and computer vision domains. For the MedNLI
dataset, the model uses a Bi-directional LSTM
with domain knowledge incorporated through
retrofitting and attention. We use this InferSent
model as our baseline for the NLI task. A
re-implementation using data preprocessed with
UMLS (5.2.3) and abbreviation expansion (5.2.5),
along with different word embeddings (5.2.2)
gives a slight bump in the accuracy value.
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InferSent Accuracy Embeddings

Reported 78.3 MIMIC FastText

Re-implementation 79.3 PubMed MIMIC
FastText

Table 1: Baseline accuracy values for NLI dev set

4.2 RQE

The SVM model described in Ben Abacha and
Demner-Fushman 2017 is our RQE baseline. The
input features are detailed in 2.3 and the corre-
sponding metrics are shown in Table 2.

P R F

SVM 75.0 75.2 75.0

Table 2: Baseline precision, recall and F1 values for
RQE

5 Proposed Approach

5.1 Additional Datasets

Our hypothesis is that these parallel datasets will
help our multi-task neural model capture salient
biomedical features to help our main NLI and
RQE tasks.

5.1.1 PubMed RCT

The Pubmed RCT dataset contains 2.3m sentences
from 200k PubMed abstracts of randomized con-
trolled trial (RCT) articles. We use the smaller
subset of the sentences from 20k abstracts. The
sentences are labeled based on their role in the ab-
stract which belongs to one of the following five
classes: background, objective, method, result, or
conclusion. This single sentence classification is a
parallel dataset for the NLI task.

5.1.2 MultiNLI

The MultiNLI dataset (Williams et al., 2017) con-
tains 433k sentences which have been annotated
with textual entailment information. This textual
inference classification corpus forms one of the
parallel datasets for the NLI task.

5.1.3 icliniq.com Questions

Given the limited size of the RQE dataset, we
looked for ways to augment our data with addi-
tional examples from the same distribution.
We use data scraped from icliniq.com, which is an
online doctor consultation platform. The website
has a format where each question has a summary
question, followed by the entire text entered by the
user. We take the summary question to be the FAQ
and the question text as the CHQ corresponding
to the RQE task. 465 question pairs were scraped
(Regin, 2017) and an equal number of negative
examples is generated through negative sampling.
This gives us a total of 930 additional question
pairs. An example from icliniq is:

Q1 (CHQ): Hello doctor, I do not have a
white half moon on my nails. Is there any thyroid
issue? If yes, please suggest some treatment.”
Q2 (FAQ): Does the absence of the white half
moon on nails indicate a thyroid problem?
Gold Label: True

5.1.4 GARD Question Type

The dataset released by the Genetic and Rare dis-
eases information center (Roberts et al., 2014) al-
lows our model to learn question type informa-
tion necessary for the RQE task. It contains 3137
questions each of which has one of 13 unique la-
bels. Since the question type is an important hand-
crafted feature while considering traditional ML
approaches for the RQE task, we use this dataset
so that our multi-task model can leverage this in-
formation. The merit of this approach is shown in
Table 3.

5.1.5 Quora Question Pairs

The Quora Question Pairs dataset (Quora, 2017)
contains more than 400k duplicate question pairs
released by Quora, a popular community QA web-
site. We hypothesize that using this as a paral-
lel dataset for the RQE task will help us general-
ize better since Quora users adopt an informal and
colloquial form of language which is similar to the
language of CHQs.
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5.2 Domain Knowledge Integration and
Preprocessing

5.2.1 ScispaCy

We use ScispaCy (Neumann et al., 2019), a tool
for practical biomedical/scientific text processing,
based on the spaCy library to preprocess and in-
corporate domain knowledge in the NLI and RQE
datasets. Its use is detailed in the subsequent sec-
tions.

5.2.2 Biomedical Word Vectors

We use the biomedical word vectors released by
the NCBI BioNLP Research Group (Chen et al.,
2018) as the word embeddings for the InferSent
model for the NLI task. Fasttext (Bojanowski
et al., 2017) was used to train 200-dimensional
word vectors on PubMed abstracts and MIMIC III
clinical notes.

5.2.3 UMLS Metamap

We use a python wrapper for UMLS Metamap
(Aronson and Lang, 2010), called pyMetamap2

to extract preferred names and CUIs (Concept
Unique Identifiers) for medical entities from the
UMLS Metathesaurus (Bodenreider, 2004). As a
pre-processing step, we identify medical terms in
the data using ScispaCy, and replace them with
their preferred name occurring with the highest
score in UMLS.
Using ScispaCy helps us by acting as a filter
against common terms like patient and lab, which
would otherwise get identified to be medical
entities.

In cases where the preferred name for a medical
entity was exactly the term itself, we used the
additional dataset MRCON (Rogers et al., 2012)
to extract all entity names with the same CUI
as the one for the entity identified initially. We
created a set of these synonymous entities and
picked the one which had the highest semantic
similarity to the medical entities identified in the
parallel sentence/question. We then append this
identified synonymous entity’s name to where the
originally identified entity was found in the first
sentence/question.

2https://github.com/AnthonyMRios/
pymetamap/

5.2.4 DrugBank

DrugBank (Wishart et al., 2017) is a bioinformat-
ics and cheminformatics dataset containing de-
tailed drug data for more than 12k drugs along
with their synonyms, parent medical categories
(i.e. what kind of drug it is) and pharmacologi-
cal information.
Our use of DrugBank to augment the RQE and
NLI datasets with domain knowledge is as fol-
lows:

• We load SciSpacy with two pretrained Spacy
models. The first is a NER model trained
on the BC5CDR corpus to identify drug
names and the second is a general pipeline
for biomedical data.

• From the first sentence, we extract drug
names using the first SciSpacy model.

• From the second sentence in the particular
sentence-pair, we extract biomedical terms
and search for a string overlap with the rel-
evant drug information from the Drugbank
dataset.

• If a particular phrase exists in the drug infor-
mation, we append this phrase after the drug
name in the first sentence.

5.2.5 Abbreviation expansion

We use the Recognizing Abbreviation Definitions
dataset (S Schwartz and Hearst, 2003) to construct
an initial dictionary. To further augment it, we
use the CAMC (Charleston Area Medical Center)
medical word list3. In order to get an extended dic-
tionary which took into account the several newly
created acronyms, or those which are more col-
loquial than formal, we scraped the medical ab-
breviation Wikipedia pages and appended this to
our dictionary. If more than one medical phrase
was found for an abbreviation, we gave preference
to the first one. On manual combing of the thus
created dictionary, we edited/deleted entries which
felt incorrect. For example, FS which was being
mapped to Flow Sheet was changed to Fingerstick.
As one of the preprocessing steps, ScispaCy is
used to identify abbreviations in the text which are
then appended with their corresponding expanded
medical term.

3https://www.camc.org/documents/
patientlink/Abbreviations-List.pdf
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5.2.6 Bio-BERT

BioBERT (Lee et al., 2019) uses the pretrained
BERT base model and finetunes it for the biomed-
ical domain by further training on PubMed ab-
stracts and PMC full-text articles. We converted
the Tensorflow version of the saved model weights
to PyTorch using the PyTorch pretrained BERT li-
brary. The three variants of the BioBERT model
based on the data used to finetune it are-

• PubMed abstracts (4.5B words)

• PMC full-text articles (13.5B words)

• Both PubMed abstracts and PMC full-text ar-
ticles

The latter variant outperforms single dataset
trained BioBERT with respect to most of the
biomedical named entity recognition datasets but
has mixed results for the relation extraction and
question answering datasets as mentioned in (Lee
et al., 2019).
We use the PubMed+PMC BioBERT v1.0 model
(cased vocabulary) to initialize our MT-DNN ar-
chitecture.

5.2.7 SciBERT

SciBERT (Beltagy et al., 2019), is another BERT
based model for the scientific and biomedical do-
main which outperforms BioBERT by an average
of 0.51 F1 score at biomedical named entity recog-
nition, text classification and relation classifica-
tion. It was trained on 1.14M papers from Seman-
tic Scholar (Ammar et al., 2018) of 18% is from
the computer science domain and 82% is from the
biomedical domain. The full text of the papers are
used, not just the abstracts.

There are four variants of SciBERT -

• Cased or Uncased

• BERT-Base vocab or scivocab (30k words,
having a 42% overlap with BERT-Base vo-
cab)

We use the recommended uncased scivocab SciB-
ERT model to initialize our MT-DNN architec-
ture. Our final model ensemble consists of SciB-
ERT in addition to BioBERT as the two models
were trained on different datasets and hence they
will be able to capture different salient features of
biomedical knowledge.

Figure 1: Architecture of the multi-task MT-DNN
model

Datasets Test Accuracy

RQE 58.2

RQE + GARD Question Type (GARD) 62.6

RQE + Quora Question Pairs (QQP) 66.0

RQE + QQP + GARD 66.0

Table 3: Parallel dataset results (values obtained post
the shared task completion) for the RQE task using the
MT-DNN base model.

5.3 Model

We are interested in leveraging multi-task learn-
ing across different datasets to improve the learn-
ing of the biomedical text representations. For the
current work, we use the Multi-Task Deep Neu-
ral Networks for Natural Language Understanding
(MT-DNN) introduced in Liu et al. 2019, which
demonstrates the effectiveness of multi-task learn-
ing by beating the state-of-art on eight out of nine
GLUE benchmark tasks (Wang et al., 2019). The
architecture of our MT-DNN model is shown in
Figure 1. Both the NLI and RQE tasks share the
lower layers, while the top layers represent task-
specific outputs. The input X , which is a word
sequence (biomedical question for RQE and sen-
tence text for NLI) is first represented as a se-
quence of embedding vectors, one for each word,
in L1. Then the transformer encoder captures
the contextual information for each word via self-
attention and generates a sequence of contextual
embeddings in L2. This is the shared seman-
tic representation that is trained by the multiple
task objectives. The lexicon encoder (L1) and
transformer encoder (L2) pre-training involves the
approach introduced in the BERT model (Devlin
et al., 2018).
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Model Datasets Domain Knowledge Test Accuracy

InferSent Baseline (Romanov and
Shivade 2018) NLI (train set only) UMLS 71.4

MT-DNN + MT-DNN(BioBERT) NLI UMLS 83.5

MT-DNN + MT-DNN(BioBERT) +
MT-DNN(SciBERT)

NLI + MultiNLI +
PubMed 20k RCT UMLS 87.2

MT-DNN + MT-DNN(BioBERT) +
MT-DNN(SciBERT) + InferSent

NLI + MultiNLI +
PubMed 20k RCT

UMLS + DrugBank +
Abbreviation Expansion 91.1

Table 4: Results for the NLI Task

Model Datasets Domain Knowledge Test Accuracy

SVM Baseline (Ben Abacha and
Demner-Fushman 2017) RQE (train set only) biomedical NER 54.1

MT-DNN + MT-DNN(SciBERT) RQE UMLS + DrugBank +
Abbreviation Expansion 65.8

MT-DNN + MT-DNN(SciBERT) RQE + GARD Question
Type

UMLS + DrugBank +
Abbreviation Expansion 66.7

MT-DNN + MT-DNN(BioBERT) +
MT-DNN(SciBERT)

RQE + Quora Question
Pairs + GARD Question
Type

UMLS + DrugBank +
Abbreviation Expansion 70.6

Table 5: Results for the RQE Task

5.3.1 Implementation details

The BERTAdam optimizer with a learning rate of
5e-5, batch size of 32, linear learning rate decay
schedule with warm-up over 0.1 and gradient clip-
ping is used. These hyperparameters are in accor-
dance with those proposed in the MT-DNN work
(Liu et al. 2019). In each epoch, a mini-batch from
all the parallel datasets is taken and the model is
updated.

The training procedure of the model consists of
two stages: pretrained BERT model loading and
multi-task fine-tuning. We use BioBERT (5.2.6),
SciBERT (5.2.7) and the MT-DNN base model
(pretrained on the GLUE benchmark tasks) to ini-
tialize our MT-DNN model variants.

6 Experiments and Results

The accuracy values obtained on the shared task’s
leaderboard are listed in Table 4 and Table 5 for
the NLI and the RQE task respectively.

For the NLI task, Table 4, we see that an en-
semble of the MT-DNN base model along with
MT-DNN initialized with SciBERT and BioBERT
keeping PubMed RCT and MultiNLI as the par-
allel datasets achieved a better accuracy than us-
ing only the NLI dataset with an MT-DNN base

model, BioBERT ensemble.
To account for missing drug information and the
lack of biomedical context around abbreviations
in the input data, we preprocess our dataset by ex-
panding medical abbreviations (5.2.5) and includ-
ing DrugBank (5.2.4) information.

We see that taking a four-way ensemble of the
MT-DNN base model, MT-DNN initialized with
BioBERT, SciBERT and InferSent along with
a three-pronged domain knowledge inclusion
with MultiNLI and PubMed RCT as the parallel
datasets gave us the best result of 91.1% on the
leaderboard. Our hypothesis behind this model
ensemble was that since BioBERT and SciBERT
are trained on different datasets, they will capture
different features and hence taking an ensemble of
these two models along with InferSent based on
majority confidence scores will help us achieve a
better accuracy than a single model. Our Infersent
re-implementation results are shown in Table 1.

To demonstrate the usefulness of parallel
datasets for the RQE task and for easy comparison
with the results on the leaderboard (Table 5), we
measure the test accuracy for different dataset
combinations using the test dataset labels released
by the task organizers post completion of the
shared task. These results are shown in Table
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Category Premise Hypothesis Predicted Gold Label

Numeric
Reasoning

On transfer, patient VS were 102, 87/33, 100% on
60% 450 x 18 PEEP 5.

The patient’s vitals were normal on
transfer neutral contradiction

Was given a 500cc bolus and responded to 89/50. The patient was hypotensive. neutral entailment

His initial BP at OSH 130/75, down to 93/63 after
nitro.

The patient was initially normoten-
sive. contradiction entailment

Inconclusive
cases

The pt was discharged home [**2188-5-3**]. the patient was discharged with
home medications entailment neutral

On the floor, he is doing relatively well. The patient is stable. entailment neutral

His symptoms occur about every day to every
other day and have been stable over the past year. His symptoms are severe. contradiction neutral

Table 6: Error types observed during the qualitative analysis for the NLI Task

Category Q1 (CHQ) Q2 (FAQ) Predicted Gold
Label

Understanding

milroy disease hello , my daughter has lymph edema her both legs and left hand
is swelling , this problem started when she was of 3 months now she is 16 months
, her swelling is growing day by day , im clue less what to do and what kind of
treatment i should do plz help and suggest us

Is walking good for
lymphedema? true false

If oleandor was ingested by touching the plant stems inner part and then directly
eating without washing hands, how long would u exspect symptoms would start?
And how severe would you say symptoms may get.

What are the symp-
toms of Oleander
poisoning?

false true

Multiple
Questions

more information in relation to Ellis van creveld syndrome Specifically in later life
can they have children has it ever been reported any researchcarried out and just
as much information as possible to help my understanding of what I have Many
thanks

What is Ellis-van
Creveld syndrome? true false

Achondroplasia research. Hello, We are students from [LOCATION] and we are
doing a biology project of genetic diseases. We chose Achondroplasia as our
disease to research. We have a few question and we are hoping you could answer
them. Our questions are, can you tell if your child will have Achondroplasia when
you are pregnant? When do people usually come in when they think something
isn’t right with their child? what are the worse cases of Achondroplasia you’ve
ever seen? Thank you in advance. sincerely, [NAME]

How to diagnose
Achondroplasia? false true

Table 7: Error types observed during the qualitative analysis for the RQE Task

3. We see that using only the RQE dataset got
us an accuracy of 58.2% while using the GARD
question type decomposition and Quora Question
Pairs increased our accuracy by 4.3% and 7.8%
respectively.
Building on the observation of variation in
performance of the different parallel datasets,
we see that having GARD question types as the
parallel dataset gives us a slight boost in accuracy
from 65.8% to 66.7% as shown in Table 5. Our
best result of 70.6% is obtained when we take
an ensemble of the MT-DNN base model along
with MT-DNN initialized with BioBERT and
SciBERT, keeping Quora Question Pairs and
GARD Question Type as the parallel datasets.

7 Error Analysis

7.1 NLI

Equivalent to the error analysis in Romanov and
Shivade 2018, we present some of the represen-
tative examples from the Test set (using the gold
labels released by the task organizers) in Table 6.

We broadly classify them into categories we felt
they were closest to.

7.1.1 Numeric values

Example pairs where the premise is solely based
on numeric values describing the patient’s vitals
are often classified incorrectly due to the several
variations in the values used across examples. This
can be seen in Example 1, 2 and 3 from the table.
Most of such examples are often incorrectly pre-
dicted to be neutral by our model.

7.1.2 Inconclusive cases

We also come across examples where the sen-
tences are not entirely conclusive, but the model
assumes them to be, hence making an incorrect
prediction. These examples are clubbed under the
Inconclusive cases category.

Consider the case of Example 5 from Table
6, the hypothesis claims the patient to be stable,
while the premise does not state this explicitly,
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thus leaving a margin for a less definite hypothe-
sis. Our model predicts entailment for this pair,
when the expected label is neutral.

7.2 RQE

Table 7 shows a few examples representative of
the two broad categories of errors observed in the
Test set (using the gold labels released by the task
organizers) for the RQE task.

7.2.1 Understanding

The CHQ from Example 1 in the table is asking
for treatment suggestions for the condition lym-
phedema, and the FAQ is a question verifying if
walking is good for lymphedema. The expected
label is false, while the model predicts it to be
true. The two questions are semantically different
because of which one does not entail the other,
but the model might be confusing a suggestive
question (FAQ in this example) to be a part of the
broader question (CHQ) thus failing to understand
the subtle difference between the two.

In Example 2, the CHQ asks about two questions
related to the symptoms - how long they will
take to occur, and how severe they would get.
The FAQ inquires about what the symptoms are.
These questions have the same focus, but could
be understood as being different when compared
semantically. However, since the answer to
the FAQ might partially answer the CHQ, the
expected label is true, while our model predicted
this as false.

7.2.2 Multiple Questions

The other kind of errors we observed were when
the CHQs had multiple questions within them.
For instance in Example 3, in the CHQ the user
seems to have decent knowledge about the said
syndrome and wants more in-depth knowledge on
the subject. The repeated questions about more
information might have misled the model into
predicting this as true, when the expected label
was false.

In Example 4, we see that the several ques-
tions contained in the CHQ confuse our classifier
to predict false when the FAQ is actually entailed.

8 Future Work

Going forward, this work could be improved by
more intensive domain knowledge incorporation.
To start with, using medical side effects relations
from SIDER (Kuhn et al., 2015) and leveraging
the ontology relations in UMLS (Bodenreider,
2004) would be appropriate steps to strengthen
the proposed system. We would like to thank our
anonymous reviewers for these inputs.

A large part of the success of this work can
be attributed to preprocessing the input data to
incorporate biomedical knowledge which, at the
same time makes it harder to generalize this
pipeline to other domains. Therefore, investigat-
ing the performance of our proposed approach in
non-biomedical domains by training with different
parallel datasets to enforce generalization is an
interesting avenue for future research.

9 Conclusion

In this paper, we investigate various preprocess-
ing pipelines along with parallel dataset combina-
tions in a multi-task learning setup for efficient
language processing in the biomedical domain.
We demonstrate the effectiveness of using trans-
former based neural models for predicting natu-
ral language inference and recognizing question
entailment in the medical domain which beat the
baselines (as shown in Table 4 and Table 5) by a
margin of 19.7% and 16.5% for the NLI and RQE
tasks respectively.
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Abstract

The number of people turning to the Internet
to search for a diverse range of health-related
subjects continues to grow and with this multi-
tude of information available, duplicate ques-
tions become more frequent and finding the
most appropriate answers becomes problem-
atic. This issue is important for question-
answering platforms as it complicates the re-
trieval of all information relevant to the same
topic, particularly when questions similar in
essence are expressed differently, and answer-
ing a given medical question by retrieving sim-
ilar questions that are already answered by hu-
man experts seems to be a promising solution.
In this paper we present our novel approach
to detect question entailment by determining
the type of question asked rather than focusing
on the type of the ailment given. This unique
methodology makes the approach robust to-
wards examples which have different ailment
names but are synonyms of each other. Also it
enables us to check entailment at a much more
fine-grained level.

1 Introduction

Seeking health-related information is one of the
top activities of todays online users via both per-
sonal computers and mobile devices. In all,
80 percent of Internet users, or about 93 mil-
lion Americans, have searched for a health-related
topic online, according to a study released on 16th
July 2018 by the Pew Internet & American Life
Project (Weaver, 2016) .Thats up from 62 percent
of Internet users who said they went online to re-
search health topics in 2001, the Washington re-
search firm found. China (Guo et al., 2018) also
has 194.76 million Internet health users in 2016,
increased 28.0% compared with that in 2015. De-
spite the widespread need, the search engines
often fail in returning relevant and trustworthy
health information (Natalia et al., 2012)(Arabella

et al., 2017). In this paper we try to bridge this
gap by predicting entailment between questions.
We particularly tackle this problem by check-
ing entailment of a given consumer health ques-
tion (CHQ) with most similar Frequently Asked
Question (FAQ). Given two general English sen-
tences this Question Entailment system can con-
clude whether answer of one question implies the
other question’s answer.

Q1: ”Can you mail me patient information
about Glaucoma, I was recently diagnosed and
want to learn all I can about the disease.”

Q2: ”What is glaucoma?”
In the above two questions the answer of Q1 im-

plies the answer of Q2. (Entailment)
Detecting Question Entailment is a challeng-

ing task as it involves an amalgamation of tasks
like Question Answering and Textual Entailment
(Abacha and Demner-Fushman, 2019). Question
answering is used to generate answers for both the
questions and then checking textual entailment be-
tween the answers to give predictions possibly in-
tegrating Named Entity Recognition(NER) to our
advantage. In this paper, we experiment on the
MEDIQA 2019 task (Ben Abacha et al., 2019)
by presenting an all-together different approach
QSpider which overcomes these challenges by
detecting question types instead of treating it like
a pure Textual entailment or Question answering
task.

Attempts have been made to tackle this prob-
lem, the most notable one being (Abacha and
Demner-Fushman, 2016) which is the baseline for
this task. The Baseline method uses supervised
methods like SVM, Logistic Regression, Naive
Bayes and used manual feature engineering but it
fails to explore over the semantic space of the sen-
tence. In this paper, we propose our model QSpi-
der to tackle this problem.

QSpider is a staged system consisting of state-
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of-the-art model Sci-BERT used as a multi-class
classifier aimed at capturing both question types
and semantic relations stacked with a Gradient
Boosting Classifier which checks for entailment.
QSpider achieves an accuracy score of 68.4%
which outperforms the baseline model (54.1%) by
an accuracy score of 14.3%.

2 Related Work

2.1 Quora Question Pairs

Quora Question Pairs1 is a binary classification
task where the goal is to determine if two ques-
tions asked on Quora are semantically equiva-
lent (Chen et al., 2018). Several works are done
on this task with best performing ones being
(MT-DNN (Liu et al., 2019), DIIN (Gong et al.,
2018)). With MT-DNN’s model incorporating
a pre-trained bidirectional transformer language
model similar to BERT (Devlin et al., 2018) while
the fine-tuning part is leveraging multi-task learn-
ing. The DIIN model uses encoders to encode both
the sentences and uses an interaction layer on top
of it which is fed into a feature extraction layer.
Finally the output layer decodes the acquired fea-
tures to give predictions.

2.2 Recognizing Question Entailment

While textual entailment in open-domain has been
extensively addressed in the literature, RQE has
been less addressed for more restricted and spe-
cialized fields such as the medical domain. In Rec-
ognizing Question Entailment for Medical Ques-
tion Answering (Abacha and Demner-Fushman,
2016) lexical features like Word Overlap and Bi-
gram Similarity measures are used. It also tried
to account for semantic features by using Nega-
tion Scope for Q1 and Q2, recognizing medical
entities of 3 type: Problem, Treatment and Test.
A different approach of using entailment in the
QA problem is done in both the Pascal-RTE Chal-
lenge (Dagan et al., 2007), and in the CLEFAVE
task (Kouylekov et al., 2006), by considering a
question Q turned into an affirmative sentence as
the hypothesis, and a text passage containing a
candidate answer A as the text (i.e.systems have
to decide whether A supports, or entails, Q).

1https://www.kaggle.com/c/
quora-question-pairs

3 Task Description & Dataset

The objective of this task is to identify entailment
between two questions in the context of Question
Answering. We use the following definition of
question entailment: Question A entails a Ques-
tion B if every answer to B is also a complete or
partial answer to A. So, basically we need to pre-
dict, given two questions, if they entail each other
or not.

The training corpus of MEDIQA 2019 RQE
Shared Task (Ben Abacha et al., 2019) consists
of 8,588 training pairs, containing 54.2% positive
pairs. The remaining pairs (3,933) are negative
examples collected by associating a random short
form of NLM dataset question (JW et al., 2000)
having at least one common keyword and at least
one different keyword for each original question.
The validation test corpus contains 302 pairs of
questions consisting of 173 negative pairs and 129
positive pairs. Also the hidden test set had in total
230 pairs of questions of which 115 (50%) were
true pairs and rest (115) false pairs. The ques-
tion pairs in validation and hidden test set had its
first question a Consumer asked Health Question
(CHQ) and second question a Frequently Asked
Question (FAQ). Upon doing an elementary anal-
ysis of the task dataset, we observe there are ex-
amples in validation and test set where medical
entities are not in same form (either synonyms or
abbreviation) in both questions but they still entail
each other and vice versa.

Validation Set Positive Negative
Same Medical Entity 112 54
Different Medical Entity 17 119

Test Set Positive Negative
Same Medical Entity 87 101
Different Medical Entity 28 14

Table 1: Dataset Statistics : Positive means Entailment
& Negative means Not Entailment.

We additionally used an annotated corpus of
consumer health questions (Roberts et al., 2014) to
build our question type prediction classifier. The
corpus consists of 1,467 consumer-generated re-
quests for disease information, containing a to-
tal of 2,937 questions. The dataset has these re-
quests classified into 13 question types or classes
namely: Anatomy, Cause, Complication, Diag-
nosis, Information, Management, Manifestation,
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Other effects, PersonOrg, Prognosis, Susceptibil-
ity, Other, Not Disease.

4 Models

In this section we will discuss about the various
approaches we have used for building our Ques-
tion Entailment detection model.

• Dependency Tree-LSTM (Tai et al., 2015):
A generalization of LSTM (Long Short-Term
Memory) to tree-structured network topolo-
gies. The model was aimed to capture the
syntactic relations between two questions.

• BERTLarge, uncased (Devlin et al., 2018):
BERT which stands for Bidirectional En-
coder Representations from Transformers is
designed to train deep bidirectional represen-
tations by jointly conditioning on both left
and right context in all layers. Language
models have demonstrated that rich, unsuper-
vised pre-training is an integral part of many
language understanding systems. Hence, we
try fine-tuning BERT to obtain better results
on this task.

• Bio-BERT (Lee et al., 2019): Domain spe-
cific language representation model based on
BERT and pre-trained on large-scale bio-
medical corpora.

• Sci-BERT + Hinge loss (Beltagy et al.,
2019) : A pre-trained contextualized em-
bedding model based on BERT to address
the lack of high-quality, large-scale labeled
scientific data, fine-tuned with a Hinge loss
function. This outperformed all other sys-
tems during the validation phase.

Now we describe all our approaches in-detail.

4.1 Dependency Tree-LSTM
We refer to a Child-Sum Tree-LSTM(Tai et al.,
2015) applied to a dependency tree as a De-
pendency Tree-LSTM. We produced dependency
parses2 of the questions in the dataset for our De-
pendency Tree-LSTM model. Each Tree-LSTM
unit (indexed by j) contains input and output
gates ij and oj , a memory cell cj and hidden
state hj . The difference between the standard
LSTM unit and Tree-LSTM units is that gating

2Dependency parses produced by the Stanford Neural
Network Dependency Parser (Chen and Manning, 2014)

vectors and memory cell updates are dependent
on the states of possibly many child units. Ad-
ditionally, instead of a single forget gate, the Tree-
LSTM unit contains one forget gate fjk for each
child k. This allows the Tree-LSTM unit to se-
lectively incorporate information from each child.
Each Tree-LSTM unit takes an input vector xj .
We took, each xj as a vector representation of a
word in a sentence. The input word at each node
depends on the tree structure used for the network.

We first produce sentence representations hL
and hR for question1 and question2 respectively
in the pair using a Tree-LSTM model over
question’s parse tree. Given these sentence repre-
sentations, we calculate the entailment probability
p̂θ using a neural network that considers both the
distance and angle between the pair (hL, hR):

h× = hL � hR,

h+ = |hL − hR|,

hs = σ
(
W (×)h× +W (+)h+ + b(h)

)
,

p̂θ = softmax
(
W (p)hs + b(p)

)
,

We want p̂θ given model parameters θ to be
close to the p. Here y denotes whether it is an
entailment. Hence we decide the cost function as
the regularized KL-divergence between p and p̂θ:

pi =|| i− y | −1 | i = {0, 1}

J(θ) = 1
m

∑m
k=1KL

(
p(k)

∥∥∥ p̂(k)θ
)
+ λ

2‖θ‖22,

where m is the number of training pairs and the
superscript k indicates the k-th sentence pair.

4.2 BERT

We chose BERTLarge, uncased as our underlying
BERT model. It consists of 24-layers, 1024-
hidden, 16-heads, and 340M parameters. It was
trained on the BookCorpus (800M words) and the
English Wikipedia (2,500M words). The two in-
put sentences in form of question1 and question2
were first tokenized with the BERT basic tokenizer
to perform punctuation splitting, lower casing and
invalid characters removal. The maximum se-
quence length was defined as 128, with shorter se-
quences padded and longer sequences truncated to
this length.
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Figure 1: Model - QSpider

We used the PyTorch implementation from
pytorch-pretrained-bert3 which had the BERT to-
kenizer, positional embeddings, and pre-trained
BERT model. Following the recommendation for
fine-tuning in the original BERT approach (Devlin
et al., 2018), we trained our classifier with a batch
size of 32 for 5 epochs. The dropout probability
was set to 0.1 for all layers, and Adam optimizer
was used with a learning rate of 2e-5 with Binary
Cross Entropy Loss as the loss function defined
below:

Lentropy(x, class) = − log

(
exp(x[class])∑

j
exp(x[j])

)

4.3 Sci-BERT + Hinge loss

We then tried using domain specific variants of
BERT such as Bio-BERT (Lee et al., 2019) and
Sci-BERT (Beltagy et al., 2019). Bio-BERT
was pre-trained on biomedical domain corpora
(e.g., PubMed abstracts, PMC full-text articles),
whereas Sci-BERT consists of a custom-made vo-
cabulary (Sci-Vocab) which consists of frequently
observed words and subwords in scientific text
which may differ from those occurring in general
domain text. Sci-BERT outperformed Bio-BERT
in this task. Since for binary classification tasks,
both Hinge Loss and Cross-Entropy Loss are
widely used, we tried incorporating both of these
losses in our model. In this task, Hinge Loss did
give a better accuracy as reported below. Hence,
we focused on finetuning Sci-BERT by chang-
ing the loss function from Binary Cross Entropy

3https://github.com/huggingface/
pytorch-pretrained-BERT

......................................................................................................................................................................................................................................

to Hinge Loss(used in SVMs) which resulted in
an increase of accuracy approximately by 2% on
the validation set.

Lhinge(f) =
∑
j 6=yi max(0, sj − syi + 1)

We discuss further about this in later sections.

5 QSpider - System Description

QSpider is a staged system consisting of Sci-
BERT (Beltagy et al., 2019) stacked with a Gradi-
ent Boosting Classifier which performed the best
in the hidden test set among all the models de-
scribed above. This model aims at capturing ques-
tion types and use them as features to detect ques-
tion entailment. We trained a multi-label classifier
(as a question can fall in more than one class) on a
annotated corpus (13 question types as mentioned
above in Section 3) of consumer health questions
(Roberts et al., 2014). For example:

Q: ”Can you mail me patient information about
Glaucoma, I was recently diagnosed and want to
learn all I can about the disease.” .

Qtype: ”Information” .
Since the available annotated dataset was not

sufficient to build our question type classifier
model hence we used pre-trained language model
to efficiently learn from this small dataset. We
used Sci-BERT as language model here as it can
easily detect the semantic feature of question. Af-
ter training on this dataset we predicted on our
original Train, Validation and Test dataset.

We used Scibert-scivocab-uncased as the vo-
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cabulary for our model. A vector of 1’s and 0’s
of length 13 (number of question types) was ob-
tained for each question in our Train, Validation
and Test set. We horizontally stacked these vec-
tors for question1 and question2 and used them
as feature vector of shape 26 for our next model.
Next we use these feature to train our Gradient
Boosting Classifier4, which predicts whether the
two questions are an entailment or not. We fur-
ther fine-tuned our Gradient Boosting Classifier by
keeping the number of estimators as 5000, to ob-
tain the optimal performance on our hidden Test
set without overfitting.

6 Results

This section discusses regarding the results of var-
ious approaches we applied in this task. Since the
training data-set (Ben Abacha et al., 2019) had less
training examples, the systems were made to learn
from the training data and tested on the validation
data for validation results while for test results the
systems learned from the training + validation data
and tested on training data. Table 2 represents the
accuracy of the systems described on the valida-
tion and test data.

Taking BERTlarge as our baseline, it gives an
accuracy of 76.2% outperforming Tree-LSTM
(64%) and QSpider (62.0%) on validation set.
The more domain-specific models like Bio-BERT
(77.6%) and Sci-BERT + Hinge Loss (80.5%) gave
a significant boost. Also, Sci-BERT + Hinge Loss
was the best performing system among all par-
ticipants during Validation phase. For the test set
BERTlarge gives an accuracy of 48.1% and simi-
lar models like Bio-BERT and Sci-BERT + Hinge
Loss gives an accuracy of 49.6% and 51.3% re-
spectively. Here the more syntatic models like
Tree-LSTM (60.2%) perform much better. Our
model Qspider (68.4%) performs the best here and
3rd overall among all participating systems.

7 Error Analysis

The training examples were much easy to check
for entailment, with most of the positive pairs hav-
ing common sub-strings or having similar syntac-
tic structure. As discussed earlier in Section 3, in
the validation set, out of 302 examples, 112 exam-
ples had same same medical entities which also

4https://scikit-learn.org/stable/
modules/generated/sklearn.ensemble.
GradientBoostingClassifier.html

Model Valid Test
Tree-LSTM 64.0 60.2
BERTlarge, uncased 76.2 48.1
Bio-BERT 77.6 49.6
Sci-BERT + Hinge Loss 80.5 51.3
QSpider 62.0 68.4

Table 2: Accuracy results for various models.

entail each other and 119 examples with differ-
ent medical entities which do not entail each other
(refer Table 2) because of which attention mod-
els like BERT gained a huge success by focusing
more on entity name. It is also evident (refer Table
3) that these models fail in those cases where there
is same medical entity on both sides but the pair is
not an entailment.

Validation Set Correct Wrong
Same Medical Entity 112 0
(Positive)
Same Medical Entity 1 53
(Negative)
Different Medical Entity 13 4
(Positive)
Different Medical Entity 117 2
(Negative)
Test Set Correct Wrong
Same Medical Entity 87 0
(Positive)
Same Medical Entity 1 100
(Negative)
Different Medical Entity 24 4
(Positive)
Different Medical Entity 6 8
(Negative)

Table 3: Number of Correct and Wrong predictions
made by Sci-BERT on the task dataset. Positive means
Entailment & Negative means Not Entailment.

The Hidden Test set had more than 80 % pairs
(refer Table 2) where there are same medical en-
tity in both questions but still more than 50%
pairs among these does not entail each other.
Remaining examples are even more complicated
like pairs having medical entity names as syn-
onyms/abbreviated forms of each other. This
caused a huge drop in accuracy of attention
based models like BERT. Here is where QSpider
comes to the rescue, by not only focusing on syn-
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tactic but also on semantic to capture the type of
question asked and also not giving high attention
to entity name.

QSpider on the other side didn’t perform
equally well in the validation set since there are
considerable number of examples having different
medical entities in question1 and question2. We
didn’t give any attention to entity name while de-
signing QSpider keeping in mind the Test set. This
is the reason QSpider doesn’t perform well on the
Validation set but gives good results on the Test
set.

8 Conclusion and Future Work

In this paper we discussed regarding various deep
learning approaches and our final model QSpider.
It is evident from the results that even with very
small sized data type we were able to generate
satisfactory predictions for question type. There
is a scope of improvement with the increase in
the question type data. We can see that question
type plays an important role in capturing ques-
tion entailment but if the questions has same type
but different medical entity name then our system
might mis-classify. Since, our Test dataset didn’t
have such examples with different medical enti-
ties, hence we didn’t integrate this with QSpider
then.

We plan to integrate our model with detection
of medical entity names of the questions and ap-
pend them to our existing feature vector to cap-
ture difficult examples. Currently, we are using
question types as discrete and independent classes
which we pass onto the Gradient Boosting Classi-
fier. But in reality, any question asked cannot be
always classified into a particular question type.
It always consists of a blend of various types of
question. So we plan upon using the GloVe em-
beddings of the question classes (as mentioned in
above sections) as extended features to be passed
onto our classifier.
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Abstract

We report on our system for textual inference
and question entailment in the medical do-
main for the ACL BioNLP 2019 Shared Task,
MEDIQA. Textual inference is the task of find-
ing the semantic relationships between pairs
of text. Question entailment involves iden-
tifying pairs of questions which have similar
semantic content. To improve upon medical
natural language inference and question en-
tailment approaches to further medical ques-
tion answering, we propose a system that in-
corporates open-domain and biomedical do-
main approaches to improve semantic under-
standing and ambiguity resolution. Our mod-
els achieve 80% accuracy on medical natural
language inference (6.5% absolute improve-
ment over the original baseline), 48.9% accu-
racy on recognising medical question entail-
ment, 0.248 Spearman’s rho for question an-
swering ranking and 68.6% accuracy for ques-
tion answering classification.

1 Introduction

Medical health search is the second most searched
thematic query, representing 5% of all queries on
Google (Cocco et al., 2018). However, many
queries are semantically identical and are poten-
tially already answered by experts (Abacha and
Demner-Fushman, 2016). However, these ques-
tions may not be directly retrievable due to se-
mantic ambiguity involving abbreviations (Wu
et al., 2017), patient colloquialism (Graham and
Brookey, 2008) or esoteric terminology (Lee et al.,
2019). Furthermore, in regards to disease, tempo-
rality is a key factor in determining the relevance
of retrieved answers (Lee et al., 2019). For ex-
ample, it is more appropriate to retrieve answers
relating to the summer cold in the summer.

As a means to retrieve these questions that
are already answered by experts, question en-
tailment has been proposed to discern relation-
ships between pairs of questions. Recognising

Question Entailment (RQE) is the task of deter-
mining the relationship between a question pair,
RQE(Q1, Q2), as either entailment or not en-
tailment, where Abacha and Demner-Fushman
(2016) define question entailment as the situation
where “a question, Q1, entails another question,
Q2, if every answer to Q2 is also a complete or
partial answer to Q1.”

Natural Language Inference (NLI) is determin-
ing the relationship between pairs of sentences,
not just questions. NLI is the task of determin-
ing whether a hypothesis, H , is inferred (entail-
ment), not inferred (contradiction) or neither (neu-
tral), given a premise. In the context of question
answering (QA), it can be used to validate if the
answer can be inferred from the question.

Though RQE and NLI have thrived in the open-
domain setting (Bowman et al., 2015; Rajpurkar
et al., 2016), there are unique challenges in apply-
ing these tasks directly to the biomedical question
answering field. Previous models in the medical
domain that used NLI and RQE relied on mod-
els which were shallowly bidirectional (Romanov
and Shivade, 2018) or rule-based approaches with
shallow keyword matching techniques (Abacha
and Demner-Fushman, 2016) which would not
generalise well.

The MEDIQA (Ben Abacha et al., 2019) chal-
lenge, as part of the ACL BioNLP workshop, aims
to further research efforts in NLI and RQE by in-
troducing their applications to Biomedical QA.

In this paper, we detail our approach in
MEDIQA which addresses some of the problems
with biomedical text such as utilising deep contex-
tual relationships between words within a sentence
for semantic understanding and ambiguity associ-
ated with esoteric terminology, abbreviations, and
patient colloquialism. We combine biomedical
and open-domain approaches as a means to im-
prove generalisation and bridge the gap between
patient colloquialism and biomedical terminology.
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2 Datasets

MEDIQA 2019 (Ben Abacha et al., 2019) pro-
vides datasets to be used for three different tasks.

Task 1: Natural Language Inference The
MEDNLI dataset is used for this task (Romanov
and Shivade, 2018). A collection of 11232 med-
ical premise-hypothesis pairs are used for train-
ing, 2817 pairs for validation and 405 for testing.
We preprocessed the text to remove punctuation,
that were designed to ensure patient anonymity as
a means to reduce noise while ensuring that sen-
tence integrity was not broken.

For example, cerebrovascular accident in
[**2948**]→ cerebrovascular accident in 2948.
Furthermore, we expand all medical abbreviations
using the ADAM database (Wu et al., 2017). For
example, On arrival to the ED T97 BP 184/94
HR 92→ On arrival to the emergency department
Temperature 97 Blood Pressure 184/94 Heart rate
92.

Task 2: Recognizing Question Entailment For
RQE, a collection of 8588 medical question pairs
for training, 302 pairs for validation (Abacha and
Demner-Fushman, 2016) and 230 pairs for testing
is released. The RQE collection aims to match
consumer health questions from the National Li-
brary of Medicine with Frequently Asked Ques-
tions (FAQs) from NIH websites.

Task 3: Question Answering Two sepa-
rate training datasets were provided from the
MEDIQA challenge (Ben Abacha et al., 2019):

LiveQAMed: 104 consumer health questions
covering different types of questions about dis-
eases and drugs alongside their associated an-
swers.

Alexa: 104 simple questions about the most fre-
quent diseases and associated answers.

No external data was used for any of the tasks
as a conscious decision in order to assess the fine-
tuning performance of our models. However, ex-
ternal data has shown to be useful in knowledge-
based approaches (Romanov and Shivade, 2018)
and we leave this as future work.

3 Our System

Due to the similarity of our approaches in the three
tasks, we first describe a shared model that was
utilised by all the tasks. Our approach extends
upon the current state-of-the-art models (Lee et al.,

Algorithm 1: Ensemble Approach for NLI,
RQE and QA
Input: Training Data, x ∈ X , Test Data,

z ∈ Z, Hyperparameters Θ,
Pre-trained Models MBrt and MBio

Output: Label Predictions, y ∈ Y
X ← PreprocessText(X);
Z ← PreprocessText(Z);
while numEpochs < totalEpochs do

for bx ∈ X do
//bx is a minibatch of X
MBioFT ← Train(MBio, bx,Θ);
MBrtFT ← Train(MBrt, bx,Θ);
//MFT denotes the fine-tuned model

end
numEpochs++;

end
for x ∈ X do

PredxBio ← Predict(MBioFT , x);
PredxBrt ← Predict(MBrtFT , x);
//Pred is the softmax score outputs from
each model
SVM ← Train(PredxBio ⊕ PredxBrt)

end
PredZBio ← Predict(MBioFT , Z);
PredZBrt ← Predict(MBrtFT , Z);
Y = Predict(SVM,PredZBio ⊕ PredZBrt);
return Y

2019; Devlin et al., 2019) in the open-domain
and apply them to the MEDIQA biomedical tasks.
As the state-of-the-art models currently employ
transfer learning, we modelled an ensemble trans-
fer learning approach used in the medical com-
puter vision domain (Menegola et al., 2017; Ku-
mar et al., 2017).

BERT As part of our strategy to combine open-
domain approaches to a biomedical focused one,
we elected to use a current state-of-the-art open-
domain approach, BERT (Devlin et al., 2019),
that is based on deeply bidirectional, unsupervised
language representation that has been trained on
Wikipedia.

BioBERT From the biomedical focused ap-
proach, we used BioBERT (Lee et al., 2019), a ver-
sion of BERT that has been pre-trained using ad-
ditional biomedical datasets, including PubMED
and PMC.
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Table 1: Hyperparamters used for each run for Tasks 1 & 2.

Task 1 Task 2
Run Model Learning

Rate
Batch Size Epochs Learning

Rate
Batch Size Epochs

1
BioBERT 2e-5 64 1 2e-5 64 1
BERT 8e-6 32 1 8e-6 32 1

2
BioBERT 2e-5 64 40 2e-5 64 40
BERT 8e-6 32 40 8e-6 32 40

3
BioBERT x3 2e-5 64 40 2e-5 64 40
BERT 8e-6 32 40 8e-6 32 40

4
BioBERT x3 - - - 2e-5 64 -
BERT - - - 2e-5 32 -

5
BioBERT x3 1e-6 32 100 1e-6 32 100
BERT 1e-6 32 100 1e-6 32 100

Table 2: Tokenisation statistics for all Tasks.

Task Statistic Training Validation Testing
1 Average Sequence Length 386 190 64
2 Average Sequence Length 176 276 230

3
Average Sequence Length 605 632 582
Portion of Docs >512 Sequence Length 0.32 0.37 0.32

Support Vector Machine We combined our
predictions from our open-domain and biomedi-
cal domain approaches using a support vector ma-
chine (Cortes and Vapnik, 1995), which here, is
akin to using a data-driven weighting function.

Learning-to-Rank We also used learning-to-
rank models such as LambdaRank (Burges et al.,
2007) and RankNet (Burges et al., 2005), which
were implemented in Tensorflow Ranking1 for the
ranking portion of the challenge.

Sentence Embeddings When encoding our fea-
tures into sentence embeddings, we used bert-
as-service2 in conjunction with BioBERT to cre-
ate context-rich embeddings of text. In one of
our post-challenge runs, we used a biomedical
word2vec word embedding model (Chiu et al.,
2016).

Hyperparameters For all three tasks, we exper-
imented with batch sizes (2N , n ∈ {3, 4, 5, 6, 7})
and learning rates (A × 10B , A ∈ {1, 2, 3...10},
B ∈ {2, 3, 4, 5, 6}) and selected the parameters
that maximised performance on the validation set.
We used the default sequence length of 64 for
training, validation and testing of all three tasks.

1Tensorflow Ranking
2Bert-As-Service Sentence Embeddings

Algorithm For the classification tasks in the
challenge, we used an ensemble approach (see Al-
gorithm 1). First, the text training data, X , and
testing data, Z, is preprocessed. This preprocess-
ing is done differently depending on the submis-
sion and task. Preprocessing includes punctuation
removal and abbreviation expansion. This training
data is used to train the BERT and BioBERT mod-
els using hyperparameters, Θ. The softmax scores
for each training example, X , predicted by the fi-
nal fine-tuned models are concatenated (denoted
by ⊕ and used to train an SVM). The final predic-
tions for the testing set, Z, are collected by first
using the fine-tuned models to predict the softmax
scores. These softmax scores are concatenated and
fed as input into the SVM which outputs predic-
tions, Y , for the test set.

Task 1: Natural Language Inference

The models were trained as follows: For the first
and second run, BERT3 is trained for a single
epoch with a learning rate of 8e-6 with a batch size
of 32, while the BioBERT4 models were trained
with a learning rate of 2e-5 with a batch size of
64. The models had their predictions combined

3BERT Base Model
4BioBERT Pretrained Models
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via an SVM (sklearn-pandas, version 1.8.0) with
a penalty of 1.0, RBF kernel and gamma with the
’auto’ parameter, which was then used as a data-
driven weighting function. The code used for this
portion was based on the following code from the
BERT repository.5

For run 1, we established a baseline approach
with no preprocessing and the models were trained
only for one epoch. From run 2 onwards, prepro-
cessing was done to the text to remove punctuation
used for patient anonymity and expand medical
abbreviations as mentioned previously. For runs 3
and 5, instead of using a single BioBERT model,
the three variants of BioBERT were trained indi-
vidually using the same parameters as in run 2.
However, in the fourth run, early stop validation
was used to select the best models that maximised
validation accuracy. However, we excluded this
run because it had the same predictions as run 3.
In the final run, the learning rate was lowered and
trained over a larger number of epochs.

Task 2: Recognizing Question Entailment

We use the same runs as Task 1. However, we did
not do any preprocessing for any runs as it did not
have any benefit on the validation set.

Task 3: Question Answering Task 3 was a 2-
part challenge where answer snippets needed to be
ranked and classified as relevant or irrelevant.

Algorithm 2: Ensemble Approach for Rank-
ing QA
Input: Alexa Training Data, TA, LiveQA

Training Data, TL, Test Data, Z
Output: Ranked List, RL
while numEpochs < totalEpochs do

for ba, bl ∈ (TA, TL) do
//ba is a minibatch of TA
MAlexa ← Train(FE(ba),Θ);
MLiveQA ← Train(FE(bl),Θ);
//FE is a feature extractor that

vectorizes input
end
numEpochs++;

end
RLAlexa ← Predict(MAlexa, Z);
RLLiveQA ← Predict(MLiveQA, Z);
RL← RankScore(RLAlexa, RLLiveQA)
return RL

5Sentence Classification Bert Code

In this task, for the ranking task, we mainly
used an ensemble of two separate learning-to-rank
models that were trained on LiveQA and Alexa
(see Algorithm 2). We used the following features
as input to the model:

1. BioBERT sentence embedding of Question
2. BioBERT sentence embedding of Answer
3. BioBERT sentence embedding of Entailed

Answer from MedQUAD
4. NLI predictions over all candidates summed
5. NLI predictions over all candidates averaged

The first two features were embeddings that
were encoded using BioBERT, as mentioned pre-
viously. The third feature was found through the
following steps:

1. Use BM25 (Stephen Robertson, 1994) to find
the question candidates in MedQUAD, M ,
which are most related to a Question, Q.

2. Set a cut-off value, ρ to minimise the num-
ber of candidates for RQE/NLI. For the chal-
lenge, we set rho = 4.

3. Predict the question entailment between
all questions, Q and candidates M us-
ing the RQE model, predrqe(Q,m) =
RQE(Q,m ∈M).

4. Retain all candidate answers, R, that had
questions predicted to be entailed to the
Question.

5. Perform NLI on the answers in the origi-
nal ranked list, L, and all candidate answers
extracted from MedQUAD, prednli(l, r) =
NLI(l ∈ L, r ∈ R).

6. Use the answer with the highest BM25 score
for the third feature.

The fourth and fifth features were performed by
summing NLI predictions,

∑
prednli(l ∈ L, r ∈

R), and averaging, 1
|R|

∑
prednli(l ∈ L, r ∈ R).

The features were fed into Tensorflow learning-
to-rank models (RankNet for run 1 and Lamb-
daRank for runs 3 and 4) with 2307 features us-
ing the Adam optimizer (Kingma and Ba, 2015), a
group size of 2 and a learning rate of 0.001.

We ensembled predictions from the two models
in two different ways. We used simple averaging
for Run 1. However, for subsequent runs, we used
RankScore (Li et al., 2013), which we define as:
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Table 3: Results for all 3 tasks in the MEDIQA shared task, additional post challenge runs are included. Note:
With the exception of Task 1, all post challenge runs were evaluated using the official evaluation script.

Task 1 Task 2 Task 3
Run Accuracy Accuracy Accuracy Spearman’s Rho Precision@1
1 0.751 0.481 0.581 0.093 0.580
2 0.800 0.485 0.584 0.122 0.640
3 0.796 0.481 0.584 -0.007 0.520
4 - 0.489 0.584 -0.043 0.533
5 0.768 0.485 0.577 0.162 0.593

Post Challenge Runs
Task Description Accuracy Spearman’s Rho Precision
1 Run 5 + Maximum Sequence

Length (Validation Set)
0.827 (+0.016) - -

2 Run 5 + Maximum Seq. Length 0.489 (+0.004) - -
3 Run 5 (Corrected Submission) 0.686 (+0.109) 0.0513 (-0.111) 0.771 (+0.178)
3 Run 5 (Corrected Submission) +

Max Seq. Length
0.663 (-0.023) 0.0971 (+0.046) 0.749 (-0.022)

3 Run 1 with word2vec embed-
ding

- 0.284 (+0.189) -

3 Run 5 (Corrected Submission)
with UMLS concept expansion

0.659 (-0.027) 0.0200 (-0.0313) 0.749 (-0.022)

Rs(d ∈ D) = 1/dr. We use RankScore to score
each item in the ranked lists of Alexa and LiveQA
models. We then combine the items by summing
the documents RankScore from each model and
sorting.

For classification, the same architecture from
Tasks 1 and 2 for Runs 3 - 5 was used (4-ensemble
with SVM layer). For runs 2 and 5, we use soft-
max scores output from the classification to rank
documents.

4 Results and Discussion

Ensembles have been successfully utilised in other
biomedical domains (Kumar et al., 2017; Bri-
jesh and Zahid, 2011), with the main idea behind
using these being to incorporate complementary
strengths of the members of the ensemble. Thus,
BERT is used in conjunction with BioBERT in or-
der to correct the mistakes that the model makes
by injecting non-domain specific knowledge. This
idea was supported in our baseline experiments
on task 1 where BioBERT scored 0.7913 on val-
idation, while BERT scored 0.7715 on validation,
but ensembling resulted in a higher final score of
0.7950.

NLI Baseline System Problems Our baseline
system made characteristic mistakes on the vali-

dation set, which is shown in Table 4 for Task 1.
We found that our system had trouble with nu-
merical interpretation and, for instance, was not
able to determine the difference between type 1
and type 2 diabetes. Furthermore, this problem
is exacerbated when abbreviations and numeri-
cal interpretation are required in phrases such as
T97 BP 184/94. Thus, to aid the system in dis-
ambiguating abbreviations, we expanded all ab-
breviations using the ADAM database of com-
mon clinical abbreviations and resulted in an 0.049
increase in accuracy. Furthermore, the system
would struggle with medical forms of negation.
However, due to the use of BERT/BioBERT, con-
ventional techniques such as NegEx or removal
would break sentence integrity and reduce com-
prehension, thereby affecting word context, and
thus were not viable. Furthermore, punctuation,
in terms of patient anonymisation, is also a prob-
lem as the punctuation does not carry meaningful
semantic content and will confuse the classifiers.

RQE Baseline System Problems In task 2, we
found that our baseline system made similar mis-
takes for different reasons (see Table 5). We found
examples of what we consider near miss where the
definition of partial entailment depends on inter-
pretation. For example, in this question, the user
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Table 4: Common mistakes made by the baseline system in Task 1.

Type Premise Hypothesis
Numerical
Interpretation

PAST MEDICAL HISTORY: Type 2 diabetes
mellitus.

the patient has type 1 diabetes

Abbreviation
and Numerical
Interpretation

On arrival to the ED T97 BP 184/94 HR 92
RR 24 88% on RA ->98% on NRB.

The patient was hypertensive in
the ED

Negation He denied headache or nausea or vomiting. He has no head pain
Semantic Gap HISTORY OF PRESENT ILLNESS:,The pa-

tient is a 54 year old male with endstage re-
nal disease secondary to type 1 diabetes who
presents for kidney transplant from wife.

patient is on insulin

wants information on hypertension (high blood
pressure). However, according to the gold stan-
dard, this is not a form of entailment, partial or
otherwise. We hypothesise that this lies on the
borderline of the entailment definition or may be
due to bias. Furthermore, our system struggles
with abbreviations. However, the examples in the
second task dataset are more related to problems
with co-reference resolution where abbreviations
appear in the original question but not in the FAQ
question.

Furthermore, phrases like “come out of” should
be aligned to terms such as “discharge”, which is
an example of a semantic gap and require com-
mon sense comprehension. This is problematic as
BERT is known to struggle with this sort of rea-
soning (Talmor et al., 2018). Also, we did not
adjust the sequence length parameter (set to 64),
which may have been a source of error. How-
ever, a later investigation through a post-challenge
run that shows that only Task 1 benefits from an
increase in sequence length (see Table 3). Fi-
nally, patient colloquialism presents a unique chal-
lenge where “hole in lung” is to be interpreted as
“pleurisy” (lung inflammation). Although we did
not address this complex problem, it could be po-
tentially solved through crowd-sourcing of medi-
cal forum data. This may be suitable as an area to
investigate for future work.

We found that in all our submissions on the
test set of the challenge, although our system was
able to achieve high results on the validation set of
79%, the models were not well suited for the test
set. Our model predicted entailment 92% of the
time on the test set, suggesting that the model is
overfitting, even though our baseline was trained
for only one epoch. We found that the cases where

the models make errors are cases where the ques-
tion contains words such as diagnosis and the dis-
ease is mentioned, but the semantic content of the
question might be about treatment rather than the
diagnosis. This is very different from the training
and validation datasets that were provided, which
were much more straightforward and did not re-
quire as much comprehension. An example il-
lustrating this difficulty is Question A: Glaucoma:
Can you mail me patient information about Glau-
coma, I was recently diagnosed and want to learn
all I can about the disease.” and Question B: How
is glaucoma diagnosed?

Question Answering Submission Problems
For the third Task, we incorrectly trained our mod-
els to recognise documents with a relevance score
of one as irrelevant. In contrast, the task is defined
to classify documents of relevance score one and
two as irrelevant. By fixing this error, we found
that we had over a 10% increase in accuracy (Ta-
ble 3). However, interestingly, we found that the
ranking quality (shown through Spearman’s Rho)
decreased. Upon investigation, we found two rea-
sons why this problem occurred: (1) our system
was able to differentiate the relevance of one from
the other three labels much better than differenti-
ating between labels of one/two against three/four.
This was reflected in the validation accuracy of our
initial incorrect model, which achieved an accu-
racy of 95% whereas the corrected model scores
only 70% on the validation set, (2) we found that
the longer the models were trained, the worse the
ranking quality became. We hypothesise that the
problem is due to how cross entropy loss and soft-
max functions work. Since the models are min-
imising KL-Divergence, the softmax scores be-
come more extreme, falling close to 1 or very
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Table 5: Common mistakes made by the baseline system in Task 2.

Type Question A Question B
Near Miss I want more information on Hypertension and

fibromyalgia, I seem to be getting only topics
on diabetes and I do not have this. I enjoy
reading the current info.

What is high blood pressure?

Abbreviation Hi I have retinitis pigmentosa for 3years, Im
suffering from this disease. Please intoduce
me any way to treat mg eyes such as stem cell
... Thank you

Are there treatments for RP?

Semantic Gap Which drug we I take to stop water come out
of my nipple

How to Treat Nipple Discharge

Sequence
Length

... The problem is my binocular vision is not
good enough ... is there any operation that can
fix this?

What is Vision Therapy When
and why is it needed [for binoc-
ular vision]?

Patient Collo-
quialism

Cure for hole in lung. I certainly would like
to request for medical for hole in the lung

How Are Pleurisy and Other
Pleural Disorders Treated?

close to 0. This results in the differences between
scores of the documents to be very low (forming
dense clusters) which reduces ranking quality as
the ranking becomes more sensitive to noise and
uncertainty (Siddhant and Lipton, 2018).

Question Answering Baseline System Problems
Due to the error of our submissions for Task 3, we
will not discuss the mistakes that occurred within
the challenge for the pointwise ranking runs. In-
stead, we will look at the mistakes that the post-
challenge run encountered for those. However, for
the pairwise runs within the challenge, we found
that it performed much worse than expected. We
attribute this ranking deficit to two important fac-
tors.

The first is that BERT sentence embeddings are
not useful to represent sentences because the vec-
tor space is too condensed (vector representations
are very close together). The second is that our
vector representations were too large, with BERT
sentence embeddings producing embeddings up to
800 dimensions. Using 3 of these embeddings re-
sults in a very large input which would take too
long to train or hinder convergence. This effect
was observed in a post-challenge run where we
used Chiu et al. (2016)’s biomedical word2vec
embeddings and achieved a much higher Spear-
man’s Rho. The second factor was that the Lamb-
daLoss (Burges et al., 2007) function was not a
suitable objective function as the RankNet model
performed better.

From Table 2, we find that Task 3 is more ver-

bose than the other two tasks and presents unique
challenges as almost a third of the documents will
have information loss due to the limitation of max-
imum sequence length by BERT being 512 due
to quadratic memory explosion (Liu et al., 2018).
However, we did a post-challenge run where we
increased the sequence length with no noticeable
difference. This is because the majority of infor-
mation in these long sequence can be safely dis-
carded. Furthermore, the BERT truncation strat-
egy is to truncate from the end of the sentence, im-
plying that the important information is typically
at the start of the answer.

We also find that there are unique challenges
in Task 3 due to the use of real patient ques-
tions shown in Table 6. We found that problems
such as typos, grammar and spellings mistakes
were not directly fixed by the BERT/BioBERT
ensemble as the collections were pretrained on
academic or formal language (Pubmed, PMC and
Wikipedia). However, problems such as synonyms
(for example, abetalipoproteinemia and Bassen-
Kornzweig syndrome) which should be addressed
by the model were also not addressable due to a
limitation in the vocabulary of the models, which
is discussed below. Furthermore, we found cases
of near miss, for example, the model identifies
anemia and treatment options, but it is not the tar-
get disease of the question. To address these prob-
lems, we use a heuristic to expand UMLS terms in
the question and answer, and add these to the start
of the sentence to combat the mentioned problems.
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Table 6: Common mistakes made by baseline system in Task 3

Type Question Answer
Typo abetalipoproteimemia hi, I would like to know

if there is any support for those suffering with
abetalipoproteinemia ... keen to learn how to
get it diagnosed...

abetalipoproteinemia: Abetal-
ipoproteinemia is an inherited
disorder that affects the absorp-
tion of dietary fats, cholesterol,
and fat-soluble vitamins...

Synonyms abetalipoproteimemia hi, I would like to know
if there is any support for those suffering with
abetalipoproteinemia...

Bassen-Kornzweig syndrome
(Exams and Tests): There may
be damage to the retina of
the eye (retinitis pigmentosa).
Tests that may be done to
help diagnose this condition
include...

Near miss about thalassemia treatment sir,my friend is
suffering from thalassemia ,in that majorly
red blood anemia,white blood anemia and the
blood is comming out from mouth when she
got cough .her condition is very severe...

Anemia (Treatment): Anemia
treatment depends on the cause.
- Iron deficiency anemia. Treat-
ment for this form of anemia...

Grammar
and spelling
mistakes

Absence seizures Does any damage occurre
from these spells. Mental or physical

Seizures: A seizure is a sud-
den, uncontrolled electrical dis-
turbance in the brain. It can
cause changes in your behavior,
movements or feelings, and in
levels of consciousness. If you
have two...

Semantic Gap Bad Breath I have very bad breath and at
times it can make myself and others sick. I
need some advice as to what I need to do.

Breath odor (Home Care): Use
proper dental hygiene, espe-
cially flossing. Remember that
mouthwashes are not effective
in treating the underlying prob-
lem...

We found that the model performs better on the
validation set than any of the post-challenge runs
(79% accuracy, a 5% absolute increase over the
other runs), but did not perform substantially bet-
ter on the test set (see Table 3).

Problems with Underlying Models One prob-
lem in using models such as BERT and BioBERT
is the limitation in the maximum sequence length.
This is demonstrated in the test portion of the chal-
lenge, where test set answers were much longer
than those seen in the training and validation col-
lection. These sequences were longer than the 512
sequence length limit allowed by the BERT ar-
chitecture, which is constrained due to a problem
known as the quadratic memory explosion (Liu
et al., 2018) leading to exponentially longer train-
ing times and memory usage.

Though there are ways to overcome these re-
strictions such as striding the sentences pairs and
labels, this results in contextual information being
lost and label imbalance. This restriction also hin-
ders the encoding of long-range dependencies be-
tween sequences as only contexts within a fixed
length can be considered (Dai et al., 2019).

In addition, we use BioBERT as a means of con-
tributing deep clinical contextual understanding of
sentences. However, we find that during Word-
Piece Tokenisation (Devlin et al., 2019), medical
terms are always split into their sub-word rep-
resentations as they are out-of-vocabulary, e.g.,
arthralgias → art hra al gia s. Wordpiece to-
kenisation relies on the idea that morphemes carry
meaning. However, due to the use of this non-
medical vocabulary, specific medical related mor-
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phemes are not being learned. For instance, arthr-
(where - denotes prefix), means joints and -algias
means pain, so the correct tokenisation should be
arthralgias→ arthr algia s so that the model can
currently learn the semantic meaning behind the
morpheme. We find that these limitations hindered
the use of these models and their application to the
MEDIQA tasks.

We emphasise that there is a real-world appli-
cation with the models and methods in this chal-
lenge. However, if we were to scale our ap-
proach to real-world application, we would require
external data. Therefore for future work, given
more time, we would like to use external datasets
such as emrQA (Pampari et al., 2018) and explore
multi-task learning due to the similarity of the
three tasks and aim to incorporate other medical
tasks for a better generalisation of the biomedical
question answering. We would also want to train
the BERT models on biomedical-focused vocabu-
lary and additional data in the future as a baseline
to compare against multi-task learning.

5 Conclusions

In this shared task, we use and improve upon NLI
and RQE techniques for medical question answer-
ing. Our approach involves utilising deep con-
textual relationships between words emphasising
semantic understanding and resolving ambiguity.
We combine biomedical and open-domain strate-
gies to improve generalisation and bridge the gap
between the open-domain and biomedical domain
question answering.
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Abstract

In this paper, we present Biomedical Multi-
Task Deep Neural Network (Bio-MTDNN) on
the NLI task of MediQA 2019 challenge (Ben
Abacha et al., 2019). Bio-MTDNN utilizes
”transfer learning” based paradigm where not
only the source and target domains are differ-
ent but also the source and target tasks are var-
ied, although related. Further, Bio-MTDNN
integrates knowledge from external sources
such as clinical databases (UMLS) enhanc-
ing its performance on the clinical domain.
Our proposed method outperformed the offi-
cial baseline and other prior models (such as
ESIM and Infersent on dev set) by a consider-
able margin as evident from our experimental
results.

1 Introduction

The task of natural language inference (NLI) in-
tends to determine whether a given hypothesis
can be inferred from a given premise. This task
also referred to as recognizing textual entailment
(RTE), is one of the most prevalent tasks among
NLP researchers . It has been one of the signifi-
cant components for several other language appli-
cations such as Information Extraction (IE), Ques-
tion Answering (QA) or Document Summariza-
tion. For example, Harabagiu and Hickl (2006)
argue that RTE can enable QA systems to iden-
tify correct answers by allowing filtering and re-
ranking them w.r.t a given question. Another ap-
proach is proposed by Ben Abacha and Demner-
Fushman (2016), whereby the authors employ
RTE in IE/QA domain to answer a given ques-
tion (queried by a consumer) by retrieving similar
questions that are already well responded by pro-
fessionals.

In order to address this simple yet challeng-
ing task of NLI, several open domain datasets

have been proposed, with Stanford Natural Lan-
guage Inference (SNLI) (Bowman et al., 2015)
and MultiNLI (Williams et al., 2018) being the
most popular ones. They serve as a standard
to assess recent NLI systems. However, there
have been only a few resources available in spe-
cialized domains such as biomedical or medicine.
Language inference in the medical domain is ex-
tremely complex and remains less explored by the
ML community. This scantiness of adequate re-
sources (in terms of datasets) can be attributed
to the fact that patient’s data is sensitive, is ac-
cessible to authorized medical professionals only,
and requires domain experts to annotate it, unlike
generic domains where one can rely on crowd-
sourcing based techniques to acquire annotations.

To this end, Ben Abacha et al. (2019) released
a new dataset made available through MIMIC-III
derived data repository, named MedNLI, for NLI
in the clinical domain which has been annotated
by experts. Along these lines, the MediQA 2019
challenge aims to foster the development of appro-
priate methods, techniques and standards for in-
ference/entailment in the medical domain, specif-
ically on MedNLI dataset through a shared task.
The task intends to recognize three inference rela-
tions between two sentences: Entailment, Neutral
and Contradiction.

Previous research associated with the present
task, such as work by Romanov and Shivade
(2018) analyzed several state-of-the-art open do-
main models for NLI on the MedNLI dataset. The
same has been utilized as a baseline for compar-
ison in the above mentioned shared task. Prior
to this, efforts have been made towards the auto-
matic construction of RTE datasets (Ben Abacha
and Demner-Fushman, 2016; Abacha et al., 2015),
application of active learning on small RTE
data (Shivade et al., 2015).

Our approach to solving the NLI task on the
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MedNLI data is based on leveraging transfer learn-
ing paradigm integrated with direct incorpora-
tion of domain-specific knowledge from medi-
cal knowledge bases (KB). Unlike Romanov and
Shivade (2018) which utilizes transfer learning to
utilize standard NLI models (such as InferSent and
ESIM trained specifically on NLI task only) in
the clinical domain, we employ Mutli-task learn-
ing (MTL) framework with domain adaptation to
learn representations across multiple natural lan-
guage understanding (NLU) tasks. This approach
not only leverages vast amounts of cross-task data
but also benefits from a regularization effect that
leads to better generalization and facilitates adap-
tation to new tasks and domains. Besides domain
adaptation, we also directly infuse domain specific
knowledge from database of medical terminolo-
gies so as to enable the system to perform well in
the clinical domain.

The rest of the paper is organized as follows:
Section 2 describe the details of our approach.
Section 3 demonstrates the experimental results.
We conclude in Section 4.

2 Approach

This section elaborates on the various methods
we experimented with for the NLI task. In or-
der to establish a simple baseline first, we utilize
a feature-based system. The extracted features in-
clude word containment (Lyon et al., 2001) and
Jaccard similarity (unigram, bigram, and trigram)
based features. We also use similarity measure of
distributed sentence representations obtained us-
ing universal sentence encoder (Cer et al., 2018).
We consider Levenshtein, and Euclidean distance,
negations and cosine function as similarity mea-
sures. In order to find the n-grams, we utilize
NLTK and scispaCy tokenizer (Neumann et al.,
2019). We train a 3-class logistic regression clas-
sifier with above-mentioned features to output the
inference relations. Apart from this baseline, We
now elaborate on the transfer learning and exter-
nal knowledge integration based method in the fol-
lowing subsections.

2.1 Transfer Learning

Given the vast amounts of data available in the
open-domain NLU tasks, we leverage them to at-
tack the NLI task on MedNLI. Given a source do-
main DS , a corresponding source task TS , as well
as a target domain DT and a target task TT , the

objective of transfer learning is to learn the target
conditional probability distribution P (YT |XT ) in
DT with the information gained from DS and TS
where DS 6= DT and/or TS 6= TT . X and Y are
feature and label space respectively.

We consider the scenario when DS 6= DT

(DS being open-domain andDT being clinical do-
main) and TS 6= TT , with two possibilities for tar-
get task TT . In the first scenario, we consider a sin-
gle related TT and in the second scenario we lever-
age multi-task framework where we augment the
TT with multiple but related NLU tasks. For both
the scenarios, we utilize the method of sequential
transfer where a model is pre-trained on the large
source domain data and fine-tuned on limited tar-
get domain data (clinical here). Next, we describe
the neural network based models that we utilize.

2.1.1 Bi-CNN-MI
We leverage Bi-CNN-MI model (Yin and Schütze,
2015) to realize the single transfer task scenario.
This DNN model is trained on a similar NLU task
of paraphrase identification (PI) which is formal-
ized as a binary classification task: for given two
sentences, determine whether they both convey
roughly the same meaning.

Bi-CNN-MI compares two sentences on mul-
tiple levels of granularity (word, short n-gram,
long n-gram and sentence) and learns correspond-
ing sentence representations using a convolutional
neural network (CNN) based Siamese network.
It also captures the sentence interactions between
two sentences by computing an interaction matrix
at each level of granularity. This model has been
reported to outperform various earlier approaches
on PI (Yin and Schütze, 2015).

We leverage this model for sequential transfer
by learning the model parameters on the PI task
and fine-tuning them on MedNLI dataset. Note
that the classification task in MedNLI can also
benefit by capturing interactions at various levels
of granularity making it related to PI task but at
the same time different from PI as the objective of
MedNLI is not only to determine if a pair of sen-
tences convey the same meaning but also segregate
if they oppose each other or are unrelated.

2.1.2 MT-DNN
In the second scenario of transfer learning, we
augment the target task TT by various related NLU
tasks and train the model to perform on all of
them. This approach not only leverages exten-
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Figure 1: Architecture Diagram for Bio-MTDNN. Pr(R|P,H) denotes the probability of inference relation (R)
between Premise (P) and Hypothesis (H).

sive amounts of data on multiple tasks but also
enables the regularization effect leading to bet-
ter generalization ability. Essentially, we want to
use the knowledge acquired by learning from re-
lated tasks to do well on a target task. For this
approach, we utilize MT-DNN (Liu et al., 2019)
which combines MTL with pre-trained language
model (BERT) to improve the text representations.

The MT-DNN model combines four types of
NLU tasks: single-sentence classification (sen-
timent classification, grammatical acceptability),
pairwise text classification (NLI on several cor-
pus and PI), text similarity scoring (STS-B), and
relevance ranking (QNLI). Note, the pairwise text
classification task is the NLI task that we origi-
nally intended to address in MedNLI.

The model architecture of MT-DNN involves
lower layers that are shared across all tasks, while
the top layers represent task-specific outputs. The
input X, comprising of premise P and hypothesis
H is concatenated and represented as a sequence
of embedding vectors (Layer L1). The transformer
encoder (BERT) then captures contextual informa-
tion in the second layer (L2). This is the shared se-
mantic representation that is trained by the multi-
task objectives.

MT-DNN trained on all of the above-mentioned
tasks on open-domain datasets is then fine-tuned
by MedNLI dataset. In this fine-tuning step, we
update the shared weights and weights associated
with only the pairwise text classification task. Es-
sentially, we first try to capture the knowledge

from several related tasks in NLU followed by
adapting the model to the clinical domain.

2.2 Knowledge from External Sources

Medical texts often hold relations between enti-
ties which require domain-specific knowledge for
the analysis. For example, the knowledge that
pneumonia is a lung disease may not be evident
from the clinical text directly. In such a scenar-
ios, incorporation of external knowledge which
conveys such relationships can help. We utilize
UMLS database (restricted to the SNOMED-CT
terminology) represented as a graph where clini-
cal concepts are nodes, connected by edges repre-
senting relations, such as synonymy, parent-child,
etc. Next we discuss the details of the mechanism
to incorporate this external knowledge, thus elab-
orating our Bio-MTDNN model architecture.

2.2.1 Bio-MTDNN
We propose Bio-MTDNN model which integrates
domain knowledge on top of the MT-DNN model
in a way similar to how interactions are captured in
Bi-CNN-MI model. Specifically, we calculate the
interaction matrix IεRN×M between all pairs of
tokens Pi and Hj in the input premise (length N)
and hypothesis (length M) respectively. The value
in each cell is the length of the shortest path lij be-
tween the corresponding concepts of the premise
and the hypothesis in SNOMED-CT. This matrix
is then utilized to generate knowledge attended
representations, P̃ and H̃ . Each token P̃i of the
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premise is a weighted sum of the embeddingHe
j of

the relevant tokens Hj of the hypothesis, weights
derived from the interaction matrix. Finally, the
two knowledge directed representations (averaged
over the token representations) of the premise P̃
and hypothesis H̃ are composed together using
elementary operations (concatenation, multiplica-
tion and subtraction) and fed to a single feed for-
ward layer. This composed representation is then
concatenated with the L2 layer of MT-DNN before
passing it to the task-specific layers.

In the above process, the creation of knowledge
directed representations relies upon the input to-
ken embeddings of premise (P e

j ) and hypothesis
(He

j ). One of the simplest options for token em-
beddings is to use GloVe embeddings (Penning-
ton et al., 2014). However, these embeddings are
not specific to the clinical domain and may re-
sult in many tokens being mapped to the embed-
ding of the unknown (UNK) token. To allevi-
ate this issue, we learned a non-linear transforma-
tion (Sharma et al., 2018) that maps words from
PubMed (Pyysalo et al., 2013) to GloVe subspace.
We train the DNN using the common words in
both the embeddings. We obtain the transformed
embeddings for all the words in the PubMed that
are not present in the GloVe by using inference
step of the learned DNN.

Note that, here we cannot utilize the embed-
dings learned in the first layer (L1) of MT-DNN
as they incorporate segment embeddings of the
premise and hypothesis concatenated together.
Thus, the L1 layer of MT-DNN learns the interac-
tions between premise and hypothesis in an end-
to-end manner. However, what we are trying is to
learn these interactions which are directed by the
knowledge obtained from UMLS enabling Bio-
MTDNN to incorporate external information.

3 Experiments and Results

3.1 Setup and Implementation Details
For the feature-based system we used Logis-
tic Regression classifier from the scikit-learn li-
brary (Pedregosa et al., 2011). We use pub-
licly available implementations for Bi-CNN-Mi1

and MT-DNN2. For external knowledge integra-
tion, the required medical concepts in SNOMED-
CT were identified in the premise and hypothesis
sentences using MetaMap by Aronson and Lang

1https://github.com/chantera/bicnn-mi
2https://github.com/namisan/mt-dnn

Model Dataset
Dev Test

MT-DNN
+ External Knowledge

81.2 81.3

MT-DNN 80.1 80.5
Infersent 73.5 -

ESIM 73.1 -
Official Baseline 71.4
Features Baseline 51.9 49.4

Bi-CNN-MI 54.1 53.6

Table 1: Experimental Results

(2010). We used glove and PubMed word embed-
dings and used DNN (Sharma et al., 2018) for non-
linear projection. In all experiments we report the
average result (on the dev set) of 5 different runs,
with the same hyperparameters and different ran-
dom seeds. For the best performing systems, we
also report the results on the test set.

3.2 Results and Discussions

Table 1 mentions the experimental results for all
the systems. Bio-MTDNN performs best among
all the systems with 81.2% accuracy on the dev set.
Integration of external knowledge in Bio-MTDNN
helped the system to outperform the MT-DNN per-
formance (with 80.1% accuracy). The multi-task
learning framework boosted the performance of
both the systems. We submitted results from Bio-
MTDNN for the challenge which obtained 81.3%
accuracy on the test set.

In order to compare against other transfer learn-
ing based approaches (Romanov and Shivade,
2018), we also mention the results of Infersent and
ESIM (note that for both these models, DS 6= DT

and TS = TT , unlike the scenarios we consid-
ered). It can be observed that Bio-MTDNN out-
performs both ESIM and Infersent with signifi-
cant margins. This can be attributed to the exter-
nal knowledge incorporation and ability of MTL
framework which empowers the model to learn
better shared representations. However, contrary
to the expectations, Bi-CNN-MI model performs
very poorly on the dev dataset with only 54.1%
accuracy, only slightly better than feature based
baseline which achieves 51.9 % accuracy. This
may be attributed to the possibility that the knowl-
edge gained by Bi-CNN-MI when trained on PI
task (although a related task to NLI) is not suffi-
cient for the model to be able to segregate contra-
dicting premise and hypothesis.

491



4 Conclusion

In this paper, we introduce Bio-MTDNN , which
is a knowledge directed, multi-task learning based
language inference model for biomedical text min-
ing. While MT-DNN was built for general purpose
language understanding, Bio-MTDNN effectively
leverages domain specific knowledge from UMLS
as demonstrated by our experimental study. We
presented our results on the MedNLI dataset un-
der MediQA challenge. Incorporation of knowl-
edge from external sources such as UMLS gives
performance advantage to Bio-MTDNN. Our pro-
posed system outperformed the official baseline
and other prior models (ESIM and Infersent on dev
set) by a great margin.
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Abstract

This article describes the participation of the
UU TAILS team in the 2019 MEDIQA chal-
lenge intended to improve domain-specific
models in medical and clinical NLP. The chal-
lenge consists of 3 tasks: medical language
inference (NLI), recognizing textual entail-
ment (RQE) and question answering (QA).
Our team participated in tasks 1 and 2 and
our best runs achieved a performance accu-
racy of 0.852 and 0.584 respectively for the
test sets. The models proposed for task 1 relied
on BERT embeddings and different ensemble
techniques. For the RQE task, we trained a tra-
ditional multilayer perceptron network based
on embeddings generated by the universal sen-
tence encoder.

1 Introduction

Detecting semantic relations between sentence
pairs is a long-standing challenge for computa-
tional semantics. Given two snippets of text:
Premise P and Hypothesis H, textual entailment
recognition determines if the meaning of H can
be inferred from that of P (Dagan et al., 2013).
The significance of modeling text inference is ev-
ident since it evaluates the capability of Natu-
ral language Processing (NLP) to grasp meaning
and interprets the linguistic variability of the lan-
guage. Natural language inference (NLI) tasks,
also known as Recognizing Textual Entailment
(RTE) require a deep understanding of the se-
mantic similarity between the hypothesis and the
premise. Moreover, they overlap with other lin-
guistic problems such as question answering and
semantic text similarity. The recent years wit-
nessed regular organization of shared tasks tar-
geting the RTE/NLI task, which consequently led
to advances in the field. More complex mod-
els were developed that rely on deep neural net-
works, this was feasible with the availability of

large amounts of annotated datasets such as SNLI
and MultiNLI (Bowman et al., 2015; ?). However,
most models fail to generalize across different NLI
benchmarks (Talman and Chatzikyriakidis, 2018).
Additionally, they do not perform accurately on
domain-specific datasets. This is specifically true
in the medical and clinical domain. Compared to
open domain data, the language used to describe
biomedical events is usually complex, rich in clin-
ical semantics and contains conceptual overlap.
And hence, it is difficult to adapt any of the for-
mer models directly.
The MEDIQA challenge (Ben Abacha et al., 2019)
addresses the above limitations through its three
proposed tasks. The first task aims at identify-
ing inference relations between clinical sentence
pairs and introduces the medical natural language
inference benchmark dataset MedNLI (Romanov
and Shivade, 2018). Its creation process is sim-
ilar to the creation of the gold-standard SNLI
dataset with adaptation to the clinical domain.
Expert annotators were presented 4,638 premises
extracted from the MIMIC-III database (Johnson
et al., 2016) and were asked to write three hy-
potheses with a true, false and neutral descrip-
tion of the premise. The final dataset comprises
14,049 sentence pairs divided into 11,232, 1,395
and 1,422 for training, development and testing re-
spectively. An additional test batch was provided
by the challenge organizers with 405 unlabelled
instances. to the biomedical domain.
Similarly, the second task, Recognizing Question
Entailment (RQE), tackles the problem of finding
duplicate questions by labeling questions based
on their similarity (Ben Abacha and Demner-
Fushman, 2016). Extending the earlier NLI def-
inition, the authors define question entailment as
”Question A entails Question B if every answer
to B is also a correct answer to A exactly or par-
tially”. The dataset is specifically designed to
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find the most similar frequently asked question
(FAQ) to a given question. The training set was
constructed from the questions provided by fam-
ily doctors on the National Library of Medicine
(NLM) platform resulting in 8,588 question pairs
where 54.2% are positive pairs. For validation,
two sources of questions were used: validated
questions from the NLM collections and FAQs
retrieved from the National Institutes of Health
(NIH) website. The validation set has 302 pairs
of questions with 42.7% pairs positively labelled.
The test set for the challenge was balanced and
comprised of 230 question pairs.
The rest of the paper is organized as follows: Sec-
tion 2 briefly discusses related work. We limit
our summary to textual inference research in the
biomedical domain only. In Section 3, we describe
our proposed model and the implementation de-
tails for both tasks. In Section 4, we show the ex-
periment results of our proposed models. Finally,
we conclude our analysis of the challenge, as well
as some additional discussions of the future direc-
tions in Section 5.

2 Related Work

In (Ben Abacha and Demner-Fushman, 2016), the
authors introduce a baseline model for the RQE
dataset. The feature-based model relies on nega-
tion, medical concepts overlap and lexical similar-
ity measures to detect entailment among medical
question pairs. Romanov and Shivade conducted
multiple experiments on the MedNLI dataset to
evaluate the transferability of existing methods
in adapting to clinical RTE tasks (Romanov and
Shivade, 2018). The best performing was the bidi-
rectional LSTM encoder of the inferSent. Their
findings also showed that transfer learning over
the larger SNLI set did not improve the results.
In a previous work, we tried to model textual en-
tailment found in biomedical literature by restruc-
turing an existing YES/NO question-answering
dataset extracted from PubMed(2019). The newly
formed dataset aligned with standard NLI datasets
format. Further on, we combined hand-crafted
features with the inferSent model to detect infer-
ence.
To the best of our knowledge, other than the work
previously mentioned, there has been minimal re-
search conducted directly on the textual entail-
ment task in the biomedical domain. Below, we
summarize scattered attempts to extract contradic-

tions and conflicting statements found in medi-
cal documents. Sarafraz et al. (2012), extracted
negated molecular events from biomedical litera-
ture using a hybrid of machine learning features
and semantic rules. Similiarly, De Silve et al.
(2017), extracted inconsistencies found in miRNA
research articles. The system extracts relevant
triples and scores them according to an apposite-
ness metric suggested by the authors. Alamri
et al. (2016), introduced a dataset of 259 con-
tradictory claims that answer 10 medical ques-
tions related to cardiovascular diseases. Their pro-
posed model relied on n-grams, negation, senti-
ment and directionality features while in (Taw-
fik and Spruit, 2018), the authors exploited se-
mantic features and biomedical word embeddings
to detect contradictions using the same dataset.
Zadrozny et al. (2018) suggested a conceptual
framework based on the mathematical sheaf model
to highlight conflicting and contradictory criteria
in guidelines published by accredited medical in-
stitutes. It transforms natural language sentences
to formulas with parameters, creates partial order
based on common predicates and builds sheaves
on these partial orders.

3 Exploratory Embedding Analysis

With the fast developmental pace of text embed-
ding methods, there is a lack of unified method-
ology to assess these different techniques in the
biomedical domain. We attempted to conduct a
comprehensive evaluation of different text repre-
sentations for both tasks, prior to submission of
round 2 of the challenge. We use the MedSentE-
val1 toolkit, a python-based toolkit that supports
different embedding techniques including tradi-
tional word embeddings like GloVe and FastText,
contextualized embeddings like Embeddings from
Language Models (ELMO) and Bidirectional En-
coder Representations from Transformers (BERT)
and dedicated sentence encoders such as inferSent
and Universal Sentence Encoder (USE). To evalu-
ate the sentence representations fairly, we adopt
a straightforward method that extracts embed-
dings from different techniques and feeds them
to a logistic regression classifier. Our analy-
sis showed that for the NLI task, embeddings
from the inferSent model achieved the best per-
formance. This is not surprising, and aligns

1https://github.com/nstawfik/
MedSentEval
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with the results reported by the benchmark cre-
ator (Romanov and Shivade, 2018). Moreover, we
notice that embeddings acquired from language
models such as ELMO and BERT, were the sec-
ond best performing with minimal accuracy dif-
ference. For the RQE task, the transformer en-
coder of the USE model outperformed all other
methods by a clear margin followed by inferSent
trained with GloVe embeddings. This might be
contributed to the multi-type training data em-
ployed by USE with questions and entailment sen-
tence pairs among others. As observed in the Gen-
eral Language Understanding Evaluation (GLUE)
benchmark dataset, BERT-based models are cur-
rently the state-of-the art models for the NLI task.
Accordingly, we have tried to further investigate
the performance of BERT in the biomedical NLI
domain. We also employed USE and inferSent
sentence embeddings for task 2.

Bidirectional Encoder Representations from
Transformers BERT is a neural model devel-
oped by Google, that makes heavy use of lan-
guage representation models designed to pre-train
deep bidirectional representations (Devlin et al.,
2018). It is trained in an unsupervised manner
over an enormous amount of publicly available
plain text data. Language Modeling (LM) serves
as an unsupervised pre-training stage that can gen-
erate the next word in a sentence with knowledge
of previous words in a sentence. BERT is differ-
ent from other LM-based models because it targets
a different training objective, it uses masked lan-
guage modeling instead of traditional LM. It re-
places words in a sentence randomly and inserts a
”masked” token. The transformer generates pre-
dictions for the masked words by jointly condi-
tioning on both left and right context in all layers.

Universal Sentence Encoder USE is referred
to as ”universal” since, in theory, it is supposed
to encode general properties of sentences given
the large size of datasets it is trained on (Cer
et al., 2018). The multi-task learning encoder
uses several annotated and unannotated datasets
for training. Training data consisted of supervised
and unsupervised sources such as Wikipedia arti-
cles, news, discussion forums, dialogues and ques-
tion/answers pairs. It has two variants of the en-
coding architectures; The transformer model is de-
signed for higher accuracy, but the encoding re-
quires more memory and computational time. The

Deep Averaging Network (DAN) model on the
other hand is designed for speed and efficiency,
and some accuracy is compromised. When in-
tegrated in any downstream task, USE should be
able to represent sentences efficiently without the
need for any domain specific knowledge. This is
a great advantage when limited training resources
are available for specific tasks.

4 Methods

4.1 Task 1: Natural Language Inference
(NLI)

Experimental Settings We take advantage of
two newly released BERT models trained on dif-
ferent biomedical data. The following mod-
els were initialized from the original bert-base-
uncased setting pre-trained with 12 transformer
layers, hidden unit size of d=768, 12 attention
heads and 110M parameters.

• SciBERT2 trained on a random sample of
1.14M scientific articles available in the se-
mantic scholar repository. The training data
consists of full-text papers from the biomed-
ical and computer sciences domain with
a 2.5B and 0.6B word count, respectively
(Beltagy et al., 2019).

• ClinicalBERT3 trained on approximately 2M
clinical records. The training data consists
of intensive care notes distributed among
15 types available in the MIMIC database
(Alsentzer et al., 2019).

We combined both training and evaluation records
to form a new training set of 12627 sentence
pairs. The original test set was used for evalu-
ation and development. We experimented with
all models in pytorch, using the HuggingFace4

re-implementation of the original BERT python
package. We convert the SciBERT models to
make it compatible with PyTorch. We use the fine-
tuning script to train the model on the MEDNLI
dataset in an end-to-end fashion. We trained a total
of 30 models with variations of the model config-
uration. All models with accuracy less than 0.786

2The pre-trained weights for for the SciBERT model
are available at https://github.com/allenai/
scibert

3The pre-trained weights for the ClinicalBERT
model are available at https://github.com/
EmilyAlsentzer/clinicalBERT

4https://github.com/huggingface/
pytorch-pretrained-BERT
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Hyperparameter Value
Learning rate 3e-5, 2e-5, 5e-5
Sequence length 64, 128
Number of Epochs 3
Batch Size 8, 16

Table 1: Hyperparameters values for training BERT
models

on development data were discarded. The thresh-
old value was set to the best accuracy achieved for
the MedNLI dataset as reported in the paper. Ta-
ble 1 list the hyperparameters for this set of exper-
iments, the values for other parameters were kept
the same as the original BERT model.

4.1.1 BERT Ensemble Model
Rather than using only a single model for predic-
tions, ensemble techniques can be considered as a
useful method to boost the overall performance. A
key factor in ensembling is how to blend the re-
sults. We experimented with different systems in
terms of size and fusion technique in order to in-
crease performance accuracy:

• Drop-out Averaging: All BERT models are
added into the candidate ensemble set. Itera-
tively, we randomly drop one model at a time.
With each dropout, we test the ability of the
new ensemble set to improve the overall per-
formance by calculating the ensemble’s accu-
racy for the development set by averaging the
output probabilities for each class. The pro-
cess has been repeated until no improvements
were observed and the best performing set is
chosen as the final ensemble set.

• STACKING BERT 1: A meta learner trained
on the predictions generated from all base
models and optimally combine them to form
the final decision. We train three classifiers,
by using five-fold cross validation, includ-
ing a K-Nearest Neighbor (KNN), a linear
Support Vector Machine (SVM) and Naive
Bayesian (NB). The classifiers were imple-
mented through the scikit-learn library 5and
we also apply the grid search method for pa-
rameter tuning (Pedregosa et al., 2011).

• STACKING BERT 2: We create a second
level ensemble stacking. In this level, we
train a logistic regression classifier on top of

5 https://scikit-learn.org/

the combined predictions generated from the
first level stacking stacking BERT phase.

4.2 Task 2: Recognizing Question Entailment
(RQE)

Experimental Settings We use the transformer-
based architecture of the USE encoder as it was
proven to yield better results. USE was imple-
mented through its TF hub module 6. For all pairs,
each input question was embedded separately and
then their combined embedding vector is formed
as (u, v, | u− v |, u ∗ v), which is a concatenation
of the premise and hypothesis vectors and their re-
spective absolute difference and hadamard prod-
uct. We experiment with both logistic regression
and multilayer perceptron on top of the generated
input representations. The MLP consists of a sin-
gle hidden layer of 50 neurons using the adam op-
timizer and a batch size of 64.

5 Results & Discussion

5.1 Task 1: Natural Language
Inference(NLI)

The best performing single BERT model achieved
0.828 for the evaluation set. Table 2 shows results
of each model ensemble used for the NLI task. For
the first run, we only averaged predictions gener-
ated by the ClinicalBERT model. The drop-out
ensembling resulted in 12 models in total. For the
second run, we used KNN classification over pre-
dictions from all trained BERT models. The re-
maining 3 runs use a second level logistic regres-
sion classifier while varying the first level classifi-
cation model. We can observe consistent improve-
ment from successive ensembling from one to two
stacking levels. Our five runs showed substantial
improvement in the performance over the original
baseline with accuracy gain ranging from 10.6%
to 13.8%. By the end of the challenge, 42 teams
submitted a total of 143 runs to the NLI task. our
top performing submission ranked the 12th over all
teams 7. Its corresponding model could be viewed
as a three-stage architecture with 2 level stacking
ensemble as illustrated in figure 1.
All runs submitted relied solely on BERT text rep-

6The TF version of the USE model is available
at https://tfhub.dev/google/universal-
sentence-encoder-large/3

7 Leaderboard for the NLI task: https:
//www.aicrowd.com/challenges/mediqa-
2019-natural-language-inference-
nli/leaderboards (accessed 1st of June 2019)
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Submission Model Accuracy
Dev Test

1 Drop-out BERT AVG: 12 models with averaging ensemble 0.836 0.820
2 Stacking BERT 1: KNN 0.846 0.840
3 Stacking BERT 2: KNN followed by LR 0.847 0.847
4 Stacking BERT 2: (KNN/SVM/NB) followed by LR 0.849 0.852
5 Stacking BERT 2: Linear SVM followed by LR 0.846 0.823

Table 2: Results of our team runs on the MEDIQA challenge for the NLI task.

Submission Model Accuracy
Dev Test

1 USE embeddings with LR Classifier 0.770 0.584
2 USE embeddings with MLP Classifier (1 hidden layer with 50) 0.778 0.580

Table 3: Results of our team runs on the MEDIQA challenge for the RQE task.

resentations without any external features. Ini-
tially, we assumed that training our models with
more than just embedding features should help
classification and improve overall performance.
We used the predictions generated by the drop-
out averaging ensemble as extra features to fur-
ther fine-tune a second-level BERT model. The
model hyperparameters settings were the same as
the best performing single base model. We did
not find this experiment to yield any gains in the
evaluation phase, compared to ensemble models,
with only 0.815 accuracy for the development set.
This was also affirmed post submission, with the
release of the gold-labels. The accuracy for the
test set was only 0.812.

5.2 Task 2: Recognizing Question Entailment
(RQE)

Table 3 shows our two submitted runs for task
2. Even though our approach for this task was
much simpler than task 1, we still managed to
achieve a considerably good accuracy outperform-
ing the baseline by 4.3%. The final results show
that our team ranked the 23rd among all 54 par-
ticipants8. Due to time constraints we were un-
able to fully investigate all models described in
section 3, nor conduct a suitably thorough hyper-
parameter search for the MLP. However, we were
able to conduct more evaluations post submission.
We trained the inferSent Bi-LSTM encoder on the

8Leaderboard for the RQE task: https:
//www.aicrowd.com/challenges/mediqa-
2019-recognizing-question-entailment-
rqe/leaderboards (accessed 1st of June 2019)

MedNLI data using GloVe embeddings. We then
used the trained model to generate embeddings for
the RQE data, and used the same MLP architecture
to generate predictions. Despite the similarity of
both tasks and the potential benefit from transfer
learning, the model achieved an accuracy of 0.623
and 0.532 for dev and test set respectively.

Figure 1: Overview of the ensemble architecture of the
best run for the NLI task.
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6 Conclusion

In this paper, we presented our solution for tex-
tual entailment detection in the clinical domain.
Our proposed approach for the NLI task relies
on BERT contextual embeddings features and ma-
chine learning algorithms such as KNN, SVM and
LR for ensembling. We use two different pre-
trained BERT weights to train the base models and
generate corresponding probabilities for the test
set. Then, we adopt a 5-fold stacking strategy to
learn and combine predictions. In the third and
final level of the ensemble, we use a logistic re-
gression over the outputs from level-1 stacking, to
predict the final class labels. A future extension
of our model is to use BERT in feature extraction
mode instead of fine-tuning the end-to-end model
on the MedNLI dataset. This would allow the se-
lection of layers from which to extract embeddings
and/or the combination of multiple layers. In the
former scenario, different neural networks could
be used to generate the base model predictions be-
fore applying ensemble techniques.
For the RQE task, we train an MLP classifier on
top of USE embeddings. The results obtained
were promising, given the simplicity of the model.
More complex and deeper networks could be em-
ployed with the combination of USE embeddings.
We also experimented with transfer learning by
training the inferSent model on MedNLI before
fine-tuning on the RQE corpus. While this ap-
proach did not improve the results, we aim at fur-
ther investigating other inferSent architectures and
training on clinical word embedding.
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Abstract

Recent advances in distributed language mod-
eling have led to large performance increases
on a variety of natural language processing
(NLP) tasks. However, it is not well under-
stood how these methods may be augmented
by knowledge-based approaches. This pa-
per compares the performance and internal
representation of an Enhanced Sequential In-
ference Model (ESIM) between three experi-
mental conditions based on the representation
method: Bidirectional Encoder Representa-
tions from Transformers (BERT), Embeddings
of Semantic Predications (ESP), or Cui2Vec.
The methods were evaluated on the Medical
Natural Language Inference (MedNLI) sub-
task of the MEDIQA 2019 shared task. This
task relied heavily on semantic understanding
and thus served as a suitable evaluation set for
the comparison of these representation meth-
ods.

1 Introduction

This paper describes our approach to the Nat-
ural Language Inference (NLI) subtask of the
MEDIQA 2019 shared task (Ben Abacha et al.,
2019). As it is not yet clear the extent to
which knowledge-based embeddings may provide
task-specific improvement over recent advances
in contextual embeddings, we provide an anal-
ysis of the differences in performance between
these two methods. Additionally, it is not yet
clear from the literature the extent to which in-
formation stored in contextual embeddings over-
laps with that in knowledge-based embeddings for
which we provide a preliminary analysis of the at-
tention weights of models that use these two rep-
resentation methods as input. We compare BERT
fine-tuned to MIMIC-III (Johnson et al., 2016) and
PubMed to Embeddings of Semantic Predications
(ESP) trained on SemMedDB and a baseline that

uses Cui2Vec embeddings trained on clinical and
biomedical text.

Two recent advances in the unsupervised mod-
eling of natural language, Embeddings of Lan-
guage Models (ELMo) (Peters et al., 2018)
and Bidirectional Encoder Representations from
Transformers (BERT) (Devlin et al., 2018), have
led to drastic improvements across a variety of
shared tasks. Both of these methods use transfer
learning, a method whereby a multi-layered lan-
guage model is first trained on a large unlabeled
corpus. The weights of the model are then frozen
and used as input to a task specific model (Peters
et al., 2018; Devlin et al., 2018; Liu et al., 2019).
This method is particularly well-suited for work
in the medical domain where datasets tend to be
relatively small due to the high cost of expert an-
notation.

However, whereas clinical free-text is difficult
to access and share in bulk due to privacy con-
cerns, the biomedical domain is characterized by
a significant amount of manually-curated struc-
tured knowledge bases. The BioPortal reposi-
tory currently hosts 773 different biomedical on-
tologies comprised of over 9.4 million classes.
SemMedDB is a triple store that consists of over
94 million predications extracted from PubMed
by SemRep, a semantic parser for biomedical text
(Rindflesch and Fiszman, 2003; Kilicoglu et al.,
2012). These available resources make a strong
case for the evaluation of knowledge-based meth-
ods for the Medical Natural Language Inference
(MedNLI) task (Romanov and Shivade, 2018).

2 Related Work

In this section, we provide a brief overview of
methods for distributional and frame-based se-
mantic representation of natural language. For a
more detailed synthesis, we refer the reader to the
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review of Vector Space Models (VSMs) by Turney
and Pantel (2010).

2.1 Distributional Semantics

The distributed representation of words has a
long history in computational linguistics, begin-
ning with latent semantic indexing (LSI) (Deer-
wester et al., 1990; Hofmann, 1999; Kanerva et al.,
2000), maximum entropy methods (Berger et al.,
1996), and latent Dirichlet allocation (LDA) (Blei
et al., 2003). More recently, neural network meth-
ods have been applied to model natural language
(Bengio et al., 2003; Weston et al., 2008; Turian
et al., 2010). These methods have been broadly
applied as a method of improving supervised
model performance by learning word-level fea-
tures from large unlabeled datasets with more re-
cent work using either Word2Vec (Mikolov et al.,
2013; Pavlopoulos et al., 2014) or GloVe (Pen-
nington et al., 2014) embeddings. Recent work
has learned a continuous representation of Uni-
fied Medical Language System (UMLS) (Aron-
son, 2006) concepts by applying the Word2Vec
method to a large corpus of insurance claims, clin-
ical notes, and biomedical text where UMLS con-
cepts were replaced with their Concept Unique
Identifiers (CUIs) (Beam et al., 2018).

Models that incorporate sub-word information
are particularly useful in the medical domain
for representing medical terminology and out-of-
vocabulary terms common in clinical notes and
consumer health questions (Romanov and Shiv-
ade, 2018). Most approaches use a temporal con-
volution over a sliding window of characters and
have been shown to improve performance on a va-
riety of tasks (Kim et al., 2015; Zhang et al., 2015;
Seo et al., 2016; Bojanowski et al., 2017).

Embeddings from Language Models (ELMo)
computes word representations using a bidirec-
tional language model that consist of a character-
level embedding layer followed by a deep bidirec-
tional long short-term memory (LSTM) network
(Peters et al., 2018). Bidirectional Encoder Rep-
resentations from Transformers (BERT) replaces
the each forward and backward LSTMs with a sin-
gle Transformer that simultaneously computes at-
tention in both the forward and backward direc-
tions and is regarded as the current state-of-the-
art method for language representation (Vaswani
et al., 2017; Devlin et al., 2018). This method ad-
ditionally substitutes two new unsupervised train-

ing objectives in place of the classical language
models, i.e., masked language modeling (MLM)
and next sentence prediction (NSP). In the case of
MLM, a percentage of the words in the corpus are
replaced by a [MASK] token. The task is then for
the system to predict the masked token. For NSP,
the task is given two sentences, s1 and s2, from
a document to determine whether s2 is the next
sentence following s1.

While ELMo has been shown to outperform
GloVe and Word2Vec on consumer health ques-
tion answering (Kearns and Thomas, 2018), BERT
has outperformed ELMo on various clinical tasks
(Si et al., 2019) and has been fine-tuned and ap-
plied to the biomedical literature and clinical notes
(Alsentzer et al., 2019; Huang et al., 2019; Si et al.,
2019; Lee et al., 2019). BERT supports the trans-
fer of a pretrained general purpose language model
to a task-specific application through fine-tuning.
The next sentence prediction objective in the pre-
training process suggests this method would be in-
herently suitable for NLI. In addition, BERT uti-
lizes character-based and WordPiece tokenization
(Wu et al., 2016) to learn the morphological pat-
terns among inflections. The subword segmen-
tation such as ##nea in the word dyspnea makes
it capable to understand the context of an out-of-
vocabulary word making it a particularly suitable
representation for clinical text.

2.2 Frame-based Semantics

FrameNet is a database of sentence-level frame-
based semantics that proposes human understand-
ing of natural language is the result of frames
in which certain roles are expected to be filled
(Baker et al., 1998). For example, the predicate
“replace” has at least two such roles, the thing
being replaced and the new object. A sentence
such as “The table was replaced.” raises the ques-
tion “With what was the table replaced?”. Frame-
based semantics is a popular approach for seman-
tic role labeling (SRL) (Swayamdipta et al., 2018),
question answering (QA) (Shen and Lapata, 2007;
Roberts and Demner-fushman, 2016; He, 2015;
Michael et al., 2018), and dialog systems (Larsson
and Traum, 2000; Gupta et al., 2018).

Vector symbolic architectures (VSA) are an ap-
proach that seeks to represent semantic predi-
cations by applying binding operators that de-
fine a directional transformation between entities
(Levy and Gayler, 2008). Early approaches in-
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cluded binary spatter code (BSC) for encoding
structured knowledge (Kanerva, 1996, 1997) and
Holographic Embeddings that used circular con-
volution as a binding operator to improve the
scalability of this approach to large knowledge
graphs (Plate, 1995). The resurgence of neu-
ral network methods has focused attention on ex-
tending these methods as there is a growing in-
terest in leveraging continuous representations of
structured knowledge to improve performance on
downstream applications.

Knowledge graph embeddings (KGE) are one
approach that represents entities and their relation-
ships as continuous vectors that are learned using
TransE/R (Bordes and Weston, 2009), RESCAL
(Nickel et al., 2011), or Holographic Embeddings
(Plate, 1995; Nickel et al., 2015). Stanovsky et.
al (2017) showed that RESCAL embeddings pre-
trained on DbPedia improved performance on the
task of adverse drug reaction labeling over a clini-
cal Word2Vec model. RESCAL uses tensor prod-
ucts whose application to representation learning
dates back to Smolensky (1986; 1990) that used
the inner product and has recently been applied
to the bAbI dataset (Smolensky et al., 2016; We-
ston et al., 2016). Embeddings of Semantic Pred-
ications (ESP) are a neural-probabilistic repre-
sentational approach that uses VSA binding op-
erations to encode structured relationships (Co-
hen and Widdows, 2017). The Embeddings Aug-
mented by Random Permutations (EARP) used in
this paper are a modified ESP approach that ap-
plies random permutations to the entity vectors
during training and were shown to improve per-
formance on the Bigger Analogy Test Set by up to
8% against a fastText baseline (Cohen and Wid-
dows, 2018).

3 Methods

In this section, we provide details on the three rep-
resentation methods used in this study, i.e. BERT,
Cui2Vec, and ESP. We continue with a description
of the inference model used in each experiment
to predict the label for a given hypothesis/premise
pair.

3.1 Representation Layer

There are many publicly available biomedical
BERT embeddings which were initialized from
the original BERT Base models. BioBERT was
trained on PubMed Abstracts and PubMed Central

Full-text articles (Lee et al., 2019). In this study,
we applied ClinicalBERT that was initialized from
BioBERT and subsequently trained on all MIMIC-
III notes (Alsentzer et al., 2019).

For Cui2Vec, we used the publicly available im-
plementation from Beam et al. (2018) that was
trained on a corpus consisting of 20 million clin-
ical notes from a research hospital, 1.7 million
full-text articles from PubMed, and an insurance
claims database with 60 million members.

For ESP, we used a 500-dimensional model
trained over SemMedDB using the recent Em-
beddings Augmented by Random Permutations
(EARP) approach with a 10−7 sampling threshold
for predications and a 10−5 sampling threshold for
concepts excluding concepts that had a frequency
greater than 106 (Cohen and Widdows, 2018).

To apply Cui2Vec and ESP, we first pro-
cessed the MedNLI dataset (Romanov and Shiv-
ade, 2018) with MetaMap to normalize entities to
their concept unique identifier (CUI) in the UMLS
(Aronson, 2006). MetaMap takes text as input
and applies biomedical and clinical entity recog-
nition (ER), followed by word sense disambigua-
tion (WSD) that links entities to their normalized
concept unique identifiers (CUIs). Entities that
mapped to a UMLS CUI were assigned a repre-
sentation in Cui2Vec and ESP. Other tokens were
assigned vector representations using fastText em-
beddings trained on MIMIC-III data (Bojanowski
et al., 2017; Romanov and Shivade, 2018).

3.2 Inference Model

For all experiments, we used the AllenNLP im-
plementation (Gardner et al., 2018) of the En-
hanced Sequential Inference Model (ESIM) archi-
tecture (Chen et al., 2017). This model encodes
the premise and hypothesis using a Bidirectional
LSTM (BiLSTM) where at each time step the hid-
den state of the LSTMs are concatenated to repre-
sent its context. Local inference between the two
sentences is then achieved by aligning the relevant
information between words in the premise and hy-
pothesis. This alignment based on soft attention
is implemented by the inner product between the
encoded premise and encoded hypothesis to pro-
duce an attention matrix (Figure 1 and 2). These
attention values are used to create a weighted rep-
resentation of both sentences. An enhanced rep-
resentation of the premise is created by concate-
nating the encoded premise, the weighted hypoth-
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Figure 1: An example of a correct BERT prediction demonstrating its general domain coverage and contextual
embedding. Premise: “He will be spending time with family and friends who are coming in from around the
country to see him.” Hypothesis: “his family and friends do not yet have plans to visit.”

esis, the encoded premise minus the weighted hy-
pothesis, and the element-wise multiplication of
the encoded premise and the weighted hypothesis.
The enhanced representation of the hypothesis is
created similarly. This operation is expected to
enhance the local inference information between
elements in each sentence. This representation is
then projected into the original dimension and fed
into a second BiLSTM inference layer in order to
capture inference composition sequentially. The
resulting vector is then summarized by max and
average pooling. These two pooled representa-
tions are concatenated and passed through a multi-
layered perceptron followed by a sigmoid function
to predict probabilities for each of the sentence la-
bels, i.e. entailment, contradiction, and neutral.

4 Results

The ESIM model achieved an accuracy of 81.2%,
65.2%, and 77.8% for the MedNLI task using
BERT, Cui2Vec, and ESP, respectively. Table 1
shows the number of correct predictions by each
embedding type. The BERT model has the highest

accuracy on predicting entailment and contradic-
tion labels, while the ESP model has the highest
accuracy on predicting neutral labels. However,
the difference is only significant in the case of en-
tailment.

To evaluate the ability to set a predictive thresh-
old for use in clinical applications, we sought to
measure the certainty with which the model made
its predictions. To achieve this goal, we used the
predicted probabilities of each embedding type on
their respective subset of correct predictions such
that. We found the predicted probability of ESP
to be much higher than the others as depicted in
Figure 3. ESP’s minimum predicted probability as
well as the variance of its distribution is the lowest
among all embedding types.

4.1 Error Analysis

To examine the relationship between embedding
prediction performance and hypothesis focus, we
first annotated the test set for:

• hypothesis focus (e.g. medications, proce-
dures, symptoms, etc.)
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Figure 2: An example of a correct ESP prediction demonstrating its ability to associate Advil as a subclass of
NSAIDs. Premise: “She is on a daily ASA, and denies other NSAID use.” Hypothesis: “She takes Advil regularly.”

Embedding Type
Label BERT Cui2Vec ESP
Entailment 82.22% (n=111) 60.00% (n=81) 71.85% (n=97)
Contraction 88.15% (n=119) 74.81% (n=101) 87.41% (n=118)
Neutral 73.33% (n=99) 60.74% (n=82) 74.07% (n=100)

Table 1: Model accuracy for each label by embedding type.

• hypothesis tense (e.g. past, current, future)

4.1.1 Focus

A total of eleven, non-mutually exclusive hypoth-
esis focus classes were arrived at by consensus
of the three authors after an initial blinded round
of annotation by two annotators. The remaining
data was annotated by one of these annotators. We
provide definitions of the classes and their overall
counts in Table 2. The classes are: State, Anatomy,
Disease, Process, Temporal, Medication, Clinical
Finding, Location, Lab/Imaging, Procedure, and
Examination.

We then performed Pearson’s chi-squared test
with Yates’ continuity correction on 2x2 contin-
gency tables for each embedding sentence pair
prediction (correct or incorrect) with each hy-

pothesis focus (presence or absence) using the
chisq.test function in R software and results re-
ported in Table 3.

The only significant relationships between hy-
pothesis focus and embedding accuracy were
found between BERT and Disease (p-value =
0.01) and Cui2Vec and Disease (p-value = 0.01)
through Pearson’s Chi-squared test with Yates’
continuity correction. Both embeddings achieved
higher accuracy on sentence pairs with a hy-
pothesis focus labeled Disease (BERT=90.4%;
Cui2Vec=76.6%) than without (BERT=78.5%;
Cui2Vec=61.7%).

4.1.2 Tense

Each hypothesis was annotated for tense into one
of three mutually exclusive classes: Past, Current,
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Figure 3: Distribution of predicted probability of the gold label from the subset of correct predictions for each
representation method.

Hypothesis Focus Definition Count(%)
State Patient state or symptoms (e.g. “...has high blood pressure...”) 251 (62.0)
Anatomy Specific body part referenced (e.g. “... has back pain”) 115 (28.4)
Disease Similar to state, but a defined disease (e.g. “...has Diabetes”) 95 (23.5)
Process Events like transfers, family visiting, scheduling, or vague 52 (12.8)

references to interventions (e.g. “...received medical attention”)
Temporal Reference to time (e.g. “...initial blood pressure was low”) 51 (12.6)

besides tense or history
Medication Any reference to medication (e.g. “antibiotics”, “fluids”, 32 (7.9)

“oxygen”, “IV”) including administration and patient habits
Clinical Finding Results of an exam, lab/image, procedure, or a diagnosis 28 (6.9)
Location Specific physical location specified (e.g.“...discharged home”) 28 (6.9)
Lab/Imaging Laboratory tests or imaging (e.g. histology, CBC, CT scan) 24 (5.9)
Procedure Physical procedure besides Lab/Image or exam 14 (3.5)

(e.g. “intubation”, “surgery”, “biopsies”)
Examination Physical examination or explicit use of the word exam(ination) 3 (0.7)

Table 2: Hypothesis foci definitions, examples, and count for all 405 hypotheses in the test set.

and Future. Test set hypotheses were predomi-
nantly Current (n=273; 67.4%) or Past (n=131;
32.3%) tense. Only one hypothesis (0.2%) was
Future tense. A subset (n=22; 7.9%) of the Cur-
rent tense hypotheses explicitly described patient
history (e.g. “The patient has a history of PE”).

5 Discussion

Our preliminary analysis, identified several pat-
terns from the attention heatmaps that differen-
tiated the three representation methods. We de-
scribe two here and provide the entire set of atten-
tion matrices along with supplemental analysis on
Github 1.

1https://kearnsw.github.io/
MEDIQA-2019/
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Embedding Type
BERT Cui2Vec ESP

Focus (+) (-) p-value (+) (-) p-value (+) (-) p-Value
Anatomy 93 22 1 73 42 0.74 90 25 0.99
Clinical Finding 24 4 0.71 16 12 0.47 24 4 0.42
Disease 85 9 0.01 72 22 0.01 78 16 0.21
Examination 3 0 0.93 2 1 0.58 3 0 0.82
Lab/Imaging 30 7 1 22 15 0.55 31 6 0.48
Location 21 7 0.53 14 14 0.12 19 9 0.28
Medication 27 5 0.81 24 8 0.30 28 4 0.25
Procedure 12 2 0.93 7 7 0.35 11 3 1
Process 41 11 0.78 35 17 0.85 40 12 1
State 198 53 0.16 158 93 0.27 191 60 0.36
Temporal 38 12 0.41 37 13 0.22 41 9 0.56

Table 3: Results from chi-squared (with Yates’ continuity correction) test of correct(+) and incorrect(-) predictions
by embedding and hypothesis focus type.

The coverage of entities and their associations
was characteristic of BERT predictions (Figure 1).
BERT associated “spending time” with “plans”
in addition to the lexical overlap of the word “fam-
ily” which is attended by each experimental con-
dition in this example. All three embeddings iden-
tified the contradictory significance of the word
“not” in the hypothesis. However, BERT as-
sociated it with both spans “will be” and “are
coming” in the premise, which led to the cor-
rect prediction. Cui2Vec over-attended the lexical
match of the words “and”, “to” and “C0079382”,
which led to the wrong prediction.

The ESP model recognized hierarchical rela-
tionships between entities, e.g. “Advil” and
“NSAIDs” (Figure 2). In this example, the
ESP approach attends to the daily use of “ASA”
(acetyl-salicylic acid), i.e. aspirin, and the patient
denying the use of “other NSAIDs”. This pattern
was recognized multiple times in our analysis and
provides a strong example of how continuous rep-
resentations of biomedical ontologies may be used
to augment contextual representations.

6 Limitations

The results presented in this paper compare a sin-
gle model for each representation method fine-
tuned to the development set. However, it is
well known that the weights of the same model
may vary slightly between training runs. There-
fore, a more comprehensive approach would be to
present the average attention weights across mul-

tiple training runs and to examine the weights at
each attention layer of the models which we leave
for future work.

7 Conclusion

We have presented our analysis of representation
methods on the MedNLI task as evaluated during
the MEDIQA 2019 shared task. We found that
BERT embeddings fine-tuned using PubMed and
MIMIC-III outperformed both Cui2Vec and ESP
methods. However, we found that ESP had the
lowest variance and highest predictive certainty,
which may be useful in determining a minimum
threshold for clinical decision support systems.
Disease was the only hypothesis focus to show
a significant positive relationship with embedding
prediction accuracy. This association was present
for BERT and Cui2Vec embeddings - but not ESP.
Overall, contradiction was the easiest label to pre-
dict for all three embeddings, which may be the
result of an annotation artifact where contradic-
tion pairs had higher lexical overlap often differ-
entiated by explicit negation. However, overfit-
ting on the negation can lead to lower accuracy
on other entailment labels. Further, our prelimi-
nary results indicate that recognition of hierarchi-
cal relationships is characteristic of ESP suggest-
ing that they can be used to augment contextual
embeddings which, in turn, would contribute lexi-
cal coverage including sub-word information. We
propose combining these methods in future work.
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Yoshua Bengio, Réjean Ducharme, Pascal Vincent, and
Christian Janvin. 2003. A neural probabilistic lan-
guage model. J. Mach. Learn. Res., 3:1137–1155.

Adam L. Berger, Vincent J. Della Pietra, and Stephen
A. Della Pietra. 1996. A maximum entropy ap-
proach to natural language processing. Comput.
Linguist., 22(1):39–71.

David M. Blei, Andrew Y. Ng, and Michael I. Jordan.
2003. Latent dirichlet allocation. J. Mach. Learn.
Res., 3:993–1022.

Piotr Bojanowski, Edouard Grave, Armand Joulin,
and Tomas Mikolov. 2017. Enriching word vec-
tors with subword information. Transactions of the
Association for Computational Linguistics, 5:135–
146. https://doi.org/10.1162/tacl_a_
00051.

Antoine Bordes and Jason Weston. 2009. Learn-
ing Structured Embeddings of Knowledge
Bases. Artificial Intelligence, (Bengio):301–306.
https://doi.org/10.1016/j.procs.
2017.05.045.

Qian Chen, Xiaodan Zhu, Zhen-Hua Ling, Si Wei, Hui
Jiang, and Diana Inkpen. 2017. Enhanced LSTM for
natural language inference. In Proceedings of the
55th Annual Meeting of the Association for Com-
putational Linguistics (Volume 1: Long Papers),
pages 1657–1668, Vancouver, Canada. Association
for Computational Linguistics. https://doi.
org/10.18653/v1/P17-1152.

Trevor Cohen and Dominic Widdows. 2017. Embed-
ding of semantic predications. Journal of Biomed-
ical Informatics, 68:150–166. https://doi.
org/10.1016/j.jbi.2017.03.003.

Trevor Cohen and Dominic Widdows. 2018. Bring-
ing order to neural word embeddings with embed-
dings augmented by random permutations (EARP).
In Proceedings of the 22nd Conference on Computa-
tional Natural Language Learning, pages 465–475,
Brussels, Belgium. Association for Computational
Linguistics.

Scott C. Deerwester, Susan T. Dumais, Thomas K. Lan-
dauer, George W. Furnas, and Richard A. Harshman.
1990. Indexing by latent semantic analysis. JASIS,
41:391–407.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. BERT: pre-training of
deep bidirectional transformers for language under-
standing. CoRR, abs/1810.04805.

Matt Gardner, Joel Grus, Mark Neumann, Oyvind
Tafjord, Pradeep Dasigi, Nelson F. Liu, Matthew Pe-
ters, Michael Schmitz, and Luke Zettlemoyer. 2018.
AllenNLP: A deep semantic natural language pro-
cessing platform. In Proceedings of Workshop for
NLP Open Source Software (NLP-OSS), pages 1–
6, Melbourne, Australia. Association for Computa-
tional Linguistics.

Sonal Gupta, Rushin Shah, Mrinal Mohit, Anuj Ku-
mar, and Mike Lewis. 2018. Semantic parsing for
task oriented dialog using hierarchical representa-
tions. CoRR, abs/1810.07942.

Luheng He. 2015. Question-Answer Driven Se-
mantic Role Labeling : Using Natural Lan-
guage to Annotate Natural Language. Emnlp2015,
(September):643–653. https://doi.org/10.
18653/v1/D15-1076.

507



Thomas Hofmann. 1999. Probabilistic latent semantic
indexing. In Proceedings of the 22Nd Annual Inter-
national ACM SIGIR Conference on Research and
Development in Information Retrieval, SIGIR ’99,
pages 50–57, New York, NY, USA. ACM. https:
//doi.org/10.1145/312624.312649.

Kexin Huang, Jaan Altosaar, and Rajesh Ran-
ganath. 2019. ClinicalBERT: Modeling Clini-
cal Notes and Predicting Hospital Readmission.
arXiv:1904.05342 [cs]. ArXiv: 1904.05342.

Alistair E W Johnson, Tom J Pollard, Lu Shen, Li-
wei H Lehman, Mengling Feng, Mohammad Ghas-
semi, Benjamin Moody, Peter Szolovits, Leo An-
thony Celi, and Roger G Mark. 2016. MIMIC-III,
a freely accessible critical care database. pages 1–9.

Pentti Kanerva. 1996. Binary spatter-coding of ordered
k-tuples. In Proceedings of the 1996 International
Conference on Artificial Neural Networks, ICANN
96, pages 869–873, London, UK, UK. Springer-
Verlag.

Pentti Kanerva. 1997. Fully distributed representation.
In In Proceedings Real World Computing Sympo-
sium (Report TR-96001), pages 358–365.

Pentti Kanerva, Jan Kristoferson, and Anders Holst.
2000. Random indexing of text samples for latent
semantic analysis. In In Proceedings of the 22nd
Annual Conference of the Cognitive Science Society,
pages 103–6. Erlbaum.

William R Kearns and Jason A Thomas. 2018. Re-
source and response type classification for consumer
health question answering. AMIA Annual Sym-
posium proceedings. AMIA Symposium, 2018:634–
643.

Halil Kilicoglu, Dongwook Shin, Marcelo Fiszman,
Graciela Rosemblat, and Thomas C. Rindflesch.
2012. SemMedDB: A PubMed-scale repository
of biomedical semantic predications. Bioinfor-
matics, 28(23):3158–3160. https://doi.org/
10.1093/bioinformatics/bts591.

Yoon Kim, Yacine Jernite, David Sontag, and Alexan-
der M. Rush. 2015. Character-aware neural lan-
guage models. CoRR, abs/1508.06615.

Staffan Larsson and David R. Traum. 2000. In-
formation state and dialogue management in the
trindi dialogue move engine toolkit. Nat. Lang.
Eng., 6(3-4):323–340. https://doi.org/10.
1017/S1351324900002539.

Jinhyuk Lee, Wonjin Yoon, Sungdong Kim,
Donghyeon Kim, Sunkyu Kim, Chan Ho So,
and Jaewoo Kang. 2019. BioBERT: a pre-trained
biomedical language representation model for
biomedical text mining. arXiv:1901.08746 [cs].

Simon D. Levy and Ross Gayler. 2008. Vector sym-
bolic architectures: A new building material for ar-
tificial general intelligence. In Proceedings of the

2008 Conference on Artificial General Intelligence
2008: Proceedings of the First AGI Conference,
pages 414–418, Amsterdam, The Netherlands, The
Netherlands. IOS Press.

Xiaodong Liu, Pengcheng He, Weizhu Chen, and
Jianfeng Gao. 2019. Multi-task deep neural net-
works for natural language understanding. CoRR,
abs/1901.11504.

Julian Michael, Gabriel Stanovsky, Luheng He, Ido
Dagan, and Luke Zettlemoyer. 2018. Crowdsourc-
ing question-answer meaning representations. In
Proceedings of the 2018 Conference of the North
American Chapter of the Association for Compu-
tational Linguistics: Human Language Technolo-
gies, Volume 2 (Short Papers), pages 560–568, New
Orleans, Louisiana. Association for Computational
Linguistics. https://doi.org/10.18653/
v1/N18-2089.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg Cor-
rado, and Jeffrey Dean. 2013. Distributed represen-
tations of words and phrases and their composition-
ality. In Proceedings of the 26th International Con-
ference on Neural Information Processing Systems -
Volume 2, NIPS’13, pages 3111–3119, USA. Curran
Associates Inc.

Maximilian Nickel, Lorenzo Rosasco, and Tomaso A.
Poggio. 2015. Holographic embeddings of knowl-
edge graphs. CoRR, abs/1510.04935.

Maximilian Nickel, Volker Tresp, and Hans-Peter
Kriegel. 2011. A three-way model for collective
learning on multi-relational data. In Proceedings of
the 28th International Conference on International
Conference on Machine Learning, ICML’11, pages
809–816, USA. Omnipress.

Ioannis Pavlopoulos, Aris Kosmopoulos, and Ion An-
droutsopoulos. 2014. Continuous Space Word
Vectors Obtained by Applying Word2Vec to Ab-
stracts of Biomedical Articles. http://bioasq.
lip6.fr/info/BioASQword2vec/.

Jeffrey Pennington, Richard Socher, and Christo-
pher Manning. 2014. Glove: Global vectors
for word representation. In Proceedings of the
2014 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 1532–1543,
Doha, Qatar. Association for Computational Lin-
guistics. https://doi.org/10.3115/v1/
D14-1162.

Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt
Gardner, Christopher Clark, Kenton Lee, and Luke
Zettlemoyer. 2018. Deep contextualized word rep-
resentations. CoRR, abs/1802.05365.

T. A. Plate. 1995. Holographic reduced represen-
tations. IEEE Transactions on Neural Networks,
6(3):623–641. https://doi.org/10.1109/
72.377968.

508



Thomas C Rindflesch and Marcelo Fiszman. 2003.
The interaction of domain knowledge and linguis-
tic structure in natural language processing: in-
terpreting hypernymic propositions in biomedical
text. Journal of Biomedical Informatics, 36(6):462–
477. https://doi.org/10.1016/j.jbi.
2003.11.003.

Kirk Roberts and Dina Demner-fushman. 2016. An-
notating Logical Forms for EHR Questions. In
Proceedings of the 10th International Conference
on Language Resources and Evaluation, Section 3,
pages 3772–3778.

Alexey Romanov and Chaitanya Shivade. 2018.
Lessons from natural language inference in the clin-
ical domain. CoRR, abs/1808.06752.

Min Joon Seo, Aniruddha Kembhavi, Ali Farhadi,
and Hannaneh Hajishirzi. 2016. Bidirectional at-
tention flow for machine comprehension. CoRR,
abs/1611.01603.

Dan Shen and Mirella Lapata. 2007. Using seman-
tic roles to improve question answering. In Pro-
ceedings of the 2007 Joint Conference on Empirical
Methods in Natural Language Processing and Com-
putational Natural Language Learning (EMNLP-
CoNLL), page 12–21.

Yuqi Si, Jingqi Wang, Hua Xu, and Kirk Roberts. 2019.
Enhancing Clinical Concept Extraction with Con-
textual Embedding. arXiv:1902.08691 [cs]. ArXiv:
1902.08691.

P. Smolensky. 1986. Parallel distributed processing:
Explorations in the microstructure of cognition, vol.
1. chapter Information Processing in Dynamical
Systems: Foundations of Harmony Theory, pages
194–281. MIT Press, Cambridge, MA, USA.

P. Smolensky. 1990. Tensor product variable bind-
ing and the representation of symbolic structures
in connectionist systems. Artif. Intell., 46(1-
2):159–216. https://doi.org/10.1016/
0004-3702(90)90007-M.

Paul Smolensky, Moontae Lee, Xiaodong He, Wen tau
Yih, Jianfeng Gao, and Li Deng. 2016. Basic rea-
soning with tensor product representations. CoRR,
abs/1601.02745.

Gabriel Stanovsky, Daniel Gruhl, and Pablo Mendes.
2017. Recognizing mentions of adverse drug re-
action in social media using knowledge-infused re-
current models. In Proceedings of the 15th Con-
ference of the European Chapter of the Association
for Computational Linguistics: Volume 1, Long Pa-
pers, pages 142–151, Valencia, Spain. Association
for Computational Linguistics.

Swabha Swayamdipta, Sam Thomson, Kenton Lee,
Luke Zettlemoyer, Chris Dyer, and Noah A. Smith.
2018. Syntactic scaffolds for semantic structures.
CoRR, abs/1808.10485.

Joseph Turian, Lev-Arie Ratinov, and Yoshua Bengio.
2010. Word representations: A simple and general
method for semi-supervised learning. In Proceed-
ings of the 48th Annual Meeting of the Association
for Computational Linguistics, pages 384–394, Up-
psala, Sweden. Association for Computational Lin-
guistics.

Peter D. Turney and Patrick Pantel. 2010. From fre-
quency to meaning: Vector space models of se-
mantics. Journal of Artificial Intelligence Research,
37:141–188. https://doi.org/10.1613/
jair.2934.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Ł ukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In I. Guyon, U. V. Luxburg, S. Bengio,
H. Wallach, R. Fergus, S. Vishwanathan, and R. Gar-
nett, editors, Advances in Neural Information Pro-
cessing Systems 30, pages 5998–6008. Curran As-
sociates, Inc.

Jason Weston, Antoine Bordes, Sumit Chopra, and
Tomas Mikolov. 2016. Towards ai-complete ques-
tion answering: A set of prerequisite toy tasks.
CoRR, abs/1502.05698.

Jason Weston, Frédéric Ratle, and Ronan Collobert.
2008. Deep learning via semi-supervised embed-
ding. In Proceedings of the 25th International Con-
ference on Machine Learning, ICML ’08, pages
1168–1175, New York, NY, USA. ACM. https:
//doi.org/10.1145/1390156.1390303.

Yonghui Wu, Mike Schuster, Zhifeng Chen, Quoc V.
Le, Mohammad Norouzi, Wolfgang Macherey,
Maxim Krikun, Yuan Cao, Qin Gao, Klaus
Macherey, Jeff Klingner, Apurva Shah, Melvin
Johnson, Xiaobing Liu, ukasz Kaiser, Stephan
Gouws, Yoshikiyo Kato, Taku Kudo, Hideto
Kazawa, Keith Stevens, George Kurian, Nishant
Patil, Wei Wang, Cliff Young, Jason Smith, Jason
Riesa, Alex Rudnick, Oriol Vinyals, Greg Corrado,
Macduff Hughes, and Jeffrey Dean. 2016. Google’s
Neural Machine Translation System: Bridging the
Gap between Human and Machine Translation.
arXiv:1609.08144 [cs]. ArXiv: 1609.08144.

Xiang Zhang, Junbo Jake Zhao, and Yann LeCun.
2015. Character-level convolutional networks for
text classification. CoRR, abs/1509.01626.

509



Proceedings of the BioNLP 2019 workshop, pages 510–516
Florence, Italy, August 1, 2019. c©2019 Association for Computational Linguistics

Saama Research at MEDIQA 2019: Pre-trained BioBERT with Attention
Visualisation for Medical Natural Language Inference

Kamal Raj Kanakarajan , Suriyadeepan Ramamoorthy, Vaidheeswaran Archana,
Soham Chatterjee, Malaikannan Sankarasubbu∗

SAAMA AI Research Lab, Chennai, India
{kamal.raj, suriyadeepan.ramamoorthy, archana.iyer, soham.chatterjee,

malaikannan.sankarasubbu}@saama.com

Abstract

Natural Language inference is the task of iden-
tifying relation between two sentences as en-
tailment, contradiction or neutrality. MedNLI
is a biomedical flavour of NLI for clini-
cal domain. This paper explores the use
of Bidirectional Encoder Representation from
Transformer (BERT) for solving MedNLI.
The proposed model, BERT pre-trained on
PMC, PubMed and fine-tuned on MIMIC-
III v1.4, achieves state of the art results on
MedNLI (83.45%) and an accuracy of 78.5%
in MEDIQA challenge. The authors present an
analysis of the attention patterns that emerged
as a result of training BERT on MedNLI using
a visualization tool, bertviz.

1 Introduction

Natural Language Inference (NLI) is a fundamen-
tal task in Natural Language Processing in which
the objective is to determine if the hypothesis
is true (entailment), false (contradiction) or un-
determined (neutral), given a premise. Entail-
ment, Contradiction and Neutral (semantic inde-
pendence) are semantic concepts that represent the
relationship between sentences. The ability to in-
fer these relations between sentences or pieces of
text, is crucial in tasks like Information Retrieval,
Semantic Parsing, Commonsense Reasoning, etc.
NLI, like most NLP tasks, is challenging due to the
ambiguous nature of natural language. A particu-
lar meaning can be expressed in multiple linguis-
tic forms. This calls for methods that can capture
meaningful semantic concepts from text.

Stanford Natural Language Inference (SNLI)
corpus (Bowman et al., 2015) is a collection of

∗*Equal Contribution: Kamal had sole access to MIMIC
and MEDIQA data, focussed on the algorithm development
and implementation. Suriyadeepan and Archana focussed on
the attention visualisation and writing. Soham and Malaikan-
nan focussed on reviewing

sentence pairs labeled for entailment, contradic-
tion, and semantic independence. It contains ap-
proximately 550,000 labeled hypothesis/premise
pairs. Multi-Genre Natural Language Inference
(Multi-NLI) corpus (Williams et al., 2017) con-
tains 433,000 samples, covering a wide range of
(10) genres of written and spoken English. Multi-
NLI, in its complexity, is closer to Natural Lan-
guage than SNLI.

MedNLI (Romanov and Shivade) is a dataset
for natural language inference in clinical domain,
analogous to SNLI. Romanov et al in (Romanov
and Shivade), used InferSent (Conneau et al.,
2017), a bidirectional LSTM based model for
achieving an accuracy of 73.5% in MedNLI. In
(Jin et al., 2019), Jin et al make use of BioBERT
(Lee et al., 2019), a biomedical version of BERT
along with pre-trained LMs(Language Models) as
feature extractors, to achieve an accuracy of 81.7%
on MedNLI.

This work uses BERT pre-trained on PMC and
PubMed corpus, and fine-tuned on MIMIC-III
v1.4 data (BioBERT) to solve MedNLI. This ap-
proach achieves new state of the art results when
evaluated on MedNLI test set (83.4%). Evalua-
tion on MEDIQA (Ben Abacha et al., 2019) test
set (Shivade, 2019) results in an accuracy of 78.5
%.

2 Data

2.1 MedNLI

MedNLI or Medical Natural Language Inference
is a publicly annotated dataset in the clinical do-
main. MedNLI was created as a NLI dataset com-
parable to SNLI, adjusted for the clinical domain
(Table 1).
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# Premise Hypothesis Label

1
ALT, AST and lactate were elevated as
noted above

patient has abnormal fits entailment

2
Chest x-ray showed mild congestive
heart failure

The patient has complaints
of cough

neutral

3
During Hospitalisation, patient became
progressively more dyspnic requiring
BiPaP and then a NRB

The patient is on room air contradiction

Table 1: Examples from Development set of MedNLI

Dataset Size
Training Pairs 11232
Development Pairs 1395
Test Pairs 1422
MEDIQA 405
Average Sentence Length in Token
Premise 20.0
Hypothesis 5.8
Maximum Sentence Length in Tokens
Premise 202
Hypothesis 20

Table 2: Data Statistics

2.2 Deriving from MIMIC-III v.1.4

While adapting the structure of SNLI, MedNLI
derives its data from the MIMIC III v.1.4 dataset
(Johnson et al., 2016). The MIMIC-III v.1.4
dataset consists of around 2,078,705 clinical notes
written by healthcare professionals. These notes
contain the de-identified records of 38,597 pa-
tients.

Annotations were done by two board-certified
radiologists and two additional clinicians pursuing
their residency programs.

2.3 Dataset Statistics

The MedNLI dataset used over 4 clinicians work-
ing on a total of 4,683 premises over a period of
6 weeks with 14,049 unique sentence pairs. The
dataset was then split into training, development,
and test sets. The class distribution is even across
all classes, throughout training, development and
test sets (Table 2).

2.4 MEDIQA Shared Task

MEDIQA(Ben Abacha et al., 2019) is a shared
task which is part of BIONLP 2019. It was cre-

ated by using an annotation technique similar to
MedNLI. It serves as an additional test for the
MedNLI data. It contains 405 premise-hypothesis
pairs. These pairs were randomly sampled from
records, segmented from Past Medical History
section with a simple rule-based method.MedNLI
train set is used to train the model and hyper pa-
rameter are tuned based MedNLI development and
test set accuracy. MedNLI and MEDIQA test set
follows the same label mapping.

3 BERT

3.1 Description
Bidirectional encoder representation from trans-
former (Vaswani et al., 2017) is a language rep-
resentation model which performs on a wide
range of NLP tasks such as question answer-
ing and language inference. The architecture
of the BERT leverages the use of pre-trained
deep bidirectional representations. Existing pre-
trained language representations include feature-
based (ELMO) (Peters et al., 2018) and fine-tuning
approach (OpenAI GPT) (Radford et al., 2018) .
However, these models are severely restricted due
to their unidirectional nature. BERT uses masked
language models to enable pre-trained deep bidi-
rectional representations.

The BERT model the authors experimented
with, is BERTBASE . The model is composed of
12 transformer blocks with a hidden size of 768
and 12 attention heads. The feed-forward/filter
size is 4 times the hidden size. For fine tuning on
MedNLI, a classification layer is added and all the
parameters of the final model are fine-tuned jointly
as per the original paper (Devlin et al., 2018).

3.2 BERT on MedNLI
BERT displays a clear supremacy over contem-
porary architectures (Radford et al., 2018) (Peters
et al., 2018) on several NLP tasks. BERT’s use
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of bidirectional encoders is a characteristic feature
that separates it from other architectures.

Natural language inference requires learning the
relationship between two sentences which is not
supported by naive language models. Thus, BERT
which is pre-trained on binarized next sentence
prediction is vital for NLI.

MedNLI is built based on GLUE (General Lan-
guage Understanding Evaluation) dataset (Wang
et al., 2018). The goal as of before, with inference
is to predict how the first sentence is related to the
next in terms of entailment, contradiction or neu-
tral. MedNLI is a sequence level task. The model
needs to learn a minimum number of parameters
and is used with an additional output layer with
BERT.

4 Experiments

All the experiments in this paper are done with
BERT pre-trained on unlabelled biomedical data-
BioBERT (Lee et al., 2019). Three pretrained
models are available: One model is trained only
on PubMed articles, one is trained on PMC arti-
cles and one trained on both PubMed and PMC
articles.

BioBERT trained on PubMed articles was also
finetuned with MIMIC III v1.4 III v1.4-III (John-
son et al., 2016) notes. MIMIC III v1.4-III is a de-
identified biomedical corpus compared to PubMed
articles. All the 18 HIPAA (Atchinson and Fox,
1997) identifiers are removed and masked with
unique PHI (Protected Health Information) tags
in MIMIC III v1.4. The reason for fine-tuning
BERT on MIMIC III v1.4 is because the MedNLI
is a small subset derived from MIMIC III v1.4
database. No special preprocessing for PHI ele-
ments present in MIMIC III v1.4 data was done.
Furthermore, MedNLI training data also contain
sentences with PHI mask similar to MIMIC III
v1.4. Finally the fine-tuned model is trained on
MedNLI dataset. Evaluation is performed on
MedNLI test and dev sets. The trained model has
also been evaluated on MEDIQA test set. The re-
sults are presented in table 4.

Fine tuning on BioBERT was done using Ten-
sorFlow with three GeForce GTX 1080Ti GPUs
for 2 weeks. The model on MIMIC III v1.4 is
trained with maximum sequence length 128 with
batch size 32 and learning rate 2e-5 for 200,000
steps. The sequence length is limited such that it
can fit into GPU memory. The pretraining data

from MIMIC III v1.4 is prepared using scripts
from the original BERT github repository (Devlin
et al., 2018) with the default parameters. Fur-
ther fine tuning on MedNLI task is done with one
GeForce GTX 1080Ti GPU with 11 GB of RAM.
One epoch on MedNLI takes around 3 minutes on
a single GPU1.

4.1 Hyperparameter Search

Learning Rate 2e-5,3e-5,5e-5 .
Max Sequence Length 128
Batch Size 16, 32
Warmup Proportion 0.1-0.3
Number of Epochs 3, 4, 5

Table 3: Hyperparameters

All of hyperparameter search is done with
a fixed random seed of 42. Each iteration
took an average of 3-4 minutes. A variant of
Adam optimizer which selectively avoids applying
weight decay to normalization layers, proposed in
BERT(Devlin et al., 2018) paper is used. Only
learning rate is tuned while all the other hyperpa-
rameters like β1, β2, L2 weight decay are fixed at
0.9, 0.999 and 0.01 respectively.

4.2 Results
The results of the experiments with BERT pre-
trained on PubMed, PMC and fine-tuned on
MIMIC III v1.4, are tabulated in Table 4. Pre-
training on PubMed and PMC gives similar re-
sults. Pretraining on both PubMed and PMC gives
a slight increase in accuracy in both dev and test
sets. Finally, BioBERT-MIMIC III v1.4, BERT
pre-trained on PubMed, fine-tuned on MIMIC
III v1.4 outperforms other models by roughly a
2% margin, and marks a new state-of-the-art for
MedNLI. The same model when evaluating on
MEDIQA (Ben Abacha et al., 2019) test set, gives
an accuracy of 78.5%.

5 Visualizations

Vig et al (Vig, 2019) uses a visualization tool,
bertviz (Vig, 2019), presents 6 patterns of atten-
tion observed in BERT. Each attention pattern as
explained in (Vig, 2019), provides with intuition
regarding the underlying mechanics of the model.
In deep learning models which are notoriously

1The code is available at
https://github.com/kamalkraj/biobert

512



Model Dev(%) Test(%) MEDIQA(%)
BioBERT-PubMed 83.42 80.74 78.3
BioBERT-PMC 83.05 81.07 77.8
BioBERT-PubMed + PMC 83.22 81.92 78.1

BioBERT-MIMIC III v1.4
85.16
(SOTA)

83.45
(SOTA) 78.5

Table 4: Comparision of Results

known for their opaque nature, these intuitions of-
fer a peek behind the curtains. bertviz, was sub-
sequently used to visualize BioBERT-MIMIC III
v1.4 before and after training on MedNLI task. In
this section, some of the interesting patterns are
presented which were observed by comparing and
contrasting attention patterns before and after fine-
tuning on MedNLI task. The distinct patterns that
emerge from fine-tuning are heavily dependent on
the nature of the task (NLI).

Figure 1: Distribution of Attention-Before

Figure 2: Distribution of Attention-After

1. Distribution of Attention Before training,
majority of the attention is focused on the de-
limiter token of the second sentence [SEP],
as seen in figure 1. After fine-tuning on
MedNLI, the attention is distributed all over
the second sentence as observed in figure
2. The dense connections seen in the fig-
ure, could be perceived as a natural conse-
quence of fine-tuning the network on a NLI

Figure 3: Word Similarity-Before

Figure 4: Word Similarity-After

Figure 5: Tokenized Words-Before

Figure 6: Tokenised Words-After

task, where establishing connections between
two sentences is crucial.

2. Word Similarity It can be observed that
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words similar to source word gets more atten-
tion. Notice the words negative and no, ex-
pressing similar sentiments (negative), con-
nected via attention flow in figure 4. Word-
level similarity, although not always, is a
good indicator of entailment. Upon encoun-
tering sentences with similar words, it is rea-
sonable for a network to be biased towards
entailment.

3. Tokenized Words In BERT, OOV (Out of
Vocabulary) words are identified and split
into segments. This way, the morphologi-
cal information is maintained, which comes
in handy in tasks such as textual entailment
where word-level similarity is an important
aspect to notice. Before fine-tuning, the OOV
(Out of Vocabulary) words split into multi-
ple tokens receive weak attention from source
tokens, as observed in figure 5. After fine-
tuning on MedNLI, a strong attention flow
between the tokenized words across two sen-
tences can be seen. As mentioned above,
these connections as seen in figure 6, help
in identifying word-level similarity between
sentences.

The authors have presented a error analysis
study based on attention patterns in Appendix A.
Based on the intuitions gained from error analysis,
the authors propose a list of changes that could im-
prove the performance of the model. A limitations
of the proposed approach and a list of possible im-
provements are presented in Appendix B.

6 Conclusion

In this paper, a variant of BERT, fine-tuned on
MIMIC III v1.4, is proposed to solve the task of
MedNLI, a Natural Language Inference task de-
signed for clinical domain. The experiments in-
clude evaluation of BERT pre-trained on PMC,
PubMed and MIMIC III v1.4, on MedNLI test
and dev sets, and MEDIQA test set for MedNLI.
State-of-the-Art results (83.45%) in MedNLI is
achieved by pre-training BERT on PubMed fol-
lowed by fine-tuning on MIMIC III v1.4. The
same model achieves an accuracy of 78.5% on
MEDIQA test set. The authors have identified
distinct attention patterns in BERT trained on
MedNLI and have explored the origin and signifi-
cance of those patterns in the context of NLI.
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A Error Analysis

The authors have studied the misclassified exam-
ples in MedNLI (test set) and MedQA (task set).
70% of the misclassified examples are falsely la-
belled as Contradiction. The confusion matrix
consisting of the count of misclassified examples
for both the sets are presented in figures 9 and
10. The common pattern that exists in misclas-
sified examples, is the model’s lack of understand-
ing of certain tokens that are crucial for relating
the premise to the hypothesis. Consider the exam-
ple presented below.

Premise : ”Reports lack of appetite but no n/v.”
Hypothesis : ”the patient denies nausea and vom-
iting”

The abbreviation n/v in the premise expands to
nausea and vomiting. The hypothesis contains the
expanded form nausea and vomiting. It is clear
from observing the attention pattern (figure 7) that
the model doesn’t identify n/v and nausea and
vomiting as same concepts. When the abbrevia-
tion in the premise was expanded to nausea and
vomiting, the model identified them as same con-
cepts which is clearly evident from figure 8. Based

Figure 7: Attention distribution pattern for the example
presented in section A without preprocessing

Figure 8: Attention distribution pattern for the example
presented in section A after preprocessing

on this intuition, the authors suggest a preprocess-
ing step, that expands and normalizes abbreviated
terms.

B Limitations and Future Work

Figure 9: Confusion matrix of misclassified examples
from MEDIQA test set

One of the limitations of this work is the lack
of text preprocessing. The only preprocessing
step followed by the authors is tokenization. In
domain-specific tasks like Medical NLI, it would
be beneficial to identify and normalize medical
concepts which could be represented in more than
one form. The other significant limitation is that
the sentences are tokenized based on a 30,000 size
vocabulary derived from Wikipedia corpus. Al-
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Figure 10: Confusion matrix of misclassified examples
from MedNLI task set

though the fine-tuning is done on Pubmed, the
commonly occurring medical terms are identified
as unknown words and split into tokens.

The authors suggest a preprocessing step that
identifies and normalizes medical concepts. The
vocabulary could be built based on PubMed cor-
pus which ensures that most common medical
terms are part of the vocabulary. Along those
lines, the authors suggest the use of entity embed-
dings to learn medical concepts and make use of
the information contained in them.
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Abstract

This paper presents the experiments accom-
plished as a part of our participation in the
MEDIQA challenge, an (Abacha et al., 2019)
shared task. We participated in all the three
tasks defined in this particular shared task.
The tasks are viz. i. Natural Language In-
ference (NLI) ii. Recognizing Question En-
tailment(RQE) and their application in medi-
cal Question Answering (QA). We submitted
runs using multiple deep learning based sys-
tems (runs) for each of these three tasks. We
submitted five system results in each of the
NLI and RQE tasks, and four system results
for the QA task. The systems yield encourag-
ing results in all the three tasks. The highest
performance obtained in NLI, RQE and QA
tasks are 81.8%, 53.2%, and 71.7%, respec-
tively.

1 Introduction

Natural Language Processing (NLP) in biomedi-
cal domain is an essential and challenging task.
With the availability of the data in electronic form
it is possible to apply Artificial intelligence (AI),
machine learning and deep learning technologies
to build data driven automated tools. These au-
tomated tools will be helpful in the field of med-
ical science. An ACL-BioNLP 2019 shared task,
namely the MEDIQA challenge aims to attract fur-
ther research efforts in NLI, RQE and their ap-
plication in QA in medical domain. The mo-
tivation of this shared task is in a need to de-
velop relevant methods, techniques, and gold stan-
dard data for inference and recognizing question
entailment in medical domain and their applica-
tion to improve domain specific Information Re-
trieval (IR) and Question Answering (QA) sys-
tems. The MEDIQA has defined several tasks re-
lated to Natural Language Inference, Question En-
tailment and Question Answering in medical do-

main. We participated in all the three tasks de-
fined in this shared task. We offer multiple sys-
tems for each the tasks. The workshop comprises
of three tasks namely viz. i. Natural Language
Inference (NLI): This task involves in identifying
three inference relations between two sentences:
i.e. Entailment, Neutral and Contradiction (Ro-
manov and Shivade, 2018) ii. Recognizing Ques-
tion Entailment (RQE): This task focuses on iden-
tifying entailment relation between two questions
in the context of QA. The definition of question
entailment is as follows: ”a question A entails a
question B if every answer to B is also a com-
plete and/or partial answer to A” (Abacha and
Demner-Fushman, 2019) and iii. Question An-
swering (QA): The goal of this task is to filter and
improve the ranking of automatically retrieved an-
swers. The existing medical QA system namely
CHiQA is applied to generate the input ranks.
(Harabagiu and Hickl, 2006; Abacha et al., 2017;
Abacha and Demner-Fushman, 2019). We partic-
ipated in all the three tasks defined above and sub-
mitted the results. Our proposed systems produce
encouraging results.

2 Proposed Method

We propose multiple runs for each of the three
tasks. The following subsections will discuss the
methods applied to tackle each of these tasks.

2.1 Natural Language Inference

In the task 1 the system has to decide the entail-
ment relationship between a pair of texts i.e. ei-
ther they are Entailment, Contradiction or Neu-
tral. The input to this task are sentence pairs and
as output we wish to get the entailment relation be-
tween those two pieces of texts. We propose five
runs for this task. The following set of hyper pa-
rameters are applied for the following runs. Batch
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Size = 32, Learning Rate = 2e-5, Maximum Se-
quence Length = 128, number of epochs = 10.
The following points will discuss the approaches
(i.e. runs).
Run 1: Our first proposed method is based on a
BioBERT (Lee et al., 2019) model, i.e. a Bidirec-
tional Encoder Representation from Transformer
model pre-trained on biological data (both on Pub
Med abstracts and PMC full-text articles). Af-
ter getting the vector corresponding to the spe-
cial classification token ([CLS]) from final hidden
layer of this mode, we use it for classification. We
use 2 dense (feed forward) layers and a softmax
activation function at the end. Only the feed for-
ward part is trained end to end for 10 epochs af-
ter getting output vector from BioBERT. In this
method no fine tuning is used. This method yields
an accuracy of 60.8%.
Run 2: The second approach is based on the
Bidirectional Encoder Representation from Trans-
former (BERT) model (bert-base-uncased) (De-
vlin et al., 2018). We make use of this to get the
embedding of the inputs to this system. Instead of
using 2 feed forward layers at the end, we choose
to use only 1 feed forward layer. The full model
is then trained in an end to end manner. All of
the parameters of BERT and the last feed forward
layer are fine-tuned jointly for 10 epochs to max-
imize the log-probability of the correct label (En-
tailment, Neutral or Contradiction). This model
produces an accuracy of 71.7%.
Run 3: We use a BioBERT model for this system.
This BioBERT model is pre-trained on PubMed
abstracts only. We apply only one feed forward
layer at the end. The full model is fine tuned as
described for the system in run 2. This method
gives output with an accuracy of 77.1%.
Run 4: The system proposed in this run is same
as the model of Run 3. The differences between
them are as follows:

• The BioBERT model we used is a pre-
trained model on both the PubMed abstracts
and PMC full-text articles instead of only
PubMed abstracts as in case of in run 3.

• Here, we combine the full dataset of MedNLI
(14049 sentence pairs) for training. Whereas
in the previous run we made use only 11232
sentence pairs for training.

Following these changes in run 4, the accuracy
increases from 77.1% in run 3 to 80.3% in run 4.

Run 5: This model is the combination of three
BioBERT models. Two of them are pre-trained
on both the PubMed abstracts and PMC full
text articles and the third one is pre-trained only
on PubMed abstracts. We fine tune each of the
models following the fine tuning process of run
4. We ensemble their predictions by voting each
of them for a sentence pair. The label which gets
the most vote is selected for final prediction. The
accuracy increases to 81.8%.

2.2 Recognizing Question Entailment (RQE)

Recognizing Question Entailment is an important
task. The objective of this task is to identify en-
tailment between the two questions in the context
of Question-Answering(QA). We use the follow-
ing definition of question entailment: a question A
entails a question B if every answer to B is also a
complete or partial answer to A. We make use of
the dataset provided by the task organizers’. We
submit five runs which are broadly based on two
approaches. The approaches are as follows:

• One is based on Siamese architecture
(Mueller and Thyagarajan, 2016). This
Siamese is based on the recurrent archi-
tectures for learning sentence similarity
(Mueller et al., 2016). Here we feed the two
questions (inputs) to two Bidirectional Long
Short Term Memory (Bi-LSTM) (Hochreiter
and Schmidhuber, 1997), respectively. Both
of their weights are initialized to the same.
After obtaining the last hidden representa-
tions from both of these Bi-LSTMs, we con-
catenate them. This vector represents our in-
put sentence pair. We feed this vector to a
feed forward neural network layer. At the
end, there is a softmax layer to perform a 2-
class classification (to Yes/No).

• In another one, we train (fine-tuned) a
BioBERT model as described in the NLI task.
We used the BioBERT model to perform a 3-
way classification of a sentence pair into en-
tailment, neutral or contradiction. The same
approach is used here in RQE to classify a
pair of questions into Yes or No. The hyper-
parameters used in fine-tuning the BioBERT
model are same as of task 1 (NLI) except here
the training iteration is (i.e. epoch) 5. This is
done so because the loss is decreasing rapidly
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between two training epochs, indicating over
fitting on the train set.

Our proposed approaches are based on these
methods with slight variations. The following
points will show them.
Run 1: Each question pair is having two ques-
tions (namely chq and faq). We assume the first
question as the premise and the second one as
the hypothesis. We extract these two questions
from the training set. We obtain the vector repre-
sentation of each word using Gensim Word2Vec
(Řehůřek and Sojka, 2010). The vector size is
50. Then vector representations of the words for
both the question are fed to Siamese Network of
Bidirectional LSTMs. We train the model with 50
epoch and achieve 53.2% accuracy in test set.
Run 2: In this method we make use of the
BioBERT model. The model is pre-trained on
PubMed abstracts and PMC full text articles. This
task is essentially a sentence pair classification
task. For each sentence pair we obtain a vector
corresponding to ([CLS]) token at the last layer.
The vector is subsequently fed into two dense
layers followed by a final layer having softmax
activation function layer. No fine-tuning is used
here. We obtain an accuracy of 50.6%.
Run 3: Here also we use BioBERT, but it is
pre-trained on PubMed abstracts only. We fine
tune the model on the RQE training set consisting
of 8588 pairs. A feed forward layer with final
layer with softmax activation is used at the end
for 2-way classification. We obtain an accuracy of
48.1%.
Run 4: Instead of training word vector repre-
sentation from scratch using Gensim Word2Vec,
as in run 1, we obtain the vector representations
of words from a trained Google News corpus
(3 billion running words) word vector model (3
million 300-dimension English word vectors).
The architecture is same as what is there in the
run 1. We obtain an accuracy of 50.2%.
Run 5: We use a BioBERT model pre-trained
on both PubMed abstracts and PMC full text
articles. Then we fine tune on the RQE train set.
Everything else is same as in run 3. The accuracy
decreases to 48.9%.

2.3 Question Answering (QA)

The objective of this Question Answering task is
to filter and improve the ranking of automatically

retrieved answers. The input ranks are generated
by the existing medical QA system CHiQA. We
use BERT to predict the reference score between
pairs and BM25 (Robertson et al., 2009) to rank
between them. First of all, the BERT is used as a
sentence pair classifier model. The first token of
every sequence is always the special classification
token ([CLS]). The final hidden state (i.e., output
of Transformer) corresponding to this token is
used as the aggregate sequence representation
for classification tasks. This final hidden state
is a 768 dimensional vector (for bert-base) rep-
resenting the input sentence pair. This vector is
fed subsequently into one or more feed-forward
layers with softmax activation function layer.
We fine tune the whole system for 10 epochs to
predict the reference score of test dataset. The
predicted values of these reference score are
subsequently used in the BM25 model. All the
hyper parameters setting are same as in Task-1
except here a batch size of 28 is used because the
maximum length of sequence is increased from
128 to 256. It is to be noted that, it is too much
memory consuming to train a BERT model with a
batch size of 32 and a maximum sequence length
of 256. We propose four runs to combat this
problem.
Pre-processing: The training dataset is divided
into two files (QA-TrainingSet1-LiveQAMed
and TrainingSet2-Alexa) both are containing 104
questions. They had 8.80 and 8.34 answers for
every question on average, respectively. For a
question with N answers are converted to N pairs
with each pair containing the question, one of the
answers, and their reference score.
Run 1: All reference scores from training dataset
are replaced by 1 if it is 3 or 4, and with 0
otherwise. The range of reference score (as given)
is between 1 to 4 in dataset. Here we fine tune
a BERT model (bert-base-uncased) with a feed
forward layer at the end for 10 epochs to classify
a sentence pair into 2 labels (0 or 1). The trained
model is then used to predict reference score
of test set. From the predicted result obtained
from BERT, BM25 score for every question and
their corresponding answers are calculated. All
answers for a question whose predicted labels are
1 (’YES’) are sorted in decreasing order of their
BM25 scores. After that all the ’YES’ labels are
retrieved, and the same procedure is applied for
all answers for the same question whose predicted
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label is 0 (NO). The obtained accuracy is 57.3%.
Run 2: All reference scores are kept intact, i.e.
between 1 to 4. Here we use the BERT model
(bert-base-uncased) and fine tune it on train set
with a feed forward net at the end. From the
predicted result obtained from BERT, pairs whose
reference score is 4 or 3 are marked as ’YES’ and
whose reference score are 2 or 1 are marked as
’NO’. BM25 score for every question and their
corresponding answer is calculated. All answers
for a question whose predicted label is 4 are
sorted by decreasing order of their BM25 score.
Same procedure is applied for all answers for the
same question whose predicted label is 3,2 and 1,
respectively. We obtain an accuracy of 65.1% in
this run.
Run 3: Here the validation dataset is also included
to the training set. We merged them. Instead of
using a BERT model here we use BioBERT model
which is pre-trained on PubMed abstracts and
PMC full text articles. We fine tune this model
as explained in run 1. The rest of the procedures
are same as in run 2. The accuracy increases to
67.8%.
Run 4: This method is an ensemble of 5 BioBERT
(PubMed-PMC) models and fine tuned on the
train dataset. Each of the models is then evaluated
on the validation set (which is included in training
set of Run 3). It is seen that one of those models
performs well than the ensemble of 5 models. The
model is then used to predict reference score of
the test set. The rest of the procedures is same as
what is there in the Run 3. The accuracy is 71.7%
for this run.

3 Experiments, Results and Discussions

We submitted system results (runs) for all the three
tasks. In all these tasks, we make use of the dataset
released as a part of this shared task. In the follow-
ing we discuss the dataset, evaluation results and
the necessary analysis of the results obtained.
Data: In the NLI task, the training and test in-
stances are having 14049 and 405 number of sen-
tence pairs, respectively. In task 2 (i.e. RQE),
the training set is having 8588 number of pairs,
out of which 4655 and 3933 pairs are having True
and False class, respectively. The validation and
test set are having 302 (true: 129 and false: 173)
and 230 (true: 115 and false: 115) number of in-
stances. In the QA task, training sets are provided

Runs Result(Accuracy(%))
1 60.8
2 71.7
3 77.1
4 80.3
5 81.8

Table 1: Submission results of all the five runs for the
NLI task (Task-1)

from two domains viz. LiveQAMed and ii. Alexa,
each having 104 number of questions and at an
average of 8.80 and 8.34 number of answers per
question. There are 25 number of questions and at
an average of 10.44 answers per question are there
in the validation set. The test set for this task is
having 150 question pairs and on an average 8.5
answer per question.

Task 1(NLI): In the first task, we propose five
runs. In all the tasks, we make use of either
BERT or BioBERT models. We merge the input
sentences pairs into a single sequence having
maximum length of 128. They are separated
by a special token ([SEP]). The first token of
every sequence is always a special classification
token ([CLS]). The final hidden state (i.e., output
of Transformer) corresponding to this token is
used as the aggregate sequence representation
for the classification tasks. This final hidden
state is a 768 dimensional vector (for bert-base)
representing the input sentence pair. This vector
is fed subsequently into one or more feed-forward
layers with soft-max activation at the end for
3-way classification (Entailment, Neutral or
Contradiction). The results for this task are shown
in the Table 1. We have discussed the way we can
use a BERT model to perform sentence classifi-
cation in medical domain. It is observed that an
absolute improvement of 5.4% in accuracy has
been achieved by using a BioBERT (pre-trained
on PubMed abstracts) model in run 3 instead
of using the original BERT-base-uncased model
(Pre-trained on Wikipedia and Book Corpus (as
used in run 2)). The increase in result may be the
effect of BioBERT, because the other experimen-
tal set up remain same. The reason for using 1
feed forward layer at the end of BERT models in
all the runs except the run 1 (no fine tuning), using
only one feed forward layer was putting the model
into an under fitting state. While in case of fine
tuning a large model, one feed forward is enough
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Runs Result(Accuracy(%))
1 53.2
2 50.6
3 48.1
4 50.2
5 48.9

Table 2: Submission results in all the five runs for the
RQE Task (Task-2)

as suggested by (Devlin et al., 2018). Up to run
3, we make use of 11232 sentence pairs for the
training. Those sentence pairs are same as the one
used to train several models used in (Romanov
and Shivade, 2018). We use the remaining 2817
sentence pairs for validation. The validation set
accuracy is always around 3-4% higher than the
test case accuracy for all the runs up to run 3. For
getting the higher accuracy we combine all the
14049 pairs in the subsequent run. We get the
accuracy of 81.8 % which is the highest among
all the proposed methods. As per our knowledge,
in the official results of NLI task we stand at
12th position among the 17 official teams which
participated for the NLI task.

Task 2 (RQE): In the second task i.e. task of
Recognising Question Entailment, we propose
five runs. The results are shown in the Table 2. It
is interesting to note the variation in accuracy for
the different runs. Siamese architecture performs
much better here. Another peculiarity is that fine
tuning BERT hurts the performance while using
pre-trained BERT embedding without fine tuning
seems to be more useful. This is concluded by
observing the results of run 2 and run 3. In run
2, we used only pre-trained BERT embedding for
([CLS]) token for classification, whereas in run
3, we fine tuned the BERT model. The highest
accuracy is achieved by a Siamese Model con-
sisting of 2 Bi-LSTMs with shared weights and
a dense layers. In this task, 12 teams submitted
their systems, and we stood the 10th position.

Task 3 (QA): In this task, we offer 4 runs to
tackle the problem. The results for this are shown
in the Table 3. As we can see from the above
discussions, the systems we build for this task
comprises of two components, they are BERT
and BM25. The BERT is used to predict the
reference score of the test dataset. We rank the

Results
Runs Accuracy(%) Spearmans Rho MRR Precision

1 57.3 0.053 0.8241 0.5610
2 65.1 0.042 0.7811 0.7235
3 67.8 0.034 0.8366 0.7421
4 71.7 0.024 0.8611 0.7936

Table 3: Results obtained in all the four runs for the QA
Task (Task - 3), where, MRR: Mean Reciprocal Rank

predicted scores using BM25. The BM25 part
of the system is same for all the runs. In this
task, participants are encouraged to compute the
Mean Reciprocal Rank (MRR), Precision, and
Spearman’s Rank Correlation Coefficient as the
evaluation measures in addition to Accuracy. We
actually used BioBERT instead of original BERT
from the run 3, which increases the accuracy
with an absolute margin of 2.7% (65.1 to 67.8%).
Using BioBERT we observe an improvement in
MRR by 5.5%. Our best run with an accuracy of
71.7% attains the position of 6th among 10 teams
in the official result.

4 Conclusion and Future Work

In this paper, we present our system details and
the results of various runs that reported as a part
of our participation in the MEDIQA challenge. In
this shared task three tasks, namely viz. i. Natural
Language Inference ii. Question Entailment and
iii. Question Answering were introduced in the
medical domain. We offer multiple systems (runs)
for each of these tasks. Most of the proposed mod-
els are based on BERT/Bio-BERT embedding and
BM25. These models yields encouraging perfor-
mance in all the tasks.In future we would like to
extend our work as follows:

• Detailed analysis of the top-scoring models
to understand their techniques and findings.

• We can do the task of NLI by fostering an
Embedding from Language model (EMLo)
based model and do a comparative analysis
with BERT based model.
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Abstract

Biomedical Question Answering (QA) aims
at providing automated answers to user ques-
tions, regarding a variety of biomedical topics.
For example, these questions may ask for re-
lated to diseases, drugs, symptoms, or medical
procedures. Automated biomedical QA sys-
tems could improve the retrieval of informa-
tion necessary to answer these questions. The
MEDIQA challenge consisted of three tasks
concerning various aspects of biomedical QA.
This challenge aimed at advancing approaches
to Natural Language Inference (NLI) and Rec-
ognizing Question Entailment (RQE), which
would then result in enhanced approaches to
biomedical QA.

Our approach explored a common
Transformer-based architecture that could be
applied to each task. This approach shared the
same pre-trained weights, but which were then
fine-tuned for each task using the provided
training data. Furthermore, we augmented
the training data with external datasets and
enriched the question and answer texts using
MER, a named entity recognition tool. Our
approach obtained high levels of accuracy, in
particular on the NLI task, which classified
pairs of text according to their relation. For
the QA task, we obtained higher Spearman’s
rank correlation values using the entities
recognized by MER.

1 Introduction

Question Answering (QA) is a text mining task
for which several systems have been proposed
(Hirschman and Gaizauskas, 2001). This task is
particularly challenging in the biomedical domain
since this is a complex subject as answers may
not be as straightforward compared to other do-
mains. However, clinical and health care informa-
tion systems could benefit greatly from automated

∗alamurias@lasige.di.fc.ul.pt

biomedical QA systems, which could improve the
retrieval of information necessary to answer these
questions.

To help progress on this topic, the MEDIQA
challenge proposed three tasks in the biomedical
domain(Ben Abacha et al., 2019):

1. Natural Language Inference (NLI) - classify
the relation between two sentences as either
entailment, neutral or contradiction;

2. Recognizing Question Entailment (RQE) -
classify if two questions are entailed with
each other or not;

3. Question Answering (QA) - classify which
answers are correct for a given answer and
rank them.

We applied the same approach to all three
tasks since they all could be modelled as text
classification tasks. The objectives of the tasks
were to classify pairs of text: sentence-sentence
(NLI), question-question (RQE), and question-
answer (QA). For the NLI task, we had three pos-
sible labels for each pair (entailment, neutral or
contradiction), while the RQE task was a binary
classification. For the QA task, each pair should
be given a reference score representing how well
the question is answered, which ranged between 1
and 4.

QA is a complex task that involves various com-
ponents, and can be approached in several ways.
While real-world scenarios require the retrieval of
correct answers from larger databases, the QA task
of this challenge simplified this problem by pro-
viding up to 10 answers retrieved by the medical
QA system CHiQA. This system also provided a
ranking to each answer, however, we observed that
this ranking did not follow the manual ranking in
most cases. We also observed that the retrieved
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answers could consist of one or more sentences.
While in some QA scenarios, systems are required
to select the text span that contains the answer (Ra-
jpurkar et al., 2016), in this case it was only re-
quested to re-rank the retrieved answers and clas-
sify which ones were correct. Although specific
ranking algorithms exist (Radev et al., 2000), due
to the nature of the task and the fact that the other
two tasks involved comparison of text, we decided
to train a classifier that compared each question
with a potential answer, i.e., we predicted how
good a text is at answering a given question.

Our approach uses pre-trained weights as a
starting point, to fine-tune deep learning models
based on the Transformer architecture for each of
the challenge tasks (Vaswani et al., 2017). We
used the BioBERT weights, trained on PubMed
abstracts and PMC full articles, as the type of text
should be more similar to the challenge data than
the standard BERT models, which were trained on
Wikipedia and BookCorpus. Furthermore, we in-
corporated other datasets into the RQE and QA
tasks, and enrich the training data with seman-
tic information obtained using MER (Minimal
Named-Entity Recognizer) (Couto and Lamurias,
2018), a high computing performance named en-
tity recognition tool.

2 Related Work

Deep learning approaches have lead to state-of-
the-art results in various text mining tasks. These
approaches make use of intermediary representa-
tions of the data to then fine-tune the weights to
different tasks. Various models have been pro-
posed, and, recently, the most successful ones
have been based around the Transformer archi-
tecture (Vaswani et al., 2017). An advantage of
this type of models is that we can use pre-trained
weights such as those provided by BERT (Devlin
et al., 2018) as a starting point to train a model for
a specific task. These weights are tuned on large
corpora using the Transformer architecture and
have been shown to be effective language models.
Different models were made available by the au-
thors, with two variations of the architecture, and
whether the true case and accent markers of the
tokens are taken into account.

Due to the effectiveness of the BERT architec-
ture, it has been already adapted for other do-
mains. Lee et al. (2019) presented a model specific
to biomedical language, which was trained on a

large-scale biomedical corpora: 200k PubMed ab-
stracts, 270k PMC full texts, and a combination of
these two. Although the BioBERT models use the
same vocabulary as the BERT models, the same
WordPiece tokenization is performed. This way,
even if biomedical documents contain words that
were not in the original vocabulary, the tokenizer
will separate these words into frequent subwords,
minimizing out-of-vocabulary issues and keeping
compatibility with the original models. The au-
thors tested these models on several biomedical
text mining tasks, obtaining competitive perfor-
mance when compared with other state-of-the-art
models.

One of the most common text mining tasks is
entity recognition. This task is important because
it is often the first step to other tasks, such as entity
linking and relation extraction. MER is a simple
but efficient approach to entity recognition, which
uses vocabularies that can be extracted from on-
tologies to identify and link entities. MER focuses
on simplicity and flexibility to reduce the process-
ing time and the time necessary to adapt to other
domains and entity types.

3 Methodology

3.1 Data Preparation
We participated in the three tasks using the same
approach by modeling each one as a text classifi-
cation problem. We used the training data of each
tasks as document pairs, where a document could
be a sentence, paragraph, question or answer. The
NLI and RQE data had obvious labels, while for
the QA data we used the reference scores. How-
ever, to distinguish between correct answers with
more detail, we also incorporated the manually as-
signed ranks to the answers with reference scores
3 and 4:

FinalScore = ReferenceScore +
11− Rank

10

As there are up to 10 possible answers to each
question, the final score will range between 1 and
5.

We removed instances where each element of
the pair contained the same text, which happened
sometimes in the RQE training set. Further-
more, we performed named entity recognition us-
ing MER to identify several types of entities men-
tion in both questions and answers. We used MER
since it can provide reliable entity mention anno-
tations at a reasonable speed. We appended the
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textual labels of the terms recognized to the end
of the document, as a list separated by whites-
paces. Since MER matches ontology concepts, if
the synonym of a concept was recognized, it was
converted to its main label.

We recognized terms from the: Human Pheno-
type Ontology, Disease Ontology, Chemical Enti-
ties of Biological Interest (ChEBI) ontology and
Gene Ontology. Our objective was to add to each
text a list of the entities that could summarize that
text. We chose those ontologies because the ques-
tions were about biomedical subjects, and there-
fore the ontologies chosen should reflect the main
domains of the data. The ontologies that we used
comprise a total of 350,233 terms.

We also explored additional sources of data to
train the classifiers, for the RQE and QA tasks.
Regarding the RQE task, we employed the NLI
dataset since it also contained entailment relations.
Even though these datasets were generated from
different corpora and the NLI dataset and for dif-
ferent purposes, we considered that additional data
could still improve the results. To this end, we
transformed the NLI dataset so that all entailment
relations were labeled as positive, and the neutral
and contradiction as negative.

For the QA task, we added one of the sug-
gested MedQuAD datasets, namely the Cancer-
Gov dataset. Although all these additional datasets
had a similar structure, we did not have time to
train and test which ones would be more helpful
for this task. These datasets contained only exam-
ples of correct answers, which we assigned the ref-
erence score 4, since it could skew the trained clas-
sifier towards higher scores. To balance this, we
generated incorrect answers from the other QA of
the same document. We assumed that if an answer
was correct for one question, it would be incorrect
for the other questions about the same topic. To
make sure this was true, we took into account the
“qtype” parameter of each question, since it is un-
likely that questions of different types would have
the same answers. This parameter indicated the
nature of the question in the context of the main
topic of the document. For example, a document
about a specific cancer type could have the follow-
ing “qtypes”: information, symptoms, exams and
tests, outlook, and treatment.

Run Training data Dev Test
1 NLI training set 0.836 0.724

Table 1: Accuracy obtained on the NLI task.

3.2 System architecture

We adapted the pytorch implementation of
BERT1. As such, we used the WordPiece tokeniza-
tion and Adam optimizer that are implemented by
default. We used the BioBERT PubMed+PMC
pretrained weights, which are based on the bert-
base-cased model. The authors chose this model
as many biomedical entities are case sensitive. We
initially tested with the standard BERT weights,
and observed an improvement when using the
BioBERT weights instead. A model fine-tuned
to the clinical domain, which is the domain of
the documents of this challenge, would be more
appropriate, but not such pre-trained model was
available at the time.

Using the data previously described, we trained
variations of the same model, focusing mostly on
the RQE and QA tasks. These variations consisted
of the additional datasets previously described, but
also different training parameters, such as initial
training rate, number of epochs, batch size and
maximum sequence length. We started with the
default values and made incremental changes to
understand if we could improve the results on the
validation set, while training just with the pro-
vided training set. After setting the best param-
eters, we then trained the classifiers on the addi-
tional datasets.

For the NLI, we tested only the baseline ap-
proach, which consisted in using the BioBERT
weights fine-tuned for the task.

4 Results and discussion

We submitted one run to the NLI task, three runs
to the RQE task and four runs to the QA task. We
focused mainly on studying the effect of different
training data on the performance of the classifiers.

We evaluated on the development sets that were
provided for each task, and then submitted our
predictions for the test sets. The scores obtained
for the development and test sets of each task are
shown in tables 1, 2 and 3, as well as the differ-
ences between each run.

1https://github.com/huggingface/
pytorch-pretrained-BERT
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Run Training data Dev Test
1 RQE training set 0.732 0.481
2 RQE training set + NER 0.752 0.481
3 RQE and NLI training set 0.749 0.485

Table 2: Accuracy obtained on the RQE task.

We can see that the accuracy obtained during
the development phase was considerably higher
than on the test set. This could have been due to
the test set containing other type of questions from
the development set, or due to over-fitting of the
hyper-parameters on the development set, which
limited the performance of the model. Both on the
test and development set, we obtained high accu-
racy on the NLI task, for which we submitted only
one run. The NLI data was generated by asking
experts to give one example of each class (neutral,
entailment and contradiction) to a series of state-
ments. As such, this dataset is highly regular and
the model was able to learn from it.

On the development set, we can see that adding
the named entities recognized by MER (Run 2 of
RQE and QA) improved the accuracy. However,
this effect did not occur on the test set; for the
RQE task, it did not change the accuracy and it de-
creased the accuracy of the QA task. On the other
hand, adding external training data (Run 3) had a
positive effect on the test set results of both tasks,
improving the accuracy of the QA task.

For the QA, we also trained a classifier using
both the training and development datasets (Run
4). We could not evaluate this classifier on the de-
velopment set since it had already seen those ex-
amples and the results would have been biased.
However, this classifier achieved the best test set
accuracy and Mean Reciprocal Rank (MRR) of the
four runs submitted to this task.

The best results obtained with our approach
were on the NLI task. However, we considered
the QA task to be the main task of the challenge
and put most effort into it in terms of exploration
hyper-parameter tuning. Since the organizers con-
sidered the accuracy to be the main metrics, we
optimized our system to that metric. While the
MRR was high on all three runs, the Spearman’s
coefficient was generally much lower. This means
that although our system was able to detect correct
answers to a certain degree, their ranking matched
poorly with the gold standard.

5 Conclusions and Future Work

For the MEDIQA challenge, we developed a sys-
tem that could be used for the 3 proposed tasks
with minimal changes. This was possible due
to the recently introduced Transformer architec-
ture, along with pre-trained weights that severely
reduce the training time necessary to generate a
language representation model. The training data
provided for each task was used to train classifi-
cation models for each task. We also explored ex-
ternal datasets to improve the models of the RQE
and QA tasks. We observed that adding more data
to train the model leads to better results on the test
set, as expected.

In the future we will improve the capacity of the
models to classify new data by adding more exter-
nal training data. We observed that Runs 3 and 4 of
the QA task achieved higher scores, which could
have been due to the larger training set employed
to train the models. While for Run 3 we used only
one additional set, there were 9 more available of
the same type, which were not used due to time
constraints. A similar strategy could be used to
find more pairs of questions with an entailment re-
lation.

Another way to enrich the training set would be
to automatically retrieve the descriptions of the en-
tities identified in the text, or their ancestors, as
they also provide useful information about enti-
ties. A similar approach was shown to improve
the results of a relation extraction task using deep
learning (Lamurias et al., 2019).
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Abstract 

This study describes the model design of 
the NCUEE system for the MEDIQA 
challenge at the ACL-BioNLP 2019 
workshop. We use the BERT (Bidirectional 
Encoder Representations from 
Transformers) as the word embedding 
method to integrate the BiLSTM 
(Bidirectional Long Short-Term Memory) 
network with an attention mechanism for 
medical text inferences. A total of 42 teams 
participated in natural language inference 
task at MEDIQA 2019. Our best accuracy 
score of 0.84 ranked the top-third among all 
submissions in the leaderboard.  

1 Introduction 

Natural Language Inference (NLI) is the task of 
determining whether a given hypothesis is true 
(entailment), false (contradiction) or undetermined 
(neutral) by inferring a given premise. The 
Stanford Natural Language Inference (SNLI) 
corpus is a well-known dataset and serves as a 
benchmark for NLI system evaluations (Bowman 
et al., 2015). However, it is restricted to a single 
text genre. Therefore, the MedNLI dataset, which 
is annotated by doctors and grounded in patients’ 
medical histories, was built to perform NLI tasks 
in the clinical domain (Romanov and Shivade, 
2018). In addition to feature-based methods and 
bag-of-words (BOW) models, other experiments 
have tested several modern neural networks-based 
models for the specialized and knowledge 
intensive field of medicine, including InferSent 
(Conneau et al., 2017) and ESIM (Chen et al., 2017)  

The MEDIQA challenge focuses on attracting 
research efforts in Natural Language Inference 
(NLI), Recognizing Question Entailment (RQE) 
and their applications in medical Question 

Answering (QA). The MEDIQA challenge 
includes three tasks: 1) NLI: identifying three 
inference relations between two medical sentences, 
that is, entailment, neutral and contradiction. 2) 
RQE: identifying entailment between two 
questions in the context of QA. 3) QA: filtering and 
improving the input ranks of retrieved answers, 
generated by the medical QA system CHiQA. The 
reuse of NLI and/or RQE systems for this task is 
highly recommended. 

Under the policies of the MEDIQA challenge, 
we only participated in the first NLI task. Recently, 
a new method of pre-training language 
representations named BERT (Bidirectional 
Encoder Representations from Transformers) has 
obtained groundbreaking results on a wide array of 
natural language processing tasks (Devlin et al., 
2018). This achievement motivates us to explore 
using a BERT based model to tackle the textual 
inference problem in the medical domain.  

This paper describes the NCUEE (National 
Central University, Dept. of Electrical Engineering) 
system for the NLI task of the MEDIQA challenge 
at the ACL-BioNLP 2019 workshop. Our solution 
explores a BERT-based model, in which the 
BiLSTM network with attention mechanism is 
integrated for textual inference. The input 
sentence-pair is represented as a sequence of words. 
Each word refers to distributed vectors from a pre-
trained BERT to form as an embedding matrix. The 
datasets provided by the task organizers are used to 
train the BiLSTM network with attention model for 
the prediction task. The output is a value from 0 to 
1 representing the estimated class probability. The 
class with the highest probability (that is, one of 
entailment, neutral and contradiction) will be 
regarded as the inference result. Our best accuracy 
score of 0.84 ranked in the top-third of all 42 
submissions in the leaderboard.  
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The rest of this paper is organized as follows. 
Section 2 describes the NCUEE system for the NLI 
task. Section 3 presents the evaluation results and 
performance comparisons. Conclusions are finally 
drawn in Section 4.   

2 The NCUEE System 

Figure 1 shows our BERT-BiLSTM-Attention 
architecture for the NLI task. Our model consists 
of a BERT embedding layer, a BiLSTM layer and 
an attention layer. An input sentence-pair is 
represented as a sequence of words. Each word 
refers to a row looked up in a word embedding 
matrix from the last layer of the original BERT 
(Devlin et al., 2018). In this NLI task, we model 
the sentence-pairs using Bidirectional LSTM 
(Graves et al., 2013), an extension of the traditional 
LSTM, to train two LSTMs on the input pairs. The 
second LSTM is a reversed copy of the first one, 
so that we can take full advantage of both past and 
future input features for a specific time step. 
Consequently, we leverage the word attention 
mechanism to capture the distinguishing influence 
of the words and then form a dense vector (Yang et 
al., 2017). We then use final softmax activation 
function to classify the sentence-pairs to obtain the 
probability that belongs to each of the three classes. 

During the training phase, if a sentence-pair 
(premise vs. hypothesis) is true (entailment), the 
class is assigned as 1, and 0 otherwise 
(contradiction). If both sentences are neutral 

without specific relationships, the class is assigned 
as 2. All training sentence pairs and their 
accompanying classes are used for training our 
BERT-BiLSTM-Attention model.  

To classify a sentence pair during the test phase, 
we use the output probability as an indicator for 
classification. The class with the highest 
probability will be regarded as the inference result. 
In addition, ensemble strategies have been widely 
used in various research fields because of their 
good performance. This work uses a simple but 
efficient ensemble strategy called majority voting 
that involves selecting the class which has a 
majority, that is, more than half the votes from 
various trained models.  

3 Evaluation  

3.1 Data 

The datasets were mainly provided by task 
organizers (Ben Abacha et al., 2019). The 
sentence-pairs for the NLI task were collected from 
the MedNLI dataset (Romanov and Shivade, 2018). 
The training, validation and test datasets were 
comprised of data from an independent set of 
sentence-pairs. During the system development 
phase, the training and validation sets respectively 
consisted of 12,627 and 1,422 sentence-pairs, for 
designing and implementing the system. In total, 
only 405 sentence-pairs in the test dataset were 
used for final performance evaluation. 

 
 

Figure 1:  Our BERT-BiLSTM-Attention architecture for the NLI task. 
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The pre-trained word vectors are publicly 
available for download at the official BERT 
website 1 . We also used pre-trained weights of 
BioBERT (Lee et al., 2019), a language 
representation model for the biomedical domain 
and publicly available at the GitHub site2.  

3.2 Results 

During system development phase, in addition to 
pre-trained word vectors, we only use the training 
set to train the system parameters and evaluate the 
result on the validation set. 

In the first set of experiments, the following 
fine-tuning BERT models were compared to 
demonstrate their performance for classification.  

 
• BERT-Base, Uncased: 12-layer, 768-hidden, 

12-heads, 110M parameters.   

• BERT-Base, Cased: 12-layer, 768-hidden, 
12-heads, 110M parameters.   

• BERT-Large, Uncased: 24-layer, 1024-
hidden, 16-heads, 340M parameters.   

• BERT-Large, Cased: 24-layer, 1024-hidden, 
16-heads, 340M parameters.   

Google Research has released the BERT-Base 
and BERT-Large models (12-layer/24-layer 
Transformer). Uncased means that the text has 
been lowercased before WordPiece tokenization 
and any accept markers have also been removed. 
Cased means that the true case and accent markers 
are preserved. The same setups are used for 
comparisons. The maximum sequence is 128. The 
training batch size is 32. The learning rate is 2e-5. 
The number of training epochs is 10.  

Table 1 shows the results. The BERT-Large 
models achieved relatively better accuracy than the 
BERT-Base models, regardless of  case-sensitivity. 

                                                
1 https://github.com/google-research/bert 

The best accuracy was obtained by the Uncased 
BERT-Large model.   

In the second set of experiments, the objective is 
to compare the performance of both BERT and 
BioBERT models. The BioBERT is based on the 
same vocabulary as the Cased BERT-Base model. 
Hence, we selected the pre-trained weights of  
BioBERT with PubMed 200K and PMC 270K 
comparing with the Cased BERT-Base model. 
Note that both models have been fine-tuned with 
optimal parameter settings.  

Table 2 shows the performance comparisons, 
where the BioBERT outperforms the BERT model, 
suggesting that the BioBERT model is more 
suitable for biomedical text mining tasks through 
incorporating biomedical corpora such as PubMed 
and PMC.   

In the third set of experiments, we evaluated our 
proposed model based on the previous results. 
Since the BERT-Large and BioBERT-Base 
achieved better accuracy, we fine-tuned these two 
models and sought to identify seek the optimal 
system parameters. Moreover, we adopted the last 
layers of these two models as the word embedding 
to integrate the BiLSTM network with attention 
mechanism. The setups of the BiLSTM is follows. 
The hidden size is 256. The dropout rate is 0.5.  

Table 3 compares the results. The BioBERT 
models outperformed the BERT models, regardless 
of whether BioBERT was used as the word 
embedding or fine-tuning its original model. In 
addition, our integrated architecture with the 
BiLSTM-Attention was found to produce a slight 

2 https://github.com/naver/biobert-pretrained 

Models Accuracy 

Fine-tuning BERT-Base, Uncased 0.759 
Fine-tuning BERT-Base, Cased 0.751 
Fine-tuning BERT-Large, Uncased 0.796 
Fine-tuning BERT-Large, Cased 0.793 

Table 1:  Results of fine-tuning BERT models  

Models Accuracy 

Fine-tuning BERT-Base, Cased 0.792 
Fine-tuning BioBERT-Base, Cased 0.822 

Table 2:  Results of  BERT vs. BioBERT 

Models Accuracy 

Fine-tuning BioBERT-Base 0.822 
BioBERT-Base + BiLSTM-Attention 0.824 

Fine-tuning BERT-Large 0.809 
BERT-Large + BiLSTM-Attention 0.809 

Table 3:  Results of BERT-BiLSTM with attention  
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performance enhancement. The best accuracy was 
obtained  by the BioBERT-Base + BiLSTM-
Attention model. 

3.3 Comparisons 

During final testing phase of the NLI task, we used 
the training set to train the models and the 
validation set for parameter optimization. Each 
participating team was allowed to submit a 
maximum of 5 runs for each task. We submitted the 
four abovementioned models accompanying with 
the ensemble model. For our ensemble strategy, we 
have trained the models 5 times using the 
BioBERT-Base + BiLSTM-Attention. The final 
inference result is the majority voting of the class 
with the highest probability. 

Table 4 shows the results of our testing models. 
In addition to the BioBERT-Base model, the other 
models achieved promising accuracy. As expected, 
our ensemble strategy has the better performance. 
Our ensemble BioBERT+BiLSTM-Attention 
model achieved a high accuracy score of 0.84, 
ranking it in the top-third of all 42 participating 
teams participated the NLI task in the leaderboard. 
After excluding invalid submissions, including 
those did not report their team information (name, 
affiliation, and so on) and/or submit their working 
notes papers, our best accuracy score of 0.84 
ranked the 11th among all 17 valid submissions. 

The test set (405 instances) is extremely small, 
but the testing period (15 days) is relatively long. 
Human intervention can be used to manipulate the 
results. In addition, the test set is arranged with an 
obvious pattern. One premise always accompanies 
with three hypotheses respectively denoting each 
class (entailment, contradiction and neutral). Base 
on this observation, it’s easy to upgrade the final 
ranking of this task through a post-editing rule. For 
example, if two testing instances in the three-class 
group are predicted as the same class, the former is 
changed as the class entailment. Consequently, in 

the same condition, if the class entailment has been 
determined, then the former is changed as the class 
contradiction. With this post-editing rule, our best 
model can be enhanced to achieve a high accuracy 
score of 0.975. 

4 Conclusions 

This study describes the NCUEE system in the 
ACL-BioNLP’19 shared task, including system 
design, implementation and evaluation. We present 
our first exploration of this research topic in 
medical text inference. Future work will exploit 
other textual features to improve performance.  
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Abstract

This paper includes approaches we have
taken for Natural Language Inference, Ques-
tion Entailment Recognition and Question-
Answering tasks to improve domain-specific
Information Retrieval. Natural Language In-
ference (NLI) is a task that aims to determine if
a given hypothesis is an entailment, contradic-
tion or is neutral to the given premise. Recog-
nizing Question Entailment (RQE) focuses on
identifying entailment between two questions
while the objective of Question-Answering
(QA) is to filter and improve the ranking of au-
tomatically retrieved answers. For addressing
the NLI task, the UMLS Metathesaurus was
used to find the synonyms of medical terms
in given sentences, on which the InferSent
model was trained to predict if the given sen-
tence is an entailment, contradictory or neu-
tral. We also introduce a new Extreme gra-
dient boosting model built on PubMed em-
beddings to perform RQE. Further, a closed-
domain Question Answering technique that
uses Bi-directional LSTMs trained on the
SquAD dataset to determine relevant ranks of
answers for a given question is also discussed.
Experimental validation showed that the pro-
posed models achieved promising results.

1 Introduction

Recent studies have shown that patient-specific
data can be utilized for the development of intel-
ligent Healthcare Information Management Sys-
tems (HIMS), that support a wide range of sup-
porting applications that enhance healthcare deliv-
ery platforms. The application of natural language
processing, sophisticated data modeling, and pre-
dictive algorithms make it a highly interesting area
of research. Patient data is continuously gener-
ated in large volume and variety, given the mul-
tiple modalities, it is available in (e.g., discharge

summaries, physician’s notes, clinical reports, lab
reports etc). With an abundance of such diverse
information sources available in the medical do-
main, sophisticated solutions that can adapt to
the heterogeneity and specific manifold nature of
health-related information are a critical require-
ment for HIMS development.

In clinical text, a commonly occurring prob-
lem would be to understand the correlation and
association between various factors like disease,
symptoms, diagnoses and treatment. Clinical text
is inherently unstructured and written in natural
language, and hence is prone to significant is-
sues in effective interpretability and utilization.
Challenges like paraphrase detection, anaphora
resolution, natural language inference etc must
be effectively dealt with in order to extract use-
ful knowledge that can be used to build intelli-
gent decision support applications. Such support
systems require extensive evidence-based anal-
ysis, and context-sensitive processing, in order
to enable higher-level functionalities like clinical
question-answering. Thus, dealing with such is-
sues is paramount importance.

Natural Language Inference is used to deter-
mine whether a given hypothesis can be inferred
from a given premise (Ben Abacha et al. (2019)).
The three inference relations to be identified be-
tween the statements are Entailment, Neutrality
and Contradiction. If a statement is a true descrip-
tion of the other then it is labelled Entailment. If it
is a false description then it is labelled Contradic-
tion, otherwise, it is considered to be Neutral. The
goal of Recognizing Question Entailment(RQE) is
to retrieve answers to a premise question by re-
trieving inferred or entailed questions, called hy-
pothesis questions that already have associated an-
swers. Therefore, we define the entailment rela-
tion between two questions as: a question A en-
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tails a question B if every answer to B also cor-
rectly answers A (Abacha and Demner-Fushman,
2016). RQE is particularly relevant due to the in-
creasing numbers of similar questions posted on-
line (Luo et al., 2015). For Question Answer-
ing, the input ranks are generated by the med-
ical QA system CHiQA. Extracting certain ele-
ments of a question like the question type and fo-
cus is the main approach in question answering.
If the question happens to contain multiple sub-
questions then an answer will be considered com-
plete only if all sub-questions are answered. The
rest of this paper is organized as follows: Section
2 presents a summarization on relevant existing
research done in the area of interest. We discuss
the Proposed Architecture for NLI, RQE and QA
in Section 3. Section 4 presents the results and
performance of the various models for each task,
followed by error analysis, conclusion and refer-
ences.

2 Related Work

There has been considerable research in the field
of Medical Question Answering Systems. Incor-
porating QA systems with NLI and RQE give a
machine the ability to better understand a query
and fetch precise answers.

Modeling natural language inference is a com-
plicated task but with the introduction of MedNLI
(Romanov and Shivade, 2018; Goldberger et al.,
2000), a new publicly available expert annotated
dataset for NLI it has become possible to train
models in order to achieve state-of-the-art perfor-
mance. Chen et al. (2017) experimented with the
SNLI corpus (Bowman et al., 2015) and MultiNLI
corpus (Williams et al., 2017) to train complex
models, to increase the performance of the neural
network based NLI models with external knowl-
edge. Most previous works on NLI worked on rel-
atively small datasets, Chen et al. (2016) designed
an approach to merge the modeling ability of neu-
ral networks with extra external inference knowl-
edge. The advantage of using external knowledge
is more significant when the training data is of lim-
ited size and is beneficial as more information is
obtained. They obtained good results with this ap-
proach.

Romanov and Shivade (2018) presented a sys-
tematic comparison of various open domain mod-
els for NLI on MedNLI and studied the applicabil-
ity of transfer learning techniques from the open

domain to the clinical domain. They discussed
their experimentation with a feature-based sys-
tem in order to establish a baseline performance
on MedNLI. Models that were explored include
the Bag of Words model, InferSent (Conneau
et al., 2017), ESIM (Enhanced Sequential Infer-
ence Model)(Chen et al., 2016). Other techniques
included those that employed transfer learning,
use of word embeddings and knowledge integra-
tion. In our work, we built on the work of
these authors, by adapting their models and bench-
marking them on different features, various word
embeddings and clinical domain-oriented knowl-
edge base to predict the relationship between the
hypothesis and premise. Abacha and Demner-
Fushman (2016) developed a method where RQE
is applied to find a frequently asked question sim-
ilar to consumer health questions, in order to an-
swer consumer health questions with the answers
given to similar FAQs. Groenendijk and Stokhof
(1984) define an entailment relation between two
questions Q1, Q2 if every proposition giving an
answer to Q1 is also giving an answer to Q2. In
our case, we used a supervised machine learning
approach to determine whether or not a question
Q2 can be inferred from a question Q1 by mod-
eling the medical context’s syntactic and seman-
tic features, including complex relationships like
negation, medical entities like disease, symptom,
diagnoses and treatment etc. Abacha and Demner-
Fushman (2016) used the NLM (National Library
of Medicine) collection of 4,655 clinical questions
asked by family doctors to construct the training
corpus for RQE. For test pairs, two types of test
data were collected - pairs of manually validated
questions from the NLM collections and pairs of
questions including FAQs retrieved online with a
manual search of NIH websites. Four different
statistical learning algorithms, SVM, Logistic Re-
gression, Naive Bayes and J48, were used for RQE
on the feature vector created. They reported the
best results using the SVM classifier in the form
of 75% F-measure values.

Abacha and Demner-Fushman (2019) studied
question entailment in the medical domain and
the effectiveness of the end-to-end RQE-based QA
approach is calculated by evaluating the relevance
of the retrieved answers. They benchmarked ma-
chine learning and deep learning approaches to
RQE using different kinds of datasets, includ-
ing textual inference, question similarity and en-
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tailment in both the open and clinical domains.
The RQE methods (i.e. deep learning model
and logistic regression classifier) are evaluated
using two datasets of sentence pairs (SNLI and
multiNLI), and three datasets of question pairs
(Quora, Clinical-QE, and SemEval-cQA). They
analyzed two methods for RQE: a deep learning
model and Logistic Regression Classifier. Deep
learning models achieve good results on open-
domain and clinical datasets but delivered a lower
performance on consumer health questions. When
trained and tested on the same corpus, the Deep
learning model with GloVe embeddings (Penning-
ton et al. (2014)) gave the best results. Logistic
Regression gave the best Accuracy on the Clinical-
RQE dataset. When tested on our test set (850
medical CHQs-FAQs pairs), Logistic Regression
trained on Clinical-QE gave the best performance.

Question answering (QA) is a crucial task that
requires both natural language processing and do-
main related knowledge. Many Question Answer-
ing systems have been developed around the Ques-
tion Answering dataset from Stanford (SQuAD)
(Rajpurkar et al., 2016). The public leaderboard
on the SQuAD website displays many deep learn-
ing models built for the task. Since the seminal
work by Rajpurkar et al. (2016), many researchers
have proposed different architectures for the task.
The main feature of the dataset is that the answers
are present as a span in the reverence document.
The present state-of-the-art model is an AoA neu-
ral network by Cui et al. (2016), with an F1 score
of 89.281, EM score of 82.482 and also outper-
forms the performance of humans.

3 Proposed Approaches

In this section, a detailed discussion on the various
models designed for addressing the NLI, RQE and
QA tasks, are presented.

3.1 Natural Language Inference

The first model proposed for NLI, a recurrent neu-
ral network (RNN) method is designed. We use
the content of the two sentences to determine the
two new rows sentenceid1 and sentenceid2 re-
spectively which are formed using 300 dimen-
sional glove embeddings. This feature vector cre-
ated has been passed through a RNN with 300
nodes. Once this model was trained, we were able
to get an accuracy of 67.1% with the test dataset.

The second model is the InferSent Model,

Figure 1: The Infersent Architecture adopted for NLI
task

which is a sentence embedding method that pro-
vides semantic representations for English sen-
tences. As shown in Figure 1, the architec-
ture centralizes on the idea that two sentences
(premise input and hypothesis input) will be trans-
formed by sentence encoder (same weights). Af-
ter that, it leverages three matching methods to
recognize relations between premise input and
hypothesis input. The three matching methods
are: concatenation of two vectors, product two
vectors element-wise and absolute difference of
two vectors. Conneau et al. (2017) proposed the
model which is trained using GloVe word embed-
dings(Pennington et al., 2014). In our work, we
used the MedNLI (Romanov and Shivade, 2018;
Goldberger et al., 2000) along with different word
embeddings such as 300D GloVe embeddings,
MIMIC clinic data embeddings (Johnson et al.,
2016), Wikipedia (english) embeddings, the com-
bination of Wikipedia english and MIMIC clinical
data embeddings and even with the combination
of 300D GloVe with BioASQ (Tsatsaronis et al.,
2015) and MIMIC embeddings. All the techniques
were set with number of training epochs as 100
and were trained on GPUs.

We also designed a novel technique to ex-
tract the semantic aspect of the clinical terms, for
which we used the UMLS Metathesaurus (Aron-
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son, 2001). The Metathesaurus is the largest com-
ponent of UMLS that is organized by concept,
or meaning, and links similar names for the term
from over two hundred different vocabularies. The
Metathesaurus is able to identify useful and rel-
evant relationships between the various medical
and non-medical concepts while preserving basic
meaning and relationships from each vocabulary.
We made use of the MetaMap tool for recognizing
UMLS concepts in text. It can map medical texts
to the UMLS Metathesaurus, using which we gen-
erated the synonyms for the terms that are not stop
words and all synonyms have been generated with
the use of UMLS Metathesaurus and NLTK cor-
pus wordnet synsets. With this technique we were
able to generate the highest accuracy yet of 87.7%
on the test dataset given for the MediQA shared
task.

3.2 Question Answering Task

The objective is to filter and improve the rank-
ing of automatically retrieved answers, and the
workflow employed is shown in Figure 2. Each
question consists of several possible answers - rel-
evant or irrelevant and are ranked based on the
medical QA system CHiQA. We propose a system
based on Question Answering model called Deep-
pavlov.ai (Burtsev et al., 2018). The context based
question answering model uses SQuAD dataset to
predict the answer. For every possible question,
there are multiple answers and answer URLs as-
sociated with it. We scrape the content from the
URL links and use that as context to the Deep-
pavlov model. The model takes in a question and
a context to predict the answer. The answer pro-
vided in the AnswerText is a subset of the URL
context. In case an answer does not have a URL
associated with it, we use the AnswerText as the
context.

Next, the model provides a score for every an-
swer. This helps us determine how relevant the
answer is for a question. We pass all the answers
pertaining to a question to the model and obtain a
score. We rank the answers based on the score ob-
tained. We also need to determine if an answer
is relevant or irrelevant. Based on the training
dataset we set the threshold for relevance. If the
answer has a score above the threshold then it is
relevant, otherwise, it is irrelevant. This threshold
is taken as the average of the scores of all answers
belonging to a question. The threshold can be fur-

Figure 2: The proposed Question Answering workflow

ther improved based on the mode and median of
the scores.

3.3 Recognizing Question Entailment

For the next task, the stop words were removed
and word stemming using the Porter algorithm
(Porter, 1980) was performed for all (Q1, Q2)
training pairs, to extract relevant features. We cre-
ate the feature vector using lexical features and
semantic features. The semantic features used
are Negativity and Positivity, and Named enti-
ties count. The lexical features used are Jac-
card similarity, Mover’s distance and Bigram over-
lap (Abacha and Demner-Fushman, 2016). We
used scikit-learn library (Pedregosa et al., 2011)
for all the machine learning models. We also
used NLTK (Natural Language Toolkit) (Loper
and Bird, 2002) to find ngrams, Wordnet (pri,
2010) and StanfordNERTagger. Wordnet is a lexi-
cal database which can be used to find synonyms.
StanfordNERTagger is used to find named entities
in the text.

Four different models were benchmarked for
the RQE task on the test dataset - Support Vec-
tor Machine (SVM), Logistic Regression Clas-
sifier (LRC), AdaBoost Classifier and XGBoost
with PubMed Embeddings.

Support Vector Machine for RQE: We use
word overlap, common bigrams, Jaccard simi-
larity, cosine similarity and Levenshtein distance
as the features(Abacha and Demner-Fushman
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(2016)). We also calculate the Word Mover’s dis-
tance and this is included in the feature vector.
We pass this feature vector through a SVM model.
In order to enhance the performance and alter it
for the medical domain, we use PubMed (Pyysalo
et al. (2013)) 200D embeddings to find the word
vectors.

Logistic Regression Classifier for RQE: - The
same feature vector that was used for the Sup-
port Vector Machine task is being used here. In
addition to that, the feature list also includes the
maximum and average values obtained with these
measures and the question length ratio (length(P
Q)/length(HQ)).The morphosyntactic feature indi-
cating the number of common nouns and verbs
between P Q and HQ is also used (Abacha and
Demner-Fushman (2019)).

K-Nearest Neighbors Classifier for RQE: Us-
ing the same feature vectors that was used in the
Logistic Regression Classifier, we have used the
K-nearest neighbors classifier for RQE. In order
to obtain the value of K resulting with the highest
accuracy, we have ran the algorithm for K rang-
ing from 5 to 70. With the varying values of K,
the accuracy is measured and the highest accuracy
measure was with K=47.

Ada Boost Classifier for RQE: We use a new
approach which uses the Ada Boost Classifier.
Adaptive Boosting uses results from weak learner
algorithms and combines it into a weighted sum
which represents the final output of the boosted
classifier. Using the same feature set as above we
pass the feature vector through the ensemble based
model. AdaBoost produces better results as it is
adaptive. This algorithm works better than the sin-
gle classifiers as it pools the prediction of multiple
classifiers and reduces model bias and variance.

XGBoost with PubMed embeddings for RQE:
We present a new approach for RQE in the medi-
cal domain using XGBoost with PubMed embed-
dings. XGBoost (Chen and Guestrin (2016)) is an
optimized distributed gradient boosting library de-
signed to be highly efficient, flexible and portable.
It implements machine learning algorithms under
the Gradient Boosting framework and is an ensem-
ble model. Ensemble learning offers a systematic
solution to combine the predictive power of mul-
tiple learners. The result is a single model which
gives the aggregated output from several models.

In XGboost, the ensemble trees are constructed
much faster than any other ensemble classifier as
it makes use of distributed computing. The fea-
ture vector created above is passed through the
Extreme Gradient boosting algorithm and a new
feature based on the PubMed 200D embedding is
added to the feature vector for calculating the sim-
ilarity between the two medical questions. This is
one unique feature which can capture relations be-
tween medical terms and thus gives high accuracy.

4 Experimental Results and Discussion

We performed several experiments to benchmark
the relative performance of the various proposed
models for the three different tasks - NLI, RQE
and QA. We analyzed the accuracy obtained us-
ing the standard metrics defined for the three tasks.
The datasets provided from the ACL-BioNLP’19
Shared Task (Ben Abacha et al., 2019) were used
for the experimental studies.

For the NLI task, we used the MedNLI dataset
(Romanov and Shivade, 2018; Goldberger et al.,
2000) built on different word embeddings such
as 300D GloVe embeddings (Pennington et al.
(2014)) , MIMIC clinic data embeddings (John-
son et al. (2016)) , Wikipedia English embeddings,
combination of Wikipedia English and MIMIC
clinical data embeddings and even with the com-
bination of 300D GloVe with BioASQ (Tsatsaro-
nis et al. (2015)) and MIMIC embeddings. All
the techniques were set with number of training
epochs as 100 and were trained on GPUs. The ob-
served performance for the MediQA released test
dataset is tabulated in Table 1.

Table 1: Performance of the InferSent model for NLI
task when different embeddings are used

Embeddings used Accuracy
Wiki English 71.4%
MIMIC 71.7%
GloVe with BioASQ and MIMIC 72.4%
Wiki English with MIMIC 74.4%

The accuracy obtained with different methods
is listed in Table 2. The RNN based model for
NLI was trained for 30 epochs and a validation ac-
curacy of 67.1% was achieved. Further accuracy
can be improved by using a Bidirectional LSTM or
Bidirectional GRU. The InferSent Model for NLI
with MIMIC (Johnson et al., 2016) embeddings
that were trained for 100 epochs gave an accu-
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Table 2: Comparative performance of the proposed ap-
proaches for the NLI, RQE and QA tasks

Methology Used Task Accuracy
RNN NLI 67.1%
Infersent+MIMIC NLI 71.7%
Infersent+MIMIC+Wiki NLI 74.4%
UMLS Metathesaurus NLI 87.7%
SVM RQE 62%
Logistic Regression RQE 64.5%
KNN RQE 62.4%
Naive Bayes RQE 65%
Ada Boosting RQE 66%
XgBoost RQE 66.7%
Closed domain QA QA 53.6%

racy of 71.7% This is because the medical context
of the sentences was taken care of by the MIMIC
word embeddings. The InferSent Model for NLI
with MIMIC and Wikipedia english words em-
beddings gave an accuracy of 74.4% when trained
for 100 epochs. This is because the medical and
grammatical concepts were given special empha-
sis during the modeling phase. The model built on
UMLS Metathesaurus and NLTK wordnet synsets
model achieved an accuracy of 87.7% on the test
data and 93.2% on validation data.

In the case of the RQE task, the SVM model
was trained using a few features like semantic fea-
tures, bigram overlap, word movers distance and
cosine similarity. An accuracy of 62% achieved.
The Logistic Regression model was trained using
several handcrafted features and an accuracy of
64.5% was achieved. The KNN algorithm was
also used for this classification task and an ac-
curacy of 62.4% was obtained with K=47. The
Naive Bayes model was fine-tuned and trained us-
ing the constructed feature vector. This gave an
accuracy of 64%. The Naive Bayes model fea-
ture vector was modified again to include a fea-
ture which will consider the content of both the
questions, which improved the accuracy by 1%.
The AdaBoost classifier was used and this ensem-
ble based method performed better than the naive
methods and gave an accuracy of 66%. The XG-
Boost method performed the best and gave an ac-
curacy of 66.7% on the test set.

As can be seen from Table 2, the closed do-
main question answering model gave an accu-
racy of 53.6% which is much above the baseline
fixed at 51%. This accuracy was achieved because

this method focuses on finding the specific answer
in the given context which is more relevant to a
given question. Based on the scores obtained from
the closed domain model, the answers have been
ranked accordingly. The model achieved an accu-
racy of 53.6%, precision of 55.9% and Mean Re-
ciprocal Rank of 62.93%.

4.1 Discussion

Based on the experimental results, we hereby
present several observations and insights into the
proposed models. In the case of the NLI task,
we performed error analysis for the InferSent
model by varying the embeddings and incorporat-
ing UMLS Metathesaurus and found that the er-
ror ratio also varies. The ratio of the error rate
between neutral, entailment and contradiction was
observed to be 5 : 4 : 3, when the MIMIC word
embeddings (Johnson et al. (2016)) were used.
However, it changed to 2 : 1 : 1 when the UMLS
Metathesaurus with WordNet (pri, 2010) synsets
are used. Thus, it can be concluded that the neu-
tral label was the hardest to predict and differen-
tiating between entailment and neutrality is also
challenging. In our current implementation, if
similar terms are present in the hypothesis and
premise, then the label of entailment is still pre-
dicted, whereas the statements could actually be
neutral. We also noticed that, by using clinical
domain-specific embeddings, the predictions be-
come more accurate.

Table 4 shows the Precision and Recall values
for RQE using XgBoost. XgBoost provides a par-
allel tree boosting which improves the accuracy.
Also, it uses continued training so it can further
boost an already fitted model on new data, thus a
significant improvement in accuracy is observed.

Table 3: Confusion Matrix for NLI

Label True False
Entailment 121 14

Neutral 114 21
Contradiction 128 15

Table 4: Confusion Matrix for RQE

Parameters True False
Precision 0.68 0.66

Recall 0.65 0.69
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5 Concluding Remarks

In this paper, several techniques for the NLI, RQE
and QA tasks were discussed. For addressing the
NLI task, the UMLS Metathesaurus was used to
find the synonyms of medical terms in given sen-
tences, on which the InferSent model was trained
to predict if the given sentence is an entailment,
contradictory and neutral. We also designed a
new Extreme gradient boosting model built on
PubMed embeddings to perform RQE. Further,
a closed-domain Question Answering technique
that uses Bi-directional LSTMs trained on the
SquAD dataset to determine relevant ranks of an-
swers for a given question was also presented.
Among the proposed models, the UMLS Metathe-
saurus and NLTK wordnet synsets model achieved
the highest accuracy of 87.7% on the test dataset
provided by the MediQA Challenge (Ben Abacha
et al., 2019). For RQE, the highest accuracy of
66.7% was achieved using the XGBoost method.
For the QA task, we achieved an accuracy of
53.6%, precision of 55.9% and Mean Reciprocal
Rank of 62.93%.

As future work, we intend to extend the tex-
tual inference model for the clinical domain to de-
velop decision support applications so that treat-
ment methods can be simplified by grouping sim-
ilar diseases and problems together. This can be
achieved by using RQE which can aid in analyz-
ing if two different health conditions are similar
enough to have the same treatment. The model can
also be trained on MedQuAD dataset (Abacha and
Demner-Fushman (2019)) to improve the accuracy
so that the model can perform more accurately in
real-world hospital scenarios.

References
Princeton university ”about wordnet.” wordnet. prince-

ton university. [online]. 2010.

Asma Ben Abacha and Dina Demner-Fushman. 2016.
Recognizing question entailment for medical ques-
tion answering. In AMIA Annual Symposium Pro-
ceedings, volume 2016, page 310. American Medi-
cal Informatics Association.

Asma Ben Abacha and Dina Demner-Fushman. 2019.
A question-entailment approach to question answer-
ing. arXiv preprint arXiv:1901.08079.

Alan R Aronson. 2001. Effective mapping of biomed-
ical text to the umls metathesaurus: the metamap
program. In Proceedings of the AMIA Symposium,
page 17. American Medical Informatics Associa-
tion.

Asma Ben Abacha, Chaitanya Shivade, and Dina
Demner-Fushman. 2019. Overview of the mediqa
2019 shared task on textual inference, question en-
tailment and question answering. In Proceedings of
the BioNLP 2019 workshop, Florence, Italy, August
1, 2019. Association for Computational Linguistics.

Samuel R Bowman, Gabor Angeli, Christopher Potts,
and Christopher D Manning. 2015. A large anno-
tated corpus for learning natural language inference.
arXiv preprint arXiv:1508.05326.

Mikhail Burtsev, Alexander Seliverstov, Rafael
Airapetyan, Mikhail Arkhipov, Dilyara Baymurz-
ina, Nickolay Bushkov, Olga Gureenkova, Taras
Khakhulin, Yuri Kuratov, Denis Kuznetsov, et al.
2018. Deeppavlov: Open-source library for dia-
logue systems. In Proceedings of ACL 2018, System
Demonstrations, pages 122–127.

Qian Chen, Xiaodan Zhu, Zhen-Hua Ling, Diana
Inkpen, and Si Wei. 2017. Neural natural language
inference models enhanced with external knowl-
edge. arXiv preprint arXiv:1711.04289.

Qian Chen, Xiaodan Zhu, Zhenhua Ling, Si Wei,
Hui Jiang, and Diana Inkpen. 2016. Enhanced
lstm for natural language inference. arXiv preprint
arXiv:1609.06038.

Tianqi Chen and Carlos Guestrin. 2016. Xg-
boost: A scalable tree boosting system. CoRR,
abs/1603.02754.

Alexis Conneau, Douwe Kiela, Holger Schwenk, Loic
Barrault, and Antoine Bordes. 2017. Supervised
learning of universal sentence representations from
natural language inference data. arXiv preprint
arXiv:1705.02364.

Yiming Cui, Zhipeng Chen, Si Wei, Shijin Wang,
Ting Liu, and Guoping Hu. 2016. Attention-over-
attention neural networks for reading comprehen-
sion. arXiv preprint arXiv:1607.04423.

Ary L Goldberger, Luis AN Amaral, Leon Glass, Jef-
frey M Hausdorff, Plamen Ch Ivanov, Roger G
Mark, Joseph E Mietus, George B Moody, Chung-
Kang Peng, and H Eugene Stanley. 2000. Phys-
iobank, physiotoolkit, and physionet: components
of a new research resource for complex physiologic
signals. Circulation, 101(23):e215–e220.

Jeroen Antonius Gerardus Groenendijk and Martin Jo-
han Bastiaan Stokhof. 1984. Studies on the Seman-
tics of Questions and the Pragmatics of Answers.
Ph.D. thesis, Univ. Amsterdam.

Alistair EW Johnson, Tom J Pollard, Lu Shen,
H Lehman Li-wei, Mengling Feng, Moham-
mad Ghassemi, Benjamin Moody, Peter Szolovits,
Leo Anthony Celi, and Roger G Mark. 2016.
Mimic-iii, a freely accessible critical care database.
Scientific data, 3:160035.

539



Edward Loper and Steven Bird. 2002. Nltk: The nat-
ural language toolkit. In In Proceedings of the ACL
Workshop on Effective Tools and Methodologies for
Teaching Natural Language Processing and Compu-
tational Linguistics. Philadelphia: Association for
Computational Linguistics.

Jake Luo, Guo-Qiang Zhang, Susan Wentz, Licong
Cui, and Rong Xu. 2015. Simq: Real-time retrieval
of similar consumer health questions. J Med Inter-
net Res.
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