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Abstract

The paper presents the large dataset IfGPT,
which contains available corpora and datasets
for Bulgarian, and describes methods to con-
tinuously expand it with unduplicated and un-
biased Bulgarian data. The samples in the
dataset are annotated with metadata that enable
effective extraction of domain- and application-
oriented datasets for fine-tuning or Retrieval
Augmented Generation (RAG) of large lan-
guage models (LLMs). The paper focuses on
the description of the extended metadata of the
IfGPT dataset and its management in a graph
database.

1 Introduction

The large-scale transformer-based models
(Vaswani et al., 2017) have significantly changed
the state of the art in language processing.
There are two basic steps in the development of
LLMs, both of which have to do with datasets:
Pre-training on large text data and subsequent
fine-tuning for a specific task with suitable data.

Developing datasets for LLMs is a major chal-
lenge for languages with limited resources. These
include:

Data scarcity There are few sources for compil-
ing large datasets for pre-training and fine-tuning
LLMs for languages such as Bulgarian, whose rel-
atively low production of authentic digital texts is
predetermined by the relatively small number of its
speakers. !

Copyright restrictions It is even more difficult
to find datasets that do not raise copyright issues
and are available for both non-commercial and com-

mercial use.?

'https://datareportal.com/reports/
digital-2025-bulgaria

The Bulgarian Intellectual Property Rights Act of 2023
liberalises the use of texts that are accessible digitally or in

digital form for automatic analysis, but some proprietary col-
lections that are protected by copyright and are not accessible.
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Quality of the data Freely accessible data is
often noisy and inhomogeneous and can therefore
cause problems or lead to distortions. Procedures
for data cleansing and selecting only high-quality
texts further limit the scope of the data.

In this paper, we present the large dataset
IfGPT,? which contains some already available
corpora and datasets for Bulgarian, as well as
methods for its continuous expansion with non-
duplicated, clean Bulgarian data. The samples in
the dataset are annotated with metadata that enable
effective extraction of domain- and application-
oriented datasets. The paper focuses on the descrip-
tion of the extended metadata of the IfGPT dataset
and its management in a graph-based database.

The aim is to avoid the redundant compilation of
datasets by different users and the multiple efforts
for cleaning the data and to facilitate the reuse of
the data for solving different application tasks. The
main contribution of our work can be summarised
as follows:

(a) Merging several relatively large text collec-
tions for Bulgarian into one dataset with standard-
ised metadata description and document formats.

(b) Adding new texts to the dataset in a standard-
ised way.

(c) Deploying and customising a set of tools in
a chain for text cleaning, deduplication, detection
of sensitive and biassed information to ensure the
quality of the data.

(d) Providing a uniform metadata description for
all documents in the datasets and organising the
metadata categories in a graph representation, orig-
inally proposed for the Bulgarian National Corpus
(Koeva et al., 2012) and extended to the present
IfGPT dataset.

(e) Providing means to efficiently query meta-
data to find suitable text documents for a given

Shttps://ifgpt.dcl.bas.bg/en/
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LLM fine-tuning or Retrieval Augmented Genera-
tion (RAG) task.

2 Large text datasets

Recent advances in the development of LLMs
have demonstrated the effectiveness of their pre-
training on large text datasets. Despite the fact that
some technologies enable shorter parts of training
datasets for specific domains and/or languages, the
growing demand for language modelling data for
most languages, including Bulgarian, remains a
challenge. Here we will briefly present some of the
widely used and recently created large text datasets
used for pre-training.

CommonCrawl creates and maintains an open
web crawl dataset. Since 2008, CommonCrawl
has collected petabytes of data, including raw web
page data, metadata, and text extractions. Com-
monCrawl is typically used to retrieve subsets of
websites during a specific time period. Due to
the noisy and low-quality information in web data
(Luccioni and Viviano, 2021), it is necessary to
clean and filter the data before using it. There
are a number of filtered datasets based on Com-
monCrawl including Bulgarian. OSCAR (Open
Super-large Crawled Aggregated coRpus) is a large
multilingual corpus created by language classifi-
cation and filtering of the CommonCrawl dataset
(Abadji et al., 2022). It covers 152 languages and
offers both original and deduplicated versions of
the data. Similarly, the C4 (Raffel et al., 2020) and
mC4 (Xue et al., 2020) datasets were derived from
Common Crawl. These corpora were created using
heuristic methods to filter out non-linguistic con-
tent (such as boilerplate or noise) and underwent
extensive deduplication. While C4 was developed
for English only, mC4 covers over 100 languages.
Another related resource is CC100 (Conneau et al.,
2020), which provides monolingual data for more
than 100 languages. It was created by processing
CommonCrawl snapshots collected between Jan-
uary and December 2018.

Many of the large datasets do not contain Bul-
garian, e.g. Pile, an 825 GB English text corpus
developed for large-scale language model training
(Gao et al., 2020); MassiveText, a collection of
large English language text datasets from various
sources, including websites, books, news articles
and code (Rae et al., 2022), etc.

There are several studies that present available
datasets and categorise them under different as-
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pects: (1) Pre-training Corpora; (2) Instruction
Fine-tuning Datasets; (3) Preference Datasets; (4)
Evaluation Datasets; (5) Traditional Natural Lan-
guage Processing Corpora (Liu et al., 2024; Lu
et al., 2024). The IfGPT dataset presented here
can be used as (part of) a pre-training dataset, a
fine-tuning dataset (with some modifications), an
evaluation dataset (with some modifications), and
a traditional natural language processing dataset.
However, our motivation for its compilation, man-
agement and extension is the fine-tuning of LLMs
or RAG applications.

3 Data sources for IfGPT dataset

When collecting and pre-processing data for fine-
tuning LLMs, the aim is to collect as much diverse
Bulgarian language data as possible that is human-
generated, of high quality, does not contain sen-
sitive, false or ethically unacceptable information,
is not repetitive and is accompanied by accurate
information about its source and the licence for its
use.

The components of the IFGPT dataset can be
categorised into three main groups depending on
the type of text, its composition and its possible
uses: 1) collections of texts (corpora) that have al-
ready been created and processed and are available
to us, 2) other existing datasets of Bulgarian texts
that need to be reviewed, downloaded and, if neces-
sary, the format of the texts and metadata converted
to the format and metadata of the IfFGPT dataset,
3) compilation of new datasets through targeted
crawling and processing of the identified texts for
filtering, cleaning, deduplicating and adding meta-
data.

3.1 Brief description of existing text
collections (corpora)

The existing text collections include corpora cre-
ated for linguistic and corpus-related studies and
corpora created for various NLP projects, e.g. for
training machine translation systems. The Bulgar-
ian National Corpus (BulNC) contains a wide
range of texts of different sizes, different media
types (written and spoken), different styles, differ-
ent time periods (synchronous and diachronic) and
different licences. Each text in the collection is la-
belled with metadata (Koeva et al., 2012). BulNC
was originally compiled from the Bulgarian Lexico-
graphical Archive and the Text Archive for Written
Bulgarian, which make up 55.95% of the corpus.



Later, the EMEA corpus (medical administrative
texts) and the OpenSubtitles corpus (film subtitles)
were added, accounting for 1.27% and 8.61% of
BulNC respectively. The remaining texts were au-
tomatically crawled and include a large number
of administrative texts, news from monolingual
and multilingual sources, scientific texts and pop-
ular science texts. The BulNC currently contains
around 420,000,000 words and more than 10,000
text samples. Each text sample is provided with
a detailed metadata description in a separate file,
which makes it possible to extract subcorpora from
specific domains and, if permitted, to distribute
them with original licences. The texts are stored
both in a word-per-line format (or ‘vertical’ format,
in which each line contains a token, its lemma, the
part of speech and grammatical features) and in a
raw text format.

The dataset General News in Bulgarian con-
tains news from different thematic domains. The
news items and their metadata were collected auto-
matically from various (mainly Bulgarian) Internet
sources: 11,840 web domains and 2,116,739 web
pages. The total number of words in the collected
general news in Bulgarian language amounts to
601,330,975 words, spread over 33,375,366 sen-
tences and about 28,000 texts. A crawling platform
was used for the identification and collection of
monolingual data from web pages, the removal of
near-duplicates at the document level, and text nor-
malisation and cleaning (Koeva et al., 2020). The
extracted texts were structured into JSON files con-
taining extracted metadata and an automatic cate-
gorisation of the content into 185 thematic domains
(ordered by probability). The main domains with
the largest number of documents are: Economics;
Sociology; Politics; Law; Business; Commerce;
Education; Administration; School; Leisure; and
History. The links to the original sources and the
distribution licences (if indicated in the sources)
are part of the metadata.

The corpus Bulgarian CURLICAT (Curated
Multilingual Language Resources for CEF.AT)
consists of texts from various sources (Varadi et al.,
2022). The collection comprises 113,087 docu-
ments divided into seven thematic domains: Cul-
ture, Education, European Union, Finance, Politics,
Economy and Science. All documents are licenced
under CC-BY, CC-BY-SA and CC-BY-NC. The
texts are linguistically annotated and are available

67

in CoNLL-U Plus format.*

The corpus Bulgarian MARCELL (Multilin-
gual resources for CEF.AT in the legal domain)
consists of legislative documents divided into fif-
teen types (Varadi et al., 2020). The time span
of the documents ranges from 1946 to 2023 and
the texts were extracted from the Bulgarian State
Gazette, the official gazette of the Bulgarian gov-
ernment, in which documents from official insti-
tutions such as the government, the Bulgarian Na-
tional Assembly, the Constitutional Court, etc. are
published. The Bulgarian corpus consists of 25,283
documents categorised into eleven types: Admin-
istrative Court; Agreements; Amendments, legal
acts; Conventions; Decrees; Decrees of the Council
of Ministers; Directives; Instructions; Laws (legal
acts); Memoranda; Resolutions. The documents
were annotated in CoNLL-U Plus format. The
dataset comprises around 45,000,000 tokens and
3,281,000 sentences.

Our work on the datasets already available to us
is currently focused on three directions: Identifying
texts that are suitable for distribution (with appro-
priate licences and not duplicated in other selected
parts); standardising the format of the texts pro-
vided in addition to the original formats, raw text
format and JSONL format;> and, where necessary,
harmonising metadata (categories and values).

3.2 Use of other available datasets

In recent years, many large datasets have been cre-
ated and gradually expanded with new data, with a
focus on open datasets without usage restrictions.
These include CommonCrawl:® and its cleaned
derivatives such as C4’ and CC-100:;® OPUS Cor-
pora;” etc.

Datasets are also distributed via well-known
language repositories such as ELG, CLARIN,
GitHub, HuggingFace, etc. For example, at the
time of writing, HuggingFace has 258 text datasets
containing Bulgarian; the ELG catalogue has 388
corpora containing Bulgarian; etc.

The main problems with these are that: (a) Bul-
garian and other low-resource languages are rarely
included; (b) if they are, they are only a small part

‘https://universaldependencies.orqg/
ext—-format.html
Shttps://jsonlines.org/
®https://commoncrawl.org
"https://github.com/google-research/
text-to-text-transfer-transformer#c4d
$https://data.statmt.org/cc-100/
‘https://opus.nlpl.eu/
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of the data; (c) they may already be included in
the datasets available to us; (d) they may not fulfil
the quality requirements both in terms of overall
data quality and suitability for training; (e) their
availability on the web often means that they have
already been included in the LLMs.

The aim here is to avoid overlaps with texts
that have already been collected and to carry out a
massive textual clean-up in order to filter out mal-
formed texts and irrelevant data. The next step is
to assign as many metadata as possible and convert
the documents into the standardised format.

3.3 Compilation of new datasets through
targeted crawling

A regularly updated source for the provision of new
text data has been identified:

(a) Repositories for scientific papers, disserta-
tions and other research publications such as: Bul-
garian Portal for Open Science, a platform pro-
viding free access to full texts of articles published
in Bulgarian scientific journals, selected scientific
books together with extensive bibliographic meta-
data, etc.; scientific and popular science journals
and blogs; websites of universities and research in-
stitutions publishing scientific papers, dissertations,
etc. from various domains.

(b) Public administrative data provided by the
Bulgarian National Assembly (parliamentary min-
utes and the Government Gazette), ministries, agen-
cies and municipalities.

(c) Data from websites and technical documen-
tation of companies from various domains and
with appropriate licences.

(d) Websites of media: newspapers, television
and radio stations that publish news from various
domains and have appropriate licences.

Sources that have already been used for the col-
lection of resources (see 3.1) can be monitored and
crawled to update the datasets. When adding new
text samples, the same format of the text, metadata
and annotations is used to ensure compatibility with
the procedures for validation, data enrichment and
extraction of subsets of the data. In addition, the
metadata provides a reliable means of filtering data
(by source, year, domain, etc.) for more efficient
deduplication (see 3.4.1).

To this end, we need reliable means to assess
data diversity and techniques to improve it. Particu-
lar attention should be paid to less frequent linguis-
tic phenomena, which firstly are not well captured
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in smaller datasets and secondly are crucial for
ensuring and maintaining linguistic diversity.

One of the biggest challenges is to find and use
data with suitable licences that allow sharing of the
data (as part of the dataset). Many existing datasets
disregard the restrictions on sharing and consider it
sufficient to provide appropriate references to the
source and authorship of the text samples.

3.4 Procedures for improving the quality of
the dataset

Any application that needs to reliably represent a
domain requires diverse, balanced and unbiased
data. The following techniques are important to
provide high quality data.

3.4.1 Removing duplicates

Deduplication has been shown to improve the qual-
ity of data and the performance of LLMs, in partic-
ular by removing overlap between training and test
data, allowing for more reliable evaluation (Lee
et al., 2022).

The first pre-filtering step relies on metadata and
involves matching texts by source, year, domain,
title, author, etc. to quickly identify and remove
identical text samples which come from different
dataset sources. This significantly improves the
efficiency of further deduplication.

The main deduplication method we implement
is based on the MinHash and Locality Sensitive
Hashing (LSH) algorithm, which is widely used
for this purpose (Leskovec et al., 2020; Lee et al.,
2022; Albalak et al., 2024) and which provides an
efficient way to identify even near-duplicates. The
algorithm estimates the n-gram similarity between
all pairs of text samples and identifies those with
high n-gram overlap.

The deduplication procedures are implemented
in a pipeline to facilitate ongoing deduplication as
the dataset is regularly updated with new texts.

3.4.2 Handling formatting, boilerplate, web
navigation elements from texts

For the extraction of raw text from HTML docu-
ments, we used CSS selectors to mark the elements
we wanted to extract. In addition, various tech-
niques are used for raw text extraction (Koeva et al.,
2020): automatic correction of hyphenated words
based on vocabulary, regular expressions to filter
out metadata, sentence tokenisation and language
detection to filter out non-Bulgarian sentences, etc.
Since there are also PDF documents, we used a



PDF to text converter to extract text data. Addi-
tional scripts were written to remove headers and
footers from the PDF documents. The extracted
paragraphs were merged based on a heuristic anal-
ysis of capitalisation and lexical content when a
sentence crossed a paragraph boundary. Scanned
and OCR-recognised PDF files were not processed
due to their lower quality, and text and paragraphs
written in languages other than Bulgarian (mostly
English) were removed.

3.4.3 Identification of sensitive personal data,
biases, etc.

A pressing ethical issue that is essential in the de-
velopment of large datasets with diverse sources
is the identification and removal (e.g. masking) of
personally identifiable information (Kober et al.,
2023). However, the identification and removal
of personally identifiable information is a difficult
task due to the different types and forms as well as
the inconsistent definitions, especially in various
data protection laws (Song et al., 2025). A number
of methods have been developed, including those
based on machine learning techniques (Kulkarni
and Cauvery, 2021; Shahriar et al., 2024), Trans-
formers (Johnson et al., 2020; Shahriar et al., 2024)
and rule-based identification (Jaikumar et al., 2023)
as well as masking or tokenisation to remove per-
sonally identifiable information. In our approach,
we experimented with the MAPA anonymisation
package for Bulgarian' and with some naive rule-
based methods to detect sentences of the document
with potentially sensitive information and mark
their number per document in the metadata.

The increasing development of LLMs has led to
consideration of the biases inherent in them, result-
ing in the development of a range of techniques to
measure and eliminate bias, particularly in relation
to social issues. The main groups of techniques
that address bias include: (a) the introduction of
metrics to assess and identify bias in datasets; (b)
techniques to reduce bias in the pre-processing,
training and post-processing stages. Gallegos et al.
(2024) summarises a wide range of current research
focused on better understanding and preventing the
propagation of bias in LLMs. Our goal is to score
the documents in our dataset according to the per-
centage of potentially biased or abusive sentences
and include this information in the metadata for
further use, text filtering, etc. In this way, we can

Yhttps://mapa-project.eu/
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make a selection of documents for fine-tuning with-
out sensitive and biased content, but we can also
use the data for further research on bias. Currently,
the classification of potentially biased sentences is
being developed.

3.5 Current structure of the IfGPT dataset

The current structure of the IfFGPT dataset in terms
of the source datasets of the text samples, the do-
main distribution and the size is shown in Table
1. The newly compiled dataset has a standardised
representation of the metadata and text formats and
was subjected to the data quality improvement pro-
cedures (see 3.4). The process of expanding IfGPT
dataset with clean data is ongoing.

Source # texts #tokens  Licence
MARCELL 25K 45M PD
CURLICAT 113K 35M CC
BulNC Admin 17K T9M PD
BulNC Wikipedia 89K 41M CC/GNU
BulNC Subtitles 146K 27M OPUS

Table 1: Current structure of IfGPT (August 2025). Li-
cences: PD — public domain, CC — Creative Commons
(various), GNU — GNU Free Documentation License,
other open or restrictive licenses.

The metadata description of the texts within the
IfGPT dataset is available to search and extract
subsets.!!

4 File format

Some of the documents in the IfGPT dataset are
already available in vertical format, in CoNLL-U
Plus format or in JSON format. The metadata is
included in both the CoNLL-U Plus and JSON
format, while in the vertical format the metadata
is available in separate associated files. All doc-
uments are also saved in raw text format before
being annotated and converted to either CoNLL-U
Plus or JSON format.

The metadata descriptions are in the form of
attribute-value pairs. For some categories, the val-
ues are predefined, e.g. for the media type, for
others, e.g. the title of the document, any value is
permitted.

The IfGPT dataset is provided in JSONL format
for the LLLM tasks, but the other available format
versions can be requested if required.

"https://ifgpt.dcl.bas.bg/
ifgpt-dataset/
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5 Metadata categories

Metadata is essential to ensure efficient and effec-
tive selection of datasets for fine-tuning and RAG
for specific domains and applications. Fine-tuning
of LLMs is performed as a language-dependent
task, focusing on a specific language, in our case
Bulgarian, and further reducing the scope to a spe-
cific domain, task, etc. This requires the selection
of a dataset with relevant data to ensure successful
fine-tuning. On the other hand, metadata can be
used not only for the selection of datasets suitable
for RAG, but also for more effective methods of
filtering information in RAG based on metadata
(Bruni et al., 2025). Even though we emphasise the
importance of metadata, we must point out that the
empirical evaluation of the efficiency of metadata
descriptions is beyond the scope of this study.

All four text collections (described in 3.1) have
been supplied with metadata. The metadata of the
Bulgarian National Corpus is aimed at searching
and retrieving information for the needs of corpus
and language research in general and therefore has
a complex graph-based structure of related cate-
gories (Koeva et al., 2016). The metadata for the
resource General News in Bulgarian is simply a cat-
egorisation into up to six most likely thematic do-
mains (sports, politics, history, etc.). The metadata
for the other two multilingual resources that also
contain Bulgarian (MARCELL and CURLICAT)
are synchronised between the different languages
to form a single subset of categories. All four re-
sources have overlapping metadata, and based on
our task we have defined a set of metadata that
is mandatory for each document (regardless of
whether there are categories with a null value) and
metadata that is optional. Optional metadata is
metadata that is already assigned to the document
but is not part of the mandatory metadata.

The following mandatory metadata is defined for
the documents:

Identifier — unique identifier of the document in
all collections, created with the language code bg
as a prefix;

Licence — the conditions for use, i.e. CC BY-SA
4.0 licence;

PublicationDate — the date of original publica-
tion of the document (if available) in ISO 8601
format;

DocumentTitle — human-readable title (name)
of the document;

Source — the name of the organisation that pub-
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lished the source document, i.e. journal, publisher,
blog, website, etc.;

Medium — whether the document is text, audio,
image or video;

Url - the original individual address where the
document was retrieved from, if applicable;

Domain - classification of a specific thematic
domain selected from a predefined list of 24 do-
mains; up to six domains can be listed;

Keywords — extracted terms that specify the
document; up to six keywords can be listed;

NumberWords — the total number of words in
the document;

NumberSentences — the total number of sen-
tences in the document;

NumberTokens — the total number of tokens in
the document;

PersonallyldentifiableInformation — the per-
centage of tokens in the total number of tokens in
the document;

BiasedInformation — the percentage of tokens
in the total number of tokens in the document.

The following metadata is optional for the docu-
ments:

Author — name(s) of the person(s) who created
the text in the source document;

Style — the literary style of the text in the doc-
ument, selected from a predefined list: Fantasy,
Administrative, Legal, Journalism, etc.;

Type — specifies the type of the source document
(e.g. book, chapter, essay, newspaper article, blog
post, etc.);

Subdomain — a further classification of docu-
ments into narrower categories, e.g. scientific do-
mains for the field of science or cultural domains
for the field of culture; a subdomain is linked to a
specific domain;

TranslatedDocument — whether the document
was originally created in Bulgarian or whether it
has been translated;

CollectionDate — the date of collection of the
document in ISO 8601 format;

LicenseLink — the link to the licence on the
source’s website, if available;

NumberParagraph — the total number of para-
graphs in the document;

TaskCategories - the applications (selected
from a predefined list) for which the template
was developed or is suitable, e.g. for question-
answering.



Some of the metadata values are extracted auto-
matically. The main techniques for automatically
extracting metadata are: (a) metatextual techniques,
which consist of extracting information from the
HTML markup of the original files; and (b) tex-
tual techniques, which consist of text analysis and
heuristics using a set of language resources. The
following metadata values are automatically ex-
tracted from the HTML sources: Author, Docu-
mentTitle, PublicationDate. The classification in-
formation includes the thematic domain of the texts,
their genre and type as well as the results of the text
analysis. In some cases, the source may contain
classification labels according to an assumed do-
main and/or genre classification of the source, e.g.
texts on a news website may be divided into edito-
rials and articles of different domains — business,
sports, etc.

Some metadata values are generated automati-
cally. These are statistical information resulting
from the processing of the text that includes the
number of words, tokens, sentences, etc. Admin-
istrative metadata such as the document identifier,
language code and source are also generated.

In order to improve the quality and quantity of
the metadata used to describe each text entry, sev-
eral procedures are defined. These procedures aim
to identify contextually relevant descriptors to fill
in missing values in the metadata. The reasons for
incomplete data are manifold: in some cases, the
data is not collected (by the users/authors), the web-
site where the text is stored does not store certain
types of data, it may be difficult or impossible to
extract it from the online source, or it may be the
result of data integration errors.

The task can be performed as a multi-class clas-
sification using heuristics, statistical methods or
machine learning. It has been pointed out that
traditional statistical methods for data imputation
often do not provide an accurate and comprehen-
sive description as they do not analyse the semantic
context and relationships within the data (Jin et al.,
2025). Mei et al. (2021) propose the use of a pre-
trained language model to assign metadata based
on semantic features of the text and its descrip-
tion. Alyafeai et al. (2025) uses LLMs to automat-
ically extract metadata from scientific articles by
analysing context length and few-shot learning.

So far, we use more traditional methods for ex-
tracting metadata — statistical and rule-based, de-
pending on the source of the document, the original
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format of the document (PDF, HTML, etc.) and
the structure of the document itself. As we want
to harmonise the metadata of existing datasets and
new incoming texts, extending and standardising
the metadata of available documents may require
re-crawling the sources and repeating the text ex-
traction process. We will upgrade the methods and
tolls we use (Koeva et al., 2020) with the functional-
ities of applications like Trafilatura (Alyafeai et al.,
2025), Maker,'? etc.

6 Metadata management

Graph databases are designed to efficiently pro-
cess large amounts of interconnected data. They
can be scaled horizontally by adding more nodes
to the database, while maintaining performance
even for complex queries. The most commonly
used graph databases are Neo4J, Microsoft Azure
Cosmos DB, ArangoDB, TigerGraph and Amazon
Neptune. Neo4J'? is one of the most popular graph
databases due to its high performance, support for
the Cypher query language (Francis et al., 2018)
and strong community support.

To effectively utilise the properties of a graph
database when storing metadata, a schema is de-
signed that captures the most important entities
and their connections. The nodes of the metadata
schema are defined as follows:

Document nodes with the properties: Identifier,
Title, Source, Domain, Author, Licence, ctc.;

Domain nodes with the properties Name and
Parent_category;

Author nodes with the properties Name and
optional details such as Biography;

Source nodes with the properties Name and
Url;
Licence nodes with a single property Type.

The graph edges, which represent the relations
between the nodes, are defined as follows:

Document-Domain of type BELONGS_TO;
Domain-Domain of type SUBCATEGORY _OF;
Document-License of type LICENSED_WITH;
Document-Author of type WRITTEN_BY;
Document-Source of type PUBLISHED_IN.

Phttps://github.com/datalab-to/marker
Bhttps://neod.com/
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CREATE (d:Document {id: "bg-bnc-2011@48848215", title: "OTo
Bapbypr", author: "ChuispastonBot", source:
"bg.wikipedia.org", publication_date: "2011-04-88", domain:
"SCIEMCE", subdomain: "BIOLOGY", Llicense: "CC-BY-SA"})
CREATE (cl:Domain {name: "SCIENCE"})

CREATE (c2:Domain {name: "BIOLOGY"}}

CREATE (a:Author {name: "ChuispastonBot"})

CREATE (s:Source {name: "bg.wikipedia.org", url:
"http://bg.wikipedia.org/"})

CREATE (l:License {type: "CC-BY-SA"})

// Create relationships
MATCH (d:Document {id:
{name: "BIOLOGY™})
CREATE (d)-[:BELONGS_TO]->(c2)

"bg-bnc-28118468848215"}), {(c2:Domain

MATCH (c2:Category {name:
"SCIEMCE"})
CREATE (c2)-[:SUBCATEGORY_OF]->(cl)

"BIOLOGY"}), (cl:Domain {name:

MATCH (d:Document {id: "bg-bnc-2011046848215"}), {(a:Author
{name: "ChuispastenBot"})

CREATE (d)-[:WRITTEN_BY]->(a)

MATCH (d:Document {id: "bg-bnc-2011248848215"}), {s:Source

{name: "bg.wikipedia.org"
CREATE (d)-[:PUBLISHED_IN]->(s}

MATCH (d:Document {id:

{type: "CC-BY-SA"})

"bg-bnc-28110460848215"}), (l:License

CREATE (d)-[:LICENSED_UNDER]->(1)

Example 1: Processing a document with Cypher QL

Integrating the datasets into a vector database
such as ChromaDB'# can improve the efficiency of
storing and querying vector representations of text
data, which is critical for RAG technology. The
conversion of text data into vector representations
can be done using embeddings generated by spe-
cialised models such as BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019) or other transformer-
based architectures. The purpose of these vectors
is to capture semantic information about the text
and use it for similarity searches.

To integrate ChromaDB into a graph database,
the unique identifier is stored for each document
or vector representation, depending on the granu-
larity required for a particular task. An example
workflow for processing Bulgarian texts with Chro-
maDB is presented below:

— Vectorise the text using a selected embedding
model. Save these vectors in ChromaDB with
unique IDs.

— Store metadata in the Neo4J graph database by
creating nodes for sentences or documents and stor-
ing metadata such as Author, Source and Domain.
— Also save the vector ID from ChromaDB as a
property of the node.

— Query similar documents using ChromaDB to
find the closest vectors to a given query vector and
retrieve the IDs of these vectors. Use this to query
the graph database for the corresponding metadata.

“https://www.trychroma.com/
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7 Conclusion

The most important results reported in this paper in-
clude the compilation of the IfGPT dataset for Bul-
garian and the development of a metadata schema
with graph-structured categories that enables effi-
cient searching in the metadata. We also provide
an online search interface in the metadata that en-
ables the identification of smaller datasets tailored
to specific domains and applications.

The metadata description of the IfGPT dataset
contains a large number of categories that describe
the text samples on different levels. Some of the
most important metadata categories for the compi-
lation of domain- and application-specific datasets
are the following:

Domain information: A set of characteristics
used to comprehensively describe the domain of
the text was produced, including style, domain,
subdomain. The source can also provide informa-
tion about the domain, e.g. scientific journals in
different domains or subsections of a news source.

Keywords: A schematic description of the con-
tent of the text sample can be created automatically
based on the title, abstract (if available) or full text.

Sensitive personal data and biases: The parts
containing sensitive personal data and biases are
not removed or replaced by neutral data, but the
percentage of such content in a document is calcu-
lated and can thus vary the strictness of the criteria
for exclusion from certain datasets.

Using a graph database to store metadata of-
fers several advantages over traditional relational
databases or file-based systems. One of the main
advantages is the ability to effectively model com-
plex relationships between linguistic entities.

To summarise, a suitable dataset such as IfGPT
— as large as possible, equipped with rich metadata
for efficient search and retrieval of suitable docu-
ments, clearly defined tasks and thematic domains,
and adequately managed with a graph database
integrated with a database of embeddings — will
enable fast and efficient fine-tuning of LLMs and
Retrieval Augmented Generation.
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Limitations

The main practical constraints involve the lack of
extensive and diverse sources for collecting texts
from specialised domains in Bulgarian. Addition-
ally, specialised texts are often distributed in PDF
format, which presents challenges for maintaining
high text quality in the data.

For metadata, automatic collection may be in-
adequate, as online sources often provide limited
information about the text. Conversely, manual
metadata description is inefficient in terms of hu-
man effort and time. As high-quality metadata is
important for correct dataset selection, some evalu-
ation metrics for automatically assigned metadata,
ensuring its completeness and consistency, need to
be developed.
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