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Abstract

Neural Machine Translation (NMT) has
achieved significant progress especially for lan-
guages with large amounts of data (referred to
as high resource languages). However, most
of the world languages lack sufficient data and
are thus considered as low resource or endan-
gered. Previous research explored various tech-
niques for improving NMT performance on
low resource languages, with no guarantees
that they will perform similarly on other lan-
guages. In this work, we explore various low
resource NMT techniques for improving perfor-
mance on Moroccan Arabic (Darija), a dialect
of Arabic that is considered a low resource lan-
guage. We experiment with three techniques
that are prominent in low resource Natural
Language Processing (NLP), namely: back-
translation, paraphrasing and transfer learning.
Our results indicate that transfer learning, es-
pecially in combination with back-translation
is effective at improving translation perfor-
mance on Moroccan Arabic, achieving a BLEU
score of 26.79 on Darija→English and 9.98 on
English→Darija. 1

1 Introduction

Neural Machine translation (NMT) has achieved
impressive results for high resource languages, sup-
ported by extensive linguistic data and resources
that facilitate model training and optimization
(Johnson et al., 2017; Vaswani et al., 2017). How-
ever, due to limited data availability and inherent
linguistic complexity, significant performance gaps
remain for low-resource languages (Lakew et al.,
2020). This work addresses this critical gap by de-
veloping MT solutions for Moroccan Arabic (com-
monly referred to as Darija), a dialect characterized
by unique linguistic features and a lack of training
data. By focusing on Moroccan Arabic, this work
seeks to advance natural language processing (i.e.

1
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NLP) methods for underrepresented languages and
contribute to a more inclusive landscape in machine
translation.

The main objective of this paper is build a Darija-
English translation model using state-of-the-art low
resource NMT techniques. We experiment with
three techniques that have been shown to be ef-
fective in low resource scenarios (Haddow et al.,
2022), namely: back-translation, paraphrasing and
transfer learning. More specificaly, we apply back-
translation by training a model to translate from
the target to the source language and using it to
generate translations. We then translate monolin-
gual target sentences to the source language then
use them for training. For paraphrasing, we use
a paraphrasing model to generate synthetic copies
of the input sentence and use them to augment the
training set. In combination with paraphrasing and
back-translation, we experiment with transfer learn-
ing from publicly available pretrained models. We
fine-tune a multilingual model that supports Mo-
roccan Arabic, and given that Arabic is the mother
language of Moroccan Arabic, we also fine-tune a
bilingual model that is trained for Arabic-English
translation. Furthermore, we compose an encoder-
decoder translation model from the checkpoints
of a BERT model pretrained on Moroccan Arabic
and an Arabic to English translation model and we
fine-tune it for Darija→English translation.

Our results demonstrate the effectiveness of
transfer learning on training an NMT model for
Moroccan Arabic, especially when combined with
back-translation, achieving a BLEU score of 26.79
on Darija→English and 9.98 on English→Darija.
However, when evaluating on datasets from a differ-
ent domain, we find the improvements are unstable,
which questions the generalization of these tech-
niques to other domains. Furthermore, we observe
a significant disparity between translation direc-
tions: translating into English from Darija achieves
more than twice the performance of translating

https://github.com/RoscaAlex00/lowresource_mt
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from English→Darija. This calls for further re-
search into democratizing NLP for low resource
languages such as Moroccan Arabic.

2 Related Works

Moroccan Arabic NLP: NLP resources for Mo-
roccan Arabic are characterized by scarcity. Previ-
ous work introduced resources for different NLP
tasks (Samih and Maier, 2016; Issam and Mrini,
2021; Boujou et al., 2021; Moussa and Mourhir,
2023). For machine translation, Tachicart et al.
(2014) introduce the Moroccan Dialect Electronic
Dictionary (MDED): a bilingual dictionary for Mo-
roccan and Modern Standard Arabic (MSA). Mrini
and Bond (2017) introduce Moroccan Darija Word-
Net (MDW): an extension of the Open Multilin-
gual WordNet (Bond and Foster, 2013) to Moroc-
can Arabic. Unfortunately, these works are lim-
ited to word level translations. Outchakoucht and
Es-Samaali (2021) introduce Darija Open Dataset
(DODa), a collaborative dataset of word and sen-
tence level translations between Darija and English.
In this work, we leverage this dataset for training
and evaluating machine translation models.

Low Resource NMT: Low resource NMT is an
active area of research with real-world impact. Var-
ious techniques were introduced to deal with data
and resource scarcity and were shown to be effec-
tive (Haddow et al., 2022). The most straightfor-
ward technique is data augmentation (Feng et al.,
2021), where rule based or neural based techniques
can be used to generate more data that can be used
for training. In this work, we study two success-
ful data augmentation techniques, namely, back-
translation (Sennrich et al., 2016, 2017; Hoang
et al., 2018; Edunov et al., 2018) and paraphras-
ing (Callison-Burch et al., 2006; Wang et al., 2016;
Mallinson et al., 2017). Back-translation transla-
tion target sentences to the source language using
an available model, while paraphrasing creates syn-
thetic copies of the source sentences. Furthermore,
previous work has shown the effectiveness of trans-
fer learning especially in low resource scenarios
(Zoph et al., 2016; Howard and Ruder, 2018; De-
vlin et al., 2019), where a model is pretrained on
large amounts of data and fine-tuned for a target
task or domain. We similarly leverage pretrained
models in combination with data augmentation and
evaluate their performance when fine-tuned on Mo-
roccan Arabic.

3 Methodology

3.1 Back-Translation

Back-translation is a frequently used technique for
data augmentation in machine translation (Sennrich
et al., 2016, 2017; Hoang et al., 2018; Edunov et al.,
2018). It helps to overcome the lack of parallel
corpora, particularly for languages with limited re-
sources such as Moroccan Arabic. This method
takes advantage of the greater availability of the
target language (i.e. English) to generate new syn-
thetic sentence pairs. The process begins with the
training of a target-to-source model (i.e. English-
to-Moroccan Arabic), which is used to translate the
target language text into the source language text.
This newly generated dataset is then included in the
training process of the source-to-target translation
model.

3.2 Paraphrasing

Similar to back-translation, paraphrasing aims at
augmenting the training data and diversifying the
linguistic structure and vocabulary of the input sen-
tences (Callison-Burch et al., 2006; Wang et al.,
2016), while preserving their original meaning.
Paraphrasing can be achieved either using rule
based techniques such as synonym replacement
or using neural models. Previous work shows that
neural based models generate better paraphrases
(Mallinson et al., 2017). In this work, we gen-
erate paraphrases of the source sentences using
BART-paraphrase 2 which is a BART model (Lewis
et al., 2020) fine-tuned for paraphrasing. We use
this model to paraphrase the English sentences
either on source or the target side depending on
the translation direction (i.e. English→Darija or
Darija→English). A single paraphrase for each
example is added to the dataset.

3.3 Transfer Learning

Transfer learning leverages knowledge learned dur-
ing pretraining to improve performance on closely
related tasks. It has been particularly effective in
low resource scenarios, since the pretrained model
is often trained on larger amount of data than is
available in the target task. We similarly apply
transfer learning by fine-tuning models that are
trained on massive amounts of data on translating
Moroccan Arabic.

2
https://huggingface.co/eugenesiow/bart-paraphrase
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4 Experiments

4.1 Datasets

For training and evaluation, we use the Darija
Open Dataset (i.e. DODa) (Outchakoucht and Es-
Samaali, 2021, 2024). It is of the largest dataset for
Darija-English translation with more than 45000
translation pairs. We split this dataset randomly
into a training, test and validation set in a ratio of
80%, 15% and 5% respectively.

To assess the generalization of our experi-
ments, we evaluate the models on two different
datasets that contain Darija-English translation
pairs. Specifically, we use translations from the
New Testament that were collected for Moroc-
can Arabic (Sajjad et al., 2020) which we refer
to as BIBLE, and MADAR (Bouamor et al., 2018),
which is a dataset that contains translations be-
tween English and 26 Arabic dialects including
Moroccan Arabic. These two test sets contain 500
and 5500 examples respectively.

For both backtranslation and paraphrasing, we
generate one copy of the training set and include it
in the training.

4.2 Models

No Language Left Behind (NLLB) (Team et al.,
2022): NLLB is a massively multilingual model
that supports more than 200 languages including
Moroccan Arabic. We fine-tune this model on
Darija→English and English→Darija. We use the
small distilled version of NLLB 3 for both direc-
tions.
OPUS-MT (Tiedemann and Thottingal, 2020): Is
an open source initiative that has released a col-
lection of resources and models. Although there
is no OPUS-MT translation model that supports
Moroccan Arabic, there are models that support
Arabic. Since Arabic is the mother language of
Darija, we experiment with fine-tuning OPUS-MT
English to Arabic (i.e. OPUS-MT-En-Ar 4) and
Arabic to English (i.e. OPUS-MT-Ar-En 5) models
on translating between English and Darija.
Encoder-decoder checkpointing (Rothe et al.,
2020): We experiment with composing a trans-
lation encoder-decoder from different pretrained
encoder and decoder checkpoints . Specifically,
we use a BERT (Devlin et al., 2019) model that is

3
https://huggingface.co/facebook/nllb-200-distilled-600M

4
https://huggingface.co/Helsinki-NLP/opus-mt-en-ar

5
https://huggingface.co/Helsinki-NLP/opus-mt-ar-en

pretrained for Moroccan Arabic (i.e. DarijaBERT 6

(Gaanoun et al., 2023)) to initialize the encoder, and
the decoder part of OPUS-MT Arabic to English
to initialize the decoder. Although the two models
are different, previous research (Rothe et al., 2020)
has shown that this can be effective for fine-tuning.

For training and evaluation details, please see
Appendix A.

5 Results and Discussion

5.1 Main Results
Table 1 and 2 show the BLEU score results
of our experiments on Darija→English and
English→Darija respectively on DODa, BIBLE
and MADAR test sets (we include chrF score
results in Appendix B). We first notice a sig-
nificant disparity between the performance on
Darija→English versus English→Darija, espe-
cially of NLLB, which is significantly better at
translating to English than to Darija. Furthermore,
the results show that fine-tuning consistently im-
proves performance over the base model especially
on the in-domain DODa test set. However, when
looking at BIBLE and MADAR test sets, we notice
that fine-tuning negatively affects the performance
of NLLB on Darija→English translation.

Back-translation leads to better results
than paraphrasing especially when translating
Darija→English. Paraphrasing is even worse
than fine-tuning on this direction. In the English-
to-Darija direction, paraphrasing consistently
outperforms fine-tuning. We attribute this disparity
to the direction of paraphrasing. In the case of
Darija→English translation, paraphrasing is ap-
plied to the target sentences, which can negatively
impact model outputs. In contrast, paraphrasing
the source sentences, as in English→Darija, tends
to be more robust and beneficial.

BERT-OPUS achieves the best results on DODa
Darija→English translation, with a slight improve-
ment over NLLB. This is still significant given that
BERT-OPUS is smaller than NLLB (i.e. 200M
parameters in BERT-OPUS compared to 600M pa-
rameters in NLLB), and is trained on significantly
less data. This shows the advantage of training
language specific models, where DarijaBERT is
pretrained on Darija sentences mined from the web.

Although NLLB supports Darija, the results
of translating English→Darija are very low, even
lower than 1 BLEU point on DODa and BIBLE test

6
https://huggingface.co/SI2M-Lab/DarijaBERT
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Model Dataset Base FT Para BT

NLLB
DODa 8.66 26.50 20.57 26.65
BIBLE 20.43 13.53 11.84 13.48

MADAR 29.31 27.44 28.27 28.19

OPUS-MT
DODa 2.03 14.39 10.52 15.89
BIBLE 4.05 4.30 4.42 4.80

MADAR 7.03 13.81 16.56 15.32

BERT-OPUS
DODa 0.00 26.78 20.54 26.79
BIBLE 0.05 1.94 1.46 2.32

MADAR 0.01 15.53 15.87 17.33

Table 1: We provide the BLEU score results on
Darija→English. Base shows the results of the pre-
trained model, FT the results after fine-tuning, Para
the results of fine-tuning on paraphrased dataset, and
BT shows the results of fine-tuning on the dataset with
back-translated data.

sets. Fine-tuning is effective especially on DODa
test set, increasing BLEU score by more than 7
BLEU points. Fine-tuning OPUS-MT is not as ef-
fective as fine-tuning NLLB (2.58 vs 8.10 after fine-
tuning respectively). This illustrates the effective-
ness of multilingual pretraining, while OPUS-MT-
En-Ar struggles to generalize to Moroccan Arabic
given its divergence from MSA.

Model Dataset Base FT Para BT

NLLB
DODa 0.82 8.10 9.68 9.98
BIBLE 0.04 0.34 0.82 0.94

MADAR 4.42 5.89 4.67 6.63

OPUS-MT
DODa 0.25 2.58 5.02 5.11
BIBLE 0.35 0.30 0.21 0.29

MADAR 1.30 2.05 2.16 3.20

Table 2: We provide the BLEU score results on
English→Darija. Base shows the results of the pre-
trained model, FT the results after fine-tuning, Para
the results of fine-tuning on paraphrase dataset, and BT
shows the results of fine-tuning on the dataset with back-
translated data.

5.2 Discussion

Disparity between Darija→English and
English→Darija performance: There is a
significant performance disparity between
Darija→English and English→Darija, where the
best BLEU score performance on Darija→English
is more than 16 BLEU points higher than the
performance on English→Darija. We expalin this
independently for the two models as follows: In
the case of NLLB, we attribute this discrepancy
to the amount of English data compared to Darija
data. NLLB was trained on significantly more

English than Darija data or even MSA data, which
makes translating into English easier, this can
be seen in the difference in performance of the
Base model on the two directions. In the case of
OPUS-MT, we explain the performance by the
linguistic difference between MSA and Darija,
where the decoder of OPUS-MT-EN-AR is trained
on generating MSA and struggles to translate into
Darija. This means that even after fine-tuning the
model will struggle to learn to generate in a new
vocabulary and linguistic structure.

Out of distribution generalization: We find that
fine-tuning on DODa dataset lacks generalization
on the BIBLE dataset, while the performance on
MADAR in general improves except for NLLB on
Darija→English (Table 1). We attribute this to the
fact that MADAR sentences are closely similar to
DODa sentences, while BIBLE data is significancy
different in domain, and uses a high number of rare
MSA words that are not used in Darija due to its
vernacular nature, which we suggest explains the
significant decrease in performance of NLLB on
BIBLE after fine-tuning on DODa (Table 1).

6 Conclusion

In this work, we apply three low resource tech-
niques to train machine translation models for En-
glish and Moroccan Arabic. Namely, we experi-
ment with paraphrasing, back-translation and trans-
fer learning. Our results show that combining
back-translation with transfer learning achieves
the best results, especially when fine-tuning a
massively multilingual model such as NLLB, or
an encoder that is pretrained on the source lan-
guage such as DarijaBERT. Furthermore, our re-
sults raise concerns about the generalization of
these techniques to out-of-domain datasets such as
the BIBLE, where fine-tuning can even degrade the
performance. Across all the techniques and models,
we see a significant disparity between the perfor-
mance on translating to English versus translating
from it to Darija. Overall, our work contributes to
the understanding of low-resource MT strategies
in real-world scenarios and highlights the need for
more equitable approaches to multilingual NLP. Fu-
ture work should focus on improving robustness
to domain shift, developing techniques that work
well in both translation directions and investing in
better resources and benchmarks for dialectal and
underrepresented languages like Moroccan Darija.
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Broader Impact

This work contributes to the broader goal of making
language technologies more inclusive by advanc-
ing machine translation for low-resource languages
and dialects such as Moroccan Darija. MT plays
an important role in enabling access to informa-
tion, public services, education and communica-
tion, especially in linguistically diverse regions
where speakers may have limited proficiency in
high-resource languages such as English or even
MSA. For many speakers of Moroccan Darija, MT
systems can support everyday tasks such as un-
derstanding online content, communicating across
language barriers and participating in digital plat-
forms that otherwise would be inaccessible. By
evaluating practical low-resource MT techniques
and revealing key challenges such as out-of-domain
generalization and translation direction asymme-
try, our work encourages the development of more
robust and equitable NLP systems.

At the same time, it is essential to recognize
limitations of current models and ensure that MT
systems are used responsibly, especially in high-
stakes domains like healthcare, law, and public
policy where human oversight is critical. Finally,
evaluating translation quality solely through auto-
mated metrics remains a limitation, therefore future
work should include human evaluations by native
Darija speakers to better assess usefulness, fluency
and cultural relevance.
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A Training and Evaluation

In all experiments, we keep the same data split to
ensure the robustness of the results. We experi-
mentally tune the hyperparameters of each model.
In Table 3, we list the final hyperparameters we
used for fine-tuning the models in both directions
(i.e. Darija→English and English→Darija). We
use HuggingFace transformers 7 library for training
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and evaluation. For more details, we release our
code publicly 8.

Hyperparameter NLLB OPUS-MT BERT-OPUS

Learning Rate 1e-5 1e-6 8e-5
Batch Size 4 16 16
Weight Decay 0.01 0.01 0.0
Number of Epochs 3 5 7
Warmup Steps 0 0 500

Table 3: Hyperparameters for fine-tuning each model.

B chrF Results

In this section, we provide the results of using chrF
metric to compute translation performance in Table
4 and 5.

Model Dataset Base FT Para BT

NLLB
DODa 31.35 43.24 43.63 44.68
BIBLE 42.54 36.69 34.32 37.08

MADAR 47.43 45.66 45.67 46.70

OPUS-MT
DODa 20.03 33.31 34.02 35.32
BIBLE 25.94 24.17 23.01 25.39

MADAR 25.46 31.58 32.89 32.94

BERT-OPUS
DODa 5.06 44.24 42.78 44.80
BIBLE 12.38 19.52 17.01 20.41

MADAR 6.89 33.29 32.95 35.27

Table 4: We provide the chrF score results on
Darija→English. Base shows the results of the pre-
trained model, FT the results after fine-tuning, Para
the results of fine-tuning on paraphrase dataset, and BT
shows the results of fine-tuning on the dataset with back-
translated data.

Model Dataset Base FT Para BT

NLLB
DODa 14.98 32.49 35.05 35.59
BIBLE 13.24 19.57 24.41 25.92

MADAR 26.27 33.50 32.40 35.35

OPUS-MT
DODa 13.27 22.55 26.48 26.74
BIBLE 20.84 19.56 17.32 20.77

MADAR 21.54 23.17 24.34 26.16

Table 5: We provide the chrF score results on
English→Darija. Base shows the results of the pre-
trained model, FT the results after fine-tuning, Para
the results of fine-tuning on paraphrase dataset, and BT
shows the results of fine-tuning on the dataset with back-
translated data.

8
https://github.com/RoscaAlex00/lowresource_mt

https://github.com/RoscaAlex00/lowresource_mt
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