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Abstract

Translating Dialectal Arabic (DA) into Mod-
ern Standard Arabic (MSA) is a complex task
due to the linguistic diversity and informal
nature of dialects, particularly in social me-
dia texts. To improve translation quality, we
propose a Multi-Task Learning (MTL) frame-
work that combines DA-MSA translation as
the primary task and dialect identification as
an auxiliary task. Additionally, we introduce
LahjaTube, a new corpus containing DA tran-
scripts and corresponding MSA and English
translations, covering four major Arabic di-
alects: Egyptian (EGY), Gulf (GLF), Levantine
(LEV), and Maghrebi (MGR), collected from
YouTube. We evaluate AraT5 and AraBART on
the Dial2MSA-Verified dataset under Single-
Task Learning (STL) and MTL setups. Our
results show that adopting the MTL framework
and incorporating LahjaTube into the training
data improve the translation performance, lead-
ing to a BLEU score improvement of 2.65
points over baseline models.

1 Introduction

Machine Translation (MT) is a Natural Language
Processing (NLP) task that aims to translate be-
tween natural languages automatically. Over the
last decade, Neural Machine Translation (NMT)
has improved translation quality by leveraging
deep learning to model complex linguistic patterns
from large datasets. A widely used NMT architec-
ture is the Sequence-to-Sequence (Seq2Seq) model,
which consists of an encoder-decoder framework
typically based on Recurrent Neural Networks
(RNNs) such as Long Short-Term Memory (LSTM)
or Gated Recurrent Unit (GRU)(Cho et al., 2014).
The encoder processes the input sentence into a
compressed representation, which the decoder then
uses to generate the translated output(Sutskever
et al., 2014). More recently, Transformer-based

models have surpassed earlier Seq2Seq architec-
tures by replacing recurrence with self-attention
and parallel computation (Vaswani et al., 2017),
resulting in faster translation, improved accuracy,
and better handling of long-range dependencies.
Furthermore, pre-trained Transformer-based mod-
els have demonstrated state-of-the-art performance
across various NLP tasks beyond machine transla-
tion, solidifying the Transformer as the dominant
architecture in modern NLP research (Qiu et al.,
2020).

Despite these advancements, low-resource lan-
guage translation remains a challenge, particularly
for Dialectal Arabic (DA) to Modern Standard Ara-
bic (MSA) translation. Arabic operates in a diglos-
sic environment: MSA is the standardised form
used in education, media, and formal communi-
cation, while DA is the informal variant shaped
by regional cultures, local expressions, and daily
communication (Salloum et al., 2014; Sadat et al.,
2014). The challenge in DA-MSA translation lies
in the variability across Arabic dialects. Each di-
alect has morphological and syntactic differences,
often incorporating borrowed words from other
languages and region-specific expressions (Mallek
et al., 2017). Moreover, the rise of social media
has further complicated these challenges, as Arabic
speakers frequently mix dialects, use slang, abbre-
viations, emojis, and code-switching with other
languages (Alruily, 2020).

To address these challenges, fine-tuning Arabic
pre-trained Transformer models such as AraBART
(Kamal Eddine et al., 2022) and AraT5 (Elmadany
et al., 2023) on dialect-specific corpora has proven
beneficial in overcoming data scarcity for DA-MSA
translation (Khered et al., 2025). Moreover, Multi-
Task Learning (MTL) has emerged as a promis-
ing approach for enhancing DA-MSA translation.
Instead of training a model solely for translation,
MTL enables joint training on multiple related
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tasks, such as MSA-English translation (Baniata
et al., 2018b), Part-Of-Speech (POS) tagging (Ba-
niata et al., 2018a) and translation of multiple di-
alects (Moukafih et al., 2021). These auxiliary
tasks provide additional linguistic signals that help
improve model generalisation, contextual under-
standing, and robustness to informal variations.
Our research builds upon normalising Arabic text
in social media and improving the results on the
Dial2MSA-Verified dataset (Khered et al., 2025)
by integrating an MTL framework. We also intro-
duce the LahjaTube dataset, a new corpus sourced
from YouTube videos, to enrich model training.
LahjaTube was developed to address the shortage
of DA-MSA translation datasets, particularly those
that include informal and real-world language from
major Arabic dialects as commonly found on social
media. Our objectives include:

* Develop an MTL framework for DA-MSA
translation that incorporates dialect identifica-
tion as an auxiliary task.

Automatically collect and construct the Lah-
jaTube dataset, covering four major Arabic
dialects: Egyptian (EGY), Gulf (GLF), Levan-
tine (LEV), and Maghrebi (MGR) with their
corresponding MSA and English translations.

Evaluate the performance of MTL models on
both DA-MSA translation and dialect identi-
fication tasks using the Dial2MSA-Verified
dataset. This includes training on different
combinations of datasets, incorporating the
newly introduced LahjaTube corpus.

The code for the MTL framework and sup-
plementary material for this paper are avail-
able online at https://github.com/khered20/
MTL-Dial2MSA.

2 Related Work

MTL is a machine learning technique that jointly
trains multiple tasks, allowing knowledge sharing
between related tasks (Zhang and Yang, 2017).
MTL has been explored in various NLP tasks (Ku-
mar et al., 2019; Chen et al., 2024) including those
with limited data resources (Mamta et al., 2022;
Guzman et al., 2024; Elgamal et al., 2024), leading
to more generalised representations.

In Arabic, MTL has been applied to various lin-
guistic tasks, including diacritic restoration, where
auxiliary tasks such as word segmentation and POS
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tagging have been utilised to enhance accuracy
(Algahtani et al., 2020). Similarly, dialect identifi-
cation has benefited from MTL approaches, with
hierarchical attention mechanisms improving fine-
grained classification at the city, state, and coun-
try levels (Abdul-Mageed et al., 2019). Moreover,
MTL has been integrated with pre-trained language
models such as MARBERT (Abdul-Mageed et al.,
2021) for Arabic dialect identification at both the
country and province levels, demonstrating that
sharing task-specific attention layers improves gen-
eralisation across Arabic varieties (El Mekki et al.,
2021). Additionally, Arabic Natural Language Un-
derstanding (ANLU) has been enhanced through
MTL frameworks that facilitate parameter sharing
across multiple tasks. This approach has led to
a notable performance on some tasks within the
ALUE benchmark, highlighting the importance of
carefully considering task relationships and loss
scaling (Alkhathlan and Alomar, 2024).

Recent studies in MTL with MT have revealed
that incorporating auxiliary tasks can improve trans-
lation performance (Zaremoodi et al., 2018; Pham
et al., 2023). In the context of DA-MSA trans-
lation, various MTL approaches have been pro-
posed. Baniata et al. (2018b) explored a unified
multitask NMT model where DA-MSA translation
served as the main task and MSA-English transla-
tion as the auxiliary task. The architecture utilised
a separate encoder for each task whilst sharing a
single decoder. Another study by Baniata et al.
(2018a) further improved MTL for Arabic dialect
translation by integrating POS tagging as an auxil-
iary task. This model adopted a shared-private Bi-
LSTM-CREF architecture, encoding DA sentences
and segment-level POS tags. The results demon-
strated that the POS tagging task improved the
translation BLEU score. Similarly, Moukafih et al.
(2021) adopted a seq2seq MTL framework, encod-
ing and decoding pairs of different dialects and
MSA within the PADIC-parallel dataset (Meftouh
et al., 2018) using a shared GRU model. Their
Many-to-One sitting improved the translation per-
formance, surpassing statistical MT models in 88%
of translation cases.

Our research focuses on Arabic social media nor-
malisation, specifically translating DA into MSA
within the Dial2MSA-Verified dataset (Khered
et al., 2025). The Dial2MSA-Verified, an exten-
sion of Dial2MSA (Mubarak, 2018), is a multi-
reference dataset covering tweets from four di-
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Figure 1: Architecture of the MTL framework processes a shared pre-trained encoder, followed by two parallel
tasks: a translation track that generates MSA text using a pre-trained decoder and a classification track that predicts

the dialect label

alects: EGY, MGR, GLF and LEV dialects with
their multiple MSA translations. Khered et al.
(2025) further explores joint and independent train-
ing strategies, demonstrating that joint training
across dialects leads to superior translation per-
formance. Additionally, transformer-based mod-
els, including AraT5 (Elmadany et al., 2023) and
AraBART (Kamal Eddine et al., 2022), have been
benchmarked, with AraT5 emerging as the best-
performing model. In this context, we propose
a novel MTL framework that leverages Arabic-
specific pre-trained Transformer models (AraT5,
AraBART) for DA-MSA translation and dialect
identification. Furthermore, we introduce Lah-
jaTube, a dataset containing four Arabic dialects,
each with multiple transcripts, along with their cor-
responding MSA and English translations to enrich
the training data.

3 MTL for DA-MSA Translation and
Dialect Identification

In this section, we present our Multi-Task Learning
(MTL) framework designed to simultaneously per-
form two tasks: DA-MSA translation and dialect
identification, as illustrated in Figure 1. This frame-
work is built upon state-of-the-art Transformer
models and optimises both tasks through shared
representations. The dataset used in this study con-
sists of Arabic dialectal sentences paired with their
corresponding MSA translations and dialect labels.
The labels encompass the four dialects: EGY, GLF,
LEV, MGR as well as MSA.

3.1 Architecture Overview

The architecture is based on a Transformer encoder-
decoder model that is specifically pre-trained in
Arabic Language, such as AraT5 and AraBART, en-
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hanced with an additional classification head. The
architecture consists of the following components:

* Encoder converts the input DA text into
a high-dimensional vector representation,
which is shared between the translation and
classification tasks.

* Decoder generates the corresponding MSA
translation from the encoder’s representation.

* Classification Head is added to the encoder
output to perform dialect classification.

3.2 Loss Functions

Our model is trained using an MTL approach that
combines two objectives: dialect classification and
Seq2Seq translation. To achieve this, we define
two separate loss functions and combine them into
a weighted objective function.

Classification Loss  For dialect classification, we
use a separate classification head, which applies a
linear transformation followed by a softmax activa-
tion. The model predicts the probability distribu-
tion over C dialect classes. The classification loss
is formulated using Cross-Entropy Loss:

C
ﬁclassiﬁcation = - Z Ye 10g(1)c) (1)
c=1

C' is the total number of classes (four dialects and
MSA). y. is the true label, represented as a one-hot
vector. 9. is the predicted probability for class c.

Translation Loss For the translation task, we
also use the Cross-Entropy Loss, which measures
the difference between the predicted probability
distribution and the actual target sequence. The
translation loss is defined as:



T V
Liranslation = — Z Z Ytv IOg(gt,v) )

t=1 v=1

T is the target sequence length and V is the vo-
cabulary size. y; ., is a one-hot vector representing
the true token at position t. ¢, is the predicted
probability for token v at position .

Combined Loss Function To train the model
jointly for both tasks, we define a weighted combi-
nation of the translation and classification losses:

3)

where « is a hyperparameter in the range (0, 1) that
controls the relative importance of the two tasks.
This combined loss ensures the model learns the
classification and translation tasks simultaneously.

ﬁtotal = O4£translation + (1 - a)ﬁclassiﬁcation

4 LahjaTube Dataset

In this section, we introduce the LahjaTube dataset,
a collection of transcripts from YouTube videos
covering DA from four Arabic-speaking regions:
EGY, GLF, LEV, and MGR. These transcripts are
accompanied by English translations which were
translated into MSA. The LahjaTube dataset is
available upon request for academic purposes.

4.1 Data Collection

The data collection concentrated on YouTube
videos created by content creators who speak one of
the four aforementioned dialects. We employed the
YouTube Data API v3! to select videos from coun-
tries representative of these dialects. The filtering
functions were used to include only videos under
Creative Commons Attribution licenses and con-
tain subtitles from both Arabic and English. Once
an initial set of videos was identified, we explored
the creators’ other videos that met our specific crite-
ria. We collected a total of 1,912 videos distributed
across the four selected dialects. For the caption
extraction process, we used the YouTube Video
Subtitles Scraper from the Apify platform? to re-
trieve both the original Arabic transcripts and their
corresponding English translations.

4.2 Data Processing and Cleaning

To ensure the quality of the extracted data, we un-
dertook several cleaning and preprocessing steps.
First, each sample was defined according to the

1https://developers.google.com/
youtube/v3
https://apify.com/
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timestamped segments provided by YouTube sub-
titles, so that each instance in our dataset corre-
sponds to an English subtitle segment as deter-
mined by the video’s original caption timing. If
subtitles occurred with minimal time gaps and with-
out sentence-final punctuation, we merged them
into a single sample. In cases where a single sub-
title segment contained multiple short sentences
separated by in-line punctuation, we kept these
grouped as a single data instance. We also removed
any subtitle containing fewer than four words (in
either the dialectal Arabic or English lines) to re-
duce potential noise and ensure sufficient linguistic
content. Furthermore, the geographic location of a
video’s creator alone does not guarantee the actual
dialect of the transcripts, as the creator could use
different dialects or MSA, host guests from other
regions, or produce videos while travelling. We
addressed this by applying a dialect identification
model to verify the dialect used in each line, en-
suring our dataset includes only transcripts where
the identified dialect corresponds with the creator’s
known dialect. The model used is MTL-AraBART,
the high-performing dialect identification model
produced in this study, trained on the same datasets
used in Khered et al. (2025).

4.3 MSA Translation

To enable translation from DA to MSA, we gener-
ated MSA translations by translating the English
subtitles into MSA using the few-shot GPT-40°
model via its API. For each dialect, we designed
a specific prompt that included three few-shot ex-
amples, which were manually selected from our
collected DA-English subtitle pairs. Native Arabic
speakers provided accurate MSA translations for
these selected dialectal samples, and these few ex-
amples were incorporated into the GPT-40 prompt.
As illustrated in Figure 2, [Dialect] specifies the
relevant dialect, while [DA] and [EN] refer to the
original DA transcript and its English translation,
respectively.

4.4 Corpus Statistics

The final corpus comprises a total of 31,938 tran-
scripts from YouTube videos distributed across the
four aforementioned dialects, along with their En-
glish and MSA translations. Subsequently, these
transcripts are distributed as shown in Table 1, cap-
turing a variety of dialect-specific expressions and

*https://platform.openai.com/docs/
models/#gpt—4o0
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( A Few Shot Prompt \

Example 1

Input
This is a text written in
[Dialect] dialect: [DA]
and is translated to
English as follows: [EN].
Translate the English
into MSA and ensure it
has the same meaning
as the dialectal text.
Reply only with MSA
translation.

Example 2

Example 3

Input

Figure 2: Few-shot prompting strategy used to convert
English translations into MSA using the GPT-40 model

vocabulary. Table 1 provides detailed statistics in-
cluding the size of each dialect corpus, along with
the total and unique word counts for both the DA
and the corresponding MSA translations.

Dialect Size Total Unique Total Unique
Words Words MSA MSA

Words Words

EGY 10,279 110,387 21,417 112,470 21,613
GLF 7,762 106,669 13,269 112,277 16,192
LEV 7,695 98,138 15,996 102,010 16,851
MGR 6,202 95,148 16,329 95,829 17,439

Table 1: Statistics for LahjaTube corpus

Table 2 highlights several examples from the
LahjaTube dataset. In some cases, such as the
LEV example, the text might start or end suddenly
because it could be part of a larger conversation.
Despite this, the English and MSA translations
accurately capture the original meaning of the DA
conversation, ensuring that all versions convey the
same text.

EGY 23 IS Lgila (yim gast s AL Jodi bl (Saa ML
MSA S 3 Ledario s 48Ul Jy 35 of eliay il
EN  Therefore, you can remove the energy and replace it with this talk.
GLF by et Al 8 Cula denal il 5 alSy ald deaal il
MSA Ay renad 43 8 L 4528V 15 ¢SS 4o cataldl A
EN I swear | wi_II sh.ock P_1im. Let him talk to me. | swear | will shock him.
Okay, tell him fifty riyals.
LEV J@M\éﬂ\ﬁqﬁuwu\ﬂ\w&a
MSA 138 8 g8ill aSal) g Lo Cayay Y S) (1 (g s
EN Yotf knf)w frorT1 the Qur’an, but he does not know what the jurisprudential
ruling is on this
MGR Ll 4t agle Cul daall g 4ty ja 30l g.iSlldLg_stéLLJ\
MSA OV g Caaa g daall i g eyl gilea A ol 000 58
EN Its benefits are why | tried it, and thank God | found results now.

Table 2: DA transcripts with their MSA and English
translations from LahjaTube dataset
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4.5 Human Evaluation of MSA Translations

We conducted a human evaluation on a subset of
200 DA-MSA translation pairs from LahjaTube,
with 50 samples per dialect. For each dialect, one
annotator, a native speaker of the relevant dialect,
evaluated only samples from their own dialect. The
evaluation followed the multi-dimensional method
proposed by Sadiq (2025), which assessed accu-
racy, fluency, style and tone, cultural suitability,
and terminology on a 1-5 scale. As shown in Ta-
ble 3, the MSA translations in LahjaTube showed
high overall quality, with average ratings above 4.5
across most criteria and dialects.

Dialect Acc Flu S&T Cult Term | Average
EGY 442 43 37 432 422 4.19
GLF 474 472 412 482 474 4.63
LEV 462 46 412 474 482 4.58
MGR 462 46 416 472 474 4.57

Table 3: Average human evaluation scores (Acc = Ac-
curacy, Flu = Fluency, S&T = Style & Tone, Cult =
Cultural Suitability, Term = Terminology) for DA-MSA
translation on a LahjaTube subset (N=50 per dialect,
200 samples)

5 Experimental Design

We conduct experiments using the MTL structure,
where DA-MSA translation forms the primary task,
and dialect identification serves as an auxiliary task.
This structure allows the model to leverage informa-
tion about the dialect during the translation process,
potentially improving translation accuracy.

5.1 Dataset

The Dial2MSA-Verified dataset (Khered et al.,
2025) is a multi-reference evaluation dataset, fully
verified and sourced from social media, specifically
built for DA-MSA translation. Additionally, we
integrate the newly introduced LahjaTube dataset,
which was created from YouTube video transcripts
based on the same four dialects. For all experi-
ments reported in this work, we evaluated our mod-
els on the same fixed development and test sets
from Dial2MSA-Verified. As summarised in Table
4, the test set contains 2,000 samples per dialect,
with some dialect sentences paired with two or
three MSA translation references. To assess the
impact of the diversity in training data on model
performance, we experimented with three different
training subsets as presented in Table 4:



* Subset 1: The same training set used in
Khered et al. (2025), which serves as a base-
line. It includes Dial2MSA- Verified-train
along with the following additional resources:
PADIC (Meftouh et al., 2018), MADAR-train
(Bouamor et al., 2018), Arabic STS (Al Su-
laiman et al., 2022), and Emi-NADI (Khered
et al., 2023) datasets. This is to compare the
performance of our new MTL models against
previous models.

Subset 2: This training set combines
the Dial2MSA-Verified-train and LahjaTube
datasets. The goal of this subset is to evalu-
ate the effectiveness of our newly introduced
LahjaTube corpus for DA-MSA translation.

Subset 3: The comprehensive training set, in-
corporating LahjaTube with all training data
from Subset 1. This setup aims to produce the
most effective translation models by leverag-
ing the largest dataset available.

Dataset EGY GLF LEV MGR
Dial2MSA-V-train 9,099 6,575 4,101 3312
= | PADIC 0 0 12,824 25,648
2 | MADAR-train 13,800 15400 18,600 29,200
& | Arabic STS 2,758 2,758 0 0
Emi-NADI 0 2,712 0 0
Total-train-1 25657 27445 35525 58,160
o | Dial2MSA-V-train 9,099 6,575 4,101 3312
2 | LahjaTube 10279 7,762 7,695 6,202
3 | Total-train-2 19378 14,337 11,796 9,514
| Training Subset I 25,657 27,445 35525 58,160
2 | LahjaTube 10279 7,762 7,695 6,202
3 | Total-train-3 35936 35207 43220 64,362
Dial2MSA-V-dev 200 200 200 200
Dial2MSA-V-test 2000 3-R 2000 3-R 2000 2-R 2000 2-R

Table 4: Dataset setup showing the sizes of the three
training subsets. In the test set, R indicates the number
of reference MSA translations per DA sentence

5.2 Model Configurations and Training Setup

In this study, we used the second version of AraT5*
model (Elmadany et al., 2023), which is based on
the T5 architecture (Raffel et al., 2020). AraT5
has a 12-layer encoder and decoder with 768 hid-
den units per layer. We also used AraBART (Ka-
mal Eddine et al., 2022) model, based on the BART
architecture (Lewis et al., 2020), which features a
6-layer encoder and a 6-layer decoder, each with
768 hidden units. Both models are pre-trained on
large-scale Arabic corpora and further modified by
adding a classification head to the encoder’s output

*nttps://huggingface.co/UBC-NLP/
AraT5v2-base—-1024
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for our multi-task setup. The additional classifica-
tion head enables dialect classification, and its loss
is calculated separately, as detailed in Section 3.
We generated additional pairs from the MSA tar-
gets by replicating them as both source and target
sentences. These newly created pairs were assigned
to the MSA class. Each model is trained under two
different settings:

¢ Single-Task Learning (STL): The model is
trained exclusively for DA-MSA translation,
serving as the baseline.

* Multi-Task Learning (MTL): The model is
trained jointly for DA-MSA translation and
dialect identification.

5.3 Evaluation Metrics

We evaluate model performance using both trans-
lation and dialect classification metrics. For trans-
lation, we use the Bilingual Evaluation Under-
study (BLEU) (Papineni et al., 2002) and chrF++
(Popovi¢, 2017) scores, both implemented in Sacre-
BLEU (Post, 2018). For dialect classification, we
report accuracy, which measures the percentage
of correctly predicted dialects, Macro-F1, which
computes the F1-score for each class and averages
them equally, and Weighted-F1, which adjusts for
class imbalance by weighting each class’s F1-score
based on the number of true instances.

5.4 Hyperparameter Optimisation

Each experiment is conducted under the same hy-
perparameter settings to ensure fair comparisons.
The configurations include a batch size of 16, a
learning rate of Se-5, a maximum sequence length
of 128, and training for up to 20 epochs, with early
stopping applied if the best BLEU score on the
validation set does not improve for three consec-
utive epochs. BLEU was chosen as the primary
metric for early stopping since this study focuses
on translation quality. All experiments are run on
two Nvidia V100 GPUs. For the MTL setup, the
combined loss function, introduced in Section 3, is
optimised using weighting values of 0.3, 0.5, and
0.8 to examine the effect of different weighting
schemes.

6 Results and Discussion

In this section, we analyse the results of our experi-
ments for DA-MSA translation, comparing the per-
formance of the baseline STL models (STL-AraT5
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and STL-AraBART) from Khered et al. (2025) with
our proposed MTL models. For the dialect iden-
tification task, we use as a baseline the results re-
ported by Khered et al. (2025) for an ensemble
of multiple fine-tuned MARBERT models (Abdul-
Mageed et al., 2021). The MARBERT ensemble
was trained and optimised using the hyperparame-
ter described by Khered et al. (2022). We compare
these results against our proposed MTL models.
While we experimented with different values of «,
all results reported in this section are based on the
combined loss with v = 0.5, which achieved stable
performance on both tasks on the development set.

6.1 DA-MSA Translation

Table 5 measures the translation performance using
BLEU and chrF++ scores across the three proposed
training subsets. For Training Subset 1, the MTL
models generally outperform STL models from
Khered et al. (2025) in terms of both BLEU and
chrF++ scores, particularly for the GLF, LEV and
MGR dialects. The overall average BLEU score for
MTL-AraTS5 reaches 42.23, compared to 41.12 for
STL-AraT5, while chrF++ increases from 62.05
to 62.84, highlighting the benefits of incorporating
dialect classification as an auxiliary task.

Model EGY GLF LEV MGR Avg
BRI
R S R
EET & ok
s S RSB0
L st SRS
EET S T
$ s S W se e e
S B s
BEE B
L onana SEU B 0 tess a0 g
EEC ok
i SV BSe

Table 5: The translation performance of STL vs. MTL
models evaluated on the Dial2MSA-Verified test dataset,

where the results of STL models on Training Subset 1
are from Khered et al. (2025)

In Training Subset 2, which includes only sam-
ples from the Dial2MSA-Verified training set and
the new LahjaTube dataset, MTL models con-
tinue to outperform STL models, with MTL-AraT5
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achieving the highest BLEU score of 42.71 and a
chrF++ score of 63.27. Surprisingly, this model
outperforms models trained on the larger Training
Subset 1, highlighting the effectiveness of the Lah-
jaTube dataset in improving DA-MSA translation.
The highest performance is observed in Training
Subset 3, where MTL-AraT5, fine-tuned on all
training datasets, achieves the best overall results,
with a BLEU score of 43.77 and a chrF++ score of
63.96. This demonstrates that combining diverse
datasets further improves translation quality.

6.2 Dialect Identification

Table 6 presents the classification performance of
the ensemble MARBERT baseline, as reported in
Khered et al. (2025), alongside the results of our
proposed MTL models (MTL-AraT5 and MTL-
AraBART) on the Dial2MSA-Verified test dataset.
While MTL-AraBART consistently achieves the
highest overall performance, a drop in the Macro-
Average F1-score is observed in all MTL models
compared to MARBERT. This drop is likely due
to the training setup: MARBERT was trained ex-
clusively on the four dialect classes, whereas the
MTL models were trained on both the four dialects
and MSA. Despite this, MTL-AraBART achieves
the best results on other metrics, with an accuracy
of 98.85% and a Weighted-F1 score of 99.10%, all
obtained with Training Subset 2, which includes
only the Dial2MSA-Verified-train and LahjaTube
datasets. These results highlight that dialect identi-
fication also benefits from the MTL framework.

Model Acc M-F1 W-F1
MARBERT 96.950 96.942 96.942
Training Subset 1| MTL-AraT5 95.750 77.867 97.334
MTL-AraBART  97.275 78.447 98.059
Training Subset 2 MTL-AraT5 98.213 78.943 98.678
MTL-AraBART  98.850 79.284 99.104
Training Subset 3 MTL-AraT5 98.450 79.125 98.906
MTL-AraBART 98.688 79.273 99.091

Table 6: Dialect identification performance of the en-
semble MARBERT baseline and our proposed MTL
models (MTL-AraT5 and MTL-AraBART), evaluated
on the Dial2MSA-Verified test dataset using Accu-
racy (Acc), Macro-Average F1 (M-F1), and Weighted-
Average F1 (W-F1) scores

6.3 Model Impact on Translation Quality

The results highlight the advantages of the MTL
approach for DA-MSA translation, demonstrating
consistent improvements over STL models. Trans-
lation performance improved when the weighting



parameter prioritised DA-MSA translation while
still incorporating dialect identification (e.g., o =
0.5 or 0.8). In contrast, setting « to 0.3 resulted in a
decline in performance, likely due to the classifica-
tion task receiving greater importance, reducing the
model’s focus on translation. Among the architec-
tures, MTL-AraT5 emerges as the most effective
for DA-MSA translation, likely due to AraT5’s pre-
training on a more extensive and diverse Arabic
dataset. Additionally, the results highlight the sig-
nificance of the training dataset size and diversity,
as larger and more varied training datasets enhance
translation performance.

6.4 Error Analysis

To evaluate the impact of MTL on DA-MSA trans-
lation, we conducted a comparative analysis be-
tween the STL-AraT5 model and its multitask-
enhanced version, MTL-AraT5. Both models usu-
ally produce similar translations, often differing by
only one or two words. In many cases, these words
had multiple valid translations, making it difficult
to determine a single correct output. MTL-AraT5
consistently provides more contextually appropri-
ate translations, likely due to the additional inte-
gration of dialect classification, which enhances
the model’s ability to differentiate and preserve
dialect-specific meanings. However, misclassifica-
tion occasionally affected translation performance.
For example, when the model misclassified the in-
put as MSA, it assumed no translation was needed,
leading to the reproduction of the original dialectal
sentence instead of converting it to MSA.

Despite MTL-AraT5 demonstrating improve-
ments in handling idiomatic expressions and
dialect-specific phrases, STL-AraT5 performed bet-
ter in some instances, particularly in more straight-
forward lexical mappings. BLEU score compar-
isons reinforce these findings, indicating that while
both models achieve comparable overall perfor-
mance, MTL-AraT5 excels in dialect-sensitive con-
texts, whereas STL-AraT5 sometimes provides
more direct and literal translations.

7 Conclusion and Future Work

This paper proposed an MTL framework for DA-
MSA translation, integrating dialect identification
as an auxiliary task. To support this research, we
introduced LahjaTube, a new dataset of YouTube
video transcripts covering four major Arabic di-
alects with their corresponding MSA and English
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translations. Our experiments with AraT5 and
AraBART showed that MTL improves translation
performance, particularly when LahjaTube is in-
cluded in the training. MTL-AraT5 achieves the
best overall translation performance, outperform-
ing both STL models and MTL-AraBART, with a
BLEU score of 43.77 and a chrF++ score of 63.96
when trained on the most comprehensive dataset
(Training Subset 3). Meanwhile, MTL-AraBART
consistently achieved the highest performance in di-
alect classification, reaching 98.85% accuracy and
a weighted-F1 score of 99.10% in Training Subset
2. These results indicate that both tasks, DA-MSA
translation and dialect identification, benefit from
the MTL approach, as incorporating dialect iden-
tification helps improve translation quality while
translation modelling enhances dialect classifica-
tion. Despite these improvements, challenges re-
main in handling transliterated words, informal
expressions, and code-switching. Additionally, op-
timising the balance between translation and classi-
fication tasks is an area for further research.

Building on our findings, future research can ex-
plore several directions to enhance DA-MSA trans-
lation. Expanding training data with additional di-
alectal resources and data augmentation techniques,
can improve generalisation. Additionally, utilising
large language models (LLLMs) with decoder-only
Transformer architecture, such as LLaMA, Gemma,
and Jais, could improve DA-MSA translation by
taking advantage of their strong language under-
standing and transfer learning abilities.

Limitations

Despite the promising results of our MTL frame-
work, several limitations remain. Although Lah-
jaTube introduces a new source of dialectal data,
its coverage may be uneven, potentially under-
representing certain countries within each dialec-
tal region. While GPT-40 was used to generate
MSA translations from English, most translations
have not undergone manual verification, and only
a small subset was reviewed through human eval-
uation; thus, some errors or inconsistencies may
remain in the automatic MSA translations, which
could reduce overall quality. Furthermore, al-
though integrating dialect identification as an aux-
iliary task improves translation performance, mis-
classifying DA sentences as MSA can lead to in-
correct outputs, with the model simply reproducing
the input instead of providing a proper translation.



Ethical Considerations

The LahjaTube dataset consists of transcriptions
from publicly available YouTube videos. To ensure
ethical and legal compliance, we exclusively col-
lected content licensed under Creative Commons,
which permits reuse, including speech transcription
for research purposes. Furthermore, we verified
that the dataset does not include personal, sensitive,
or harmful content. Moreover, the MSA transla-
tions were generated automatically from the En-
glish transcripts using the GPT-40 model. No man-
ual correction was performed on the entire dataset;
however, to assess the translation quality and sup-
port the reliability of LahjaTube, we conducted a
human evaluation of a small subset of 200 DA-
MSA translation pairs.
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