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Introduction

Welcome to the proceedings of the System Demonstration Track of the 62nd Annual Meeting of the
Association for Computational Linguistics (ACL 2024), held from August 12th — August 13th, 2024.
The ACL 2024 System Demonstration Track (SDT) provides a platform for papers describing system
demonstrations, ranging from early prototypes to mature, production-ready systems. We are particularly
interested in publicly available open-source or open-access systems.

For the ACL 2024 System Demonstration Track, we received 114 submissions, among which 108 papers
were valid with required materials. We carefully checked all submitted reviews. Based on these reviews,
we have accepted 38 papers, resulting in an acceptance rate of 35%, which is comparable to previous
years.

Deyi Xiong, Yang Feng, and Yixin Cao
ACL 2024 Demonstration Chairs
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Program Committe

We used a reviewer pool collected from the reviewers for the demo track of ACL 2023 and EMNLP 2023.
A total of 178 reviewers accepted our invitation, and 161 reviewers were assigned papers. During the
reviewing process, 88% of the reviews were successfully submitted by the reviewers. For the remaining
reviews, we invited more than 30 emergency reviewers.
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System Demonstration Chairs

Yixin Cao, Singapore Management University
Yang Feng, Chinese Academy of Science
Deyi Xiong, Tianjin University
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Abstract

Text-to-image synthesis for the Chinese lan-
guage poses unique challenges due to its large
vocabulary size, and intricate character re-
lationships. While existing diffusion mod-
els have shown promise in generating images
from textual descriptions, they often neglect
domain-specific contexts and lack robustness
in handling the Chinese language. This pa-
per introduces PAI-Diffusion, a comprehen-
sive framework that addresses these limita-
tions. PAI-Diffusion incorporates both general
and domain-specific Chinese diffusion models,
enabling the generation of contextually rele-
vant images. It explores the potential of using
LoRA and ControlNet for fine-grained image
style transfer and image editing, empowering
users with enhanced control over image gen-
eration. Moreover, PAI-Diffusion seamlessly
integrates with Alibaba Cloud’s Platform for
Al providing accessible and scalable solutions.
All the Chinese diffusion model checkpoints,
LoRAs, and ControlNets, including domain-
specific ones, are publicly available. A user-
friendly Chinese WebUI and the diffusers-api
elastic inference toolkit, also open-sourced,
further facilitate the easy deployment of PAI-
Diffusion models in various local and cloud
environments, making it a valuable resource
for Chinese text-to-image synthesis.

1 Introduction

Recently, diffusion models (Rombach et al., 2022;
Saharia et al., 2022) have emerged to address the
challenges of generating realistic and high-quality
images from textual descriptions. This research
area has obtained widespread attention, driven by
the increasing demand for automated image synthe-
sis in various applications, such as art design, vir-
tual reality, etc (Cao et al., 2023; Sun et al., 2023).

*Corresponding author.

Video presentation: https://atp-modelzoo-sh.
oss—cn-shanghai.aliyuncs.com/release/
conf_demo/acl_demo_2024 .mov.
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In the community, Stable Diffusion” has gained
significant popularity due to its ability to generate
high-quality images that align well with textual de-
scriptions. However, when it comes to handling the
Chinese language, similar models encounter cer-
tain challenges that hinder its performance. From
the linguistic aspect, Chinese is a morphologically
rich language with a large vocabulary size and com-
plex inter-dependencies between characters. Fur-
thermore, Chinese characters often have multiple
meanings and can be combined to form compound
words, making it challenging to establish accurate
and consistent mappings between textual descrip-
tions and visual representations (Liu et al., 2022).

Previously, in the literature, several works have
been proposed to make specialized adaptations of
diffusion models to improve the performance of
text-to-image synthesis for Chinese (Wang et al.,
2022c; Chen et al., 2023; Hu et al., 2023). Yet,
there are still some notable drawbacks that need to
be addressed. i) Many existing models focus on
generating images based on generic textual descrip-
tions, neglecting the ability to generate images in
specific domains or contexts. ii) For the Chinese
language, the potential of using LoRA (Hu et al.,
2022) and ControlNet (Zhang and Agrawala, 2023)
for fine-grained image style transfer and image edit-
ing have not been fully explored. iii) The lack of
support for cloud-based product integration is an-
other important drawback. Given the increasing
popularity of cloud-based services and the demand
for scalable and accessible text-to-image solutions,
it is crucial to develop models and solutions that
can be easily integrated into cloud platforms or
deployed as cloud-based services.

In this work, we formally present PAI-Diffusion,
which consists of a family of open Chinese diffu-
sion models, together with user-friendly toolkits to
serve these models on the cloud. Major features
of PAI-Diffusion include the following:

https://stability.ai/stablediffusion
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» PAI-Diffusion incorporates both general and
domain-specific Chinese diffusion models,
specifically allowing for the generation of im-
ages that are tailored to specific contexts or
domains (such as Chinese cuisine, poetry and
paintings). This enables users to create visu-
ally compelling and relevant images for vari-
ous domain-specific applications.

» PAI-Diffusion explores the potential of using
LoRA and ControlNet for fine-grained style
transfer and image editing, with a variety of
corresponding Chinese models released. This
empowers users with greater control over the
generated images, enabling them to manipu-
late fine-grained semantic attributes and mod-
ify visual features based on their preferences.

* PAI-Diffusion extends our previous work (Liu
et al., 2023) and ensures seamless integration
with our Platform for AI (PAI) of Alibaba
Cloud?, providing users with accessible and
scalable solutions. By integrating with cloud
products, PAI-Diffusion enables users to har-
ness the power of cloud computing and en-
joy the benefits of user-friendly and resource-
efficient systems. For designers, our Chinese
WebUI toolkit largely extends the Stable Dif-
fusion WebUI* to enrich its abilities to ad-
dress the issues of the Chinese language. For
application developers, our elastic inference
toolkit diffusers-api makes it easy to deploy
these models as RESTful web services. It
further supports our compiler performance op-
timization tool named PAI-Blade (Zhu et al.,
2021). When the functionality is enabled, the
image generation speed is improved by 2-3
times compared to native PyTorch implemen-
tation, while maintaining the effectiveness.

To realize our promise for the openness of our
research, we have taken the following actions to
contribute PAI-Diffusion to the community:

* All the diffusion models, LoRAs and Con-
trolNets of PAI-Diffusion, including domain-
specific ones, have been released in our organi-
zational Hugging Face repository’. Users can
easily download and fine-tune all the models

*https://www.alibabacloud.com/product/

machine-learning

*https://github.com/AUTOMATIC1111/

stable-diffusion-webui
Shttps://huggingface.co/alibaba-pai

in order to support their own domain-specific
applications.

* Our Chinese WebUI and diffusers-api toolk-
its have also been made publicly available®,
so that PAI-Diffusion models are easy to be
deployed in other environments beyond the
Alibaba Cloud ecosystem, for both designers
and application developers.

¢ All our models and codes are released under
the Apache License (Version 2.0) to support
both academic and commercial use.

2 Models

We introduce the models of PAI-Diffusion, a fam-
ily of open Chinese diffusion models designed to
address the challenges of generating high-quality
images from Chinese textual descriptions.

2.1 Model Zoo

The model zoo of PAI-Diffusion consists of a col-
lection of over ten open-source models, including
base diffusion models, together with their corre-
sponding LoRAs and ControlNets. A summary of
these models is presented in Table 1, with a few
cases of generated images presented in Figure 1.
Readers can also find these models from our or-
ganizational Hugging Face repository described
previously. Note that the list of models is not static.
More new models will be added to the repository
when they are ready to be released.

2.2 Model Architecture

To ensure full compatibility with the open-source
community, our model architectures generally fol-
low the de facto standard practice of Stable Diffu-
sion (Rombach et al., 2022) where a CLIP-based
text encoder, a U-Net and a VAE model are lever-
aged to obtain text embeddings, generate image em-
beddings in the latent diffusion space and decode
the image for output, respectively. Particularly, the
architectures of the U-Nets and VAEs of our large
and xlarge diffusion models are in line with Sta-
ble Diffusion 1.5 and 2.1, respectively. Note that
the difference between “large” and “xlarge” mod-
els is the size of generated images, rather than the
number of parameters.

®The Chinese WebUI extension is released un-
der the EasyNLP (Wang et al, 2022ab) frame-
work: https://github.com/alibaba/EasyNLP/
tree/master/diffusion/chinese_sd_webui

The diffusers-api repository: https://github.com/
alibaba/diffusers—api
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Figure 1: Some examples of the generated images by PAI-Diffusion models. Prompts are originally in Chinese and
have been manually translated into English for reference.

Model Name #Parameters Image Size (Default) Domain
pai-diffusion-general-large-zh 1.04B 512x512 General purpose
-controlnet-canny 361M 512x512 General purpose
-controlnet-depth 361M 512x512 General purpose
pai-diffusion-general-xlarge-zh  1.04B 768 <768 General purpose
pai-diffusion-artist-large-zh 1.04B 512x512 Artistic pictures
-controlnet-canny 361M 512x512 Artistic pictures
-controlnet-depth 361M 512x512 Artistic pictures
-lora-poem 25.5M 512x512 Paintings for Chinese poems
-lora-2.5d 25.5M 512x512 2.5D-style arts
pai-diffusion-artist-xlarge-zh 1.04B 768x768 Artistic pictures
pai-diffusion-food-large-zh 1.04B 512x512 Chinese cuisines
pai-diffusion-anime-large-zh 1.04B 768x512 Cartoon characters (anime)

Table 1: A summary of Chinese diffusion models, LoRAs and ControlNets released by us.



As for the Chinese language, we follow our pre-
vious work (Liu et al., 2023) to employ both 100
million text-image pairs from Wukong (Gu et al.,
2022) and the largest Chinese KG available to us,
i.e., OpenKG’ as our knowledge source to pre-train
a Chinese knowledge-enhanced CLIP model that
better understand the morphologically rich seman-
tics of the Chinese language. The resources for
training general-purpose models are also the same
asin (Liu et al., 2023). For more details, we refer
our readers to the original paper.

We have also collected a variety of domain-
specific datasets to produce domain-specific dif-
fusion models or LoRAs, depending on the volume
of the corresponding datasets. Such domains in-
clude artistic pictures, paintings for Chinese poems,
2.5D-style arts, Chinese cuisines and cartoon char-
acters. Note that we try our best to ensure that our
models are built on legally and ethically sourced
data. We specifically filter out any images that
may have the probability to exhibit some degree
of ethical bias. We obtain the permission to use
in-house datasets (such as Chinese cuisine) to train
and release the corresponding models.

ControlNet (Zhang and Agrawala, 2023) oper-
ates by incorporating a set of control vectors that
encode specific image attributes or features. These
control vectors are then incorporated into the resid-
ual blocks of the diffusion models. Furthermore,
ControlNet allows for interactive image editing, en-
abling users to iteratively refine and modify the gen-
erated images, based on our WebUI toolkit. To en-
able fine-grained control, PAI-Diffusion integrates
several ControlNets with Chinese diffusion models,
facilitating the modification and customization of
generated images based on user preferences. Cur-
rently, we have released the ControlNets based on
canny edge detection (Canny, 1986) and Midas
depth maps (Ranftl et al., 2022). Users can train
their own ControlNets, using the same methods as
ControlNet for Stable Diffusion.

2.3 Applications

PAI-Diffusion opens up a wide range of applica-
tions for the Chinese language. Here, we highlight
some potential applications of PAI-Diffusion.

2.3.1 Artistic Creations and Design

Diffusion models revolutionize the way sketch im-
ages are transformed into captivating artworks.

"http://openkg.cn/

With our models, users can witness their sketch
images come to life based on the image-to-image
pipeline. Examples can be found in Figure 2. We
can see that our models empower artists to explore
their creative boundaries and produce truly unique
and mesmerizing artistic creations.
Input sketch image

Prompt Output

FRABED,

Astronaut riding a horse.

— BRI E,

a majestic church.

Figure 2: Two examples of artistic creations from sketch
images using the image-to-image pipeline.

2.3.2 Cultural Preservation and Heritage

Our models present an elegant approach to restor-
ing ancient Chinese paintings through image in-
painting techniques. By harnessing the power
of diffusion, these applications enable the recre-
ation of missing or damaged areas in the paintings,
seamlessly blending them with the original artwork
(with examples shown in Figure 3). Through the ap-
plication, ancient Chinese paintings once damaged
or fragmented can be revitalized, allowing future
generations to appreciate the cultural significance
of invaluable artistic treasures.

2.3.3 Visual Reality Generation

Diffusion models offer a cutting-edge approach
to creating immersive virtual reality experiences.
Take traditional Chinese garden architecture as an
example (see Figure 4). Our model blends various
elements such as architecture, house and furniture
to generate virtual scenes reminiscent of ancient
Chinese gardens. Such applications serve as a valu-
able tool for people to experience and appreciate
the beauty of ancient Chinese culture regardless of
their physical location.

2.3.4 Others

Apart from the three examples, our models can be
harnessed in other domains such as fashion design,
interior decor, and even product development. For


http://openkg.cn/

Polluted image

Repaired image

Figure 3: Two examples of the restoration of ancient
Chinese paintings via image in-painting.

instance, our model can create harmonious and vi-
sually stunning environments for interior decor. In
fashion design, our diffusion models can be applied
to blend both traditional and contemporary styles,
creating unique and captivating clothing designs.
We do not further elaborate.

3 Toolkits

PAI-Diffusion provides user-friendly toolkits that
facilitate the deployment and usage of diffusion
models for Chinese text-to-image synthesis. In this
section, we briefly introduce our two toolkits.

3.1 Chinese WebUI Toolkit

The Chinese WebUI toolkit is an extension to the
Stable Diffusion WebUI specifically developed to
support our Chinese models. It offers a web-based
graphical interface that allows users (especially de-
signers without programming expertise) to interact
with the diffusion models easily. The toolkit pro-
vides a seamless user experience, enabling users to
perform image synthesizing and editing. Snapshots
of the toolkit are shown in Figure 6. Additionally,
our toolkit offers two modes: single-node mode
and cluster mode (shown in Figure 5), providing
users with options based on their specific require-
ments and resources, introduced as follows:

* Single-node: It is suitable for scenarios when
users want to quickly set up and use the toolkit

Figure 4: Four examples of scene generation for Chinese
garden architecture using the text-to-image pipeline.
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Figure 5: The system architectures of two modes to
deploy our Chinese WebUI toolkit online.

Response ||_|OoOO

(b) Cluster Mode

with exclusive computational resources. It
is particularly useful for individual users or
small-scale deployments.

* Cluster: Leveraging the elastic inference ser-
vice of PAI, the cluster is geared towards users
who require high scalability and performance.
In this mode, the toolkit utilizes a cluster of
nodes to handle the workload, enabling par-
allel processing and efficient utilization of re-
sources. It ensures efficient scaling and re-
sponsiveness, making it suitable for enterprise-
level deployments or applications that require
extensive computational power.




Startup profie - A Webll

Figure 6: The snapshots of Chinese WebUI for text-to-
image and image-to-image synthesis.

3.2 The diffusers-api Toolkit

The diffusers-api toolkit is built upon the Hugging
Face diffusers library® that provides a cloud service
implementation for PAI-Diffusion models based on
the PAI elastic inference service.” Especially, we
implement several inference pipelines customized
for our Chinese models. Users can take advan-
tage of a number of functions when sending HTTP
requests, including text-to-image synthesis, image-
to-image synthesis, image in-painting, image edit-
ing, etc. Below we show a sample request body
for calling the diffusers-api service, with Chinese
prompts manually translated into English for better
understanding:
{

"task_id": "001",

"prompt": "romantic starry sky",

"negative_prompt": "noise, low-quality",

"func_name" "t2i",

"steps": 25,

"image_num": 1,
"width": 512,

8https://github.com/huggingface/
diffusers

“Note that diffusers-api is also compatible with original
Stable Diffusion, which is not the focus of this paper.

Settings PyTorch Native  diffusers-api
Inference time (s) 6.34 2.96
GPU memory (GB) 6.94 5.56

Table 2: The performance of diffusers-api for online
deployment of our diffusion model.

"height": 512,
"use_base64d":

}

True

where “func_name” refers to the specific func-
tionality that the user wish to use (“t21” refers to
text-to-image in this case). We release the source
code of diffusers-api to provide users with the abil-
ity to quickly develop customized API services.
This allows for easier implementation of any de-
sired functionality, tailored to specific requirements.
For example, users can build and customize their
own schedulers (Duan et al., 2023).

In addition, diffusers-api leverages the Al com-
piler PAl-Blade (Zhu et al., 2021) for inference
optimization. It significantly reduces the end-to-
end latency of the inference processes and the GPU
memory consumption, which ensures improved per-
formance and efficiency in generating high-quality
images, without any precision loss in computation.
To verify the correctness of our argument, we have
deployed our Chinese diffusion model (the large
version) online using an NVIDIA A10 GPU with
50 sampling steps for inference. The generated
image size is fixed to 512x512. We repeat the
experiments in 20 times and report the averaged re-
sults in Table 2, which clearly prove the correctness
of our claim.

4 Conclusion

This paper presents PAI-Diffusion to address the
challenges in Chinese text-to-image synthesis. PAI-
Diffusion integrates both general and domain-
specific Chinese diffusion models, LoRAs and Con-
trolNets, enabling the generation of contextually
relevant images. Moreover, PAI-Diffusion ensures
seamless integration with our cloud platform, offer-
ing accessible and scalable solutions. The release
of models further encourages collaboration and in-
novation in the field. The public availability of
Chinese WebUI and diffusers-api toolkits simpli-
fies deployment in various environments. Our ad-
vancements pave the way for further research and
development in Chinese text-to-image synthesis
and relevant applications.
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Limitations

There are still some limitations that should be ac-
knowledged. The effectiveness of our models heav-
ily relies on accurate mappings between textual de-
scriptions and visual representations. While efforts
have been made to include a variety of domain-
specific models, there may still be domains or con-
texts for which specialized models are not available.
This limitation restricts the full potential in generat-
ing highly relevant and specific images for a wide
range of applications. We suggest that users should
further fine-tune our models if necessary.

Ethical Considerations

It is important to consider the ethical implications
associated with its use and deployment. Diffusion
models like PAI-Diffusion learn from large datasets,
which may inadvertently contain biases present in
the data. It is crucial to be aware of and mitigate
any biases that may be perpetuated in the generated
images. In addition, PAI-Diffusion has the potential
to be misused for unethical purposes, such as gener-
ating inappropriate or harmful contents. Therefore,
users should be encouraged to adhere to ethical
standards and abide by terms and regulations when
utilizing PAI-Diffusion models.
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Abstract

We present OpenVNA, an open-source frame-
work designed for analyzing the behavior of
multimodal language understanding systems
under noisy conditions. OpenVNA serves as
an intuitive toolkit tailored for researchers, fa-
cilitating convenience batch-level robustness
evaluation and on-the-fly instance-level demon-
stration. It primarily features a benchmark
Python library for assessing global model ro-
bustness, offering high flexibility and exten-
sibility, thereby enabling customization with
user-defined noise types and models. Addi-
tionally, a GUI-based interface has been de-
veloped to intuitively analyze local model be-
havior. In this paper, we delineate the de-
sign principles and utilization of the created
library and GUI-based web platform. Currently,
OpenVNA is publicly accessible at https://
github.com/thuiar/OpenVNA, with a demon-
stration video available at https://youtu.be/
0Z9cW7RGct4.

1 Introduction

The Multimodal Language Understanding (MLU)
task aims to empower artificial intelligence agents
with the capability to comprehensively understand
human communication, discerning the speaker’s
affective states (Baltrusaitis et al., 2018; Soleymani
etal., 2017) and intentions (Zhang et al., 2022). De-
spite the proliferation of multimodal large language
models has yielded remarkable achievements (Li
et al., 2023; Maaz et al., 2023; Zhang et al., 2023),
their application in real-world scenarios is still un-
der development.

Analyzing the behaviors of MLU systems under
carefully constructed noise offers a potential av-
enue for researchers to gain deeper insights into
the possible limitations and underlying mecha-
nisms of current MLU systems (Liang et al., 2021,

* Hua Xu is the corresponding author. Email:

xuhua@tsinghua.edu.cn
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2022). Specifically, by evaluating the global be-
havior of MLU system under homologous manu-
ally constructed noise, researchers can ensure their
model operate effectively in practical usage sce-
narios. Moreover, analyzing the local behavior
of the MLU system under customized perturbed
instances provides an understanding of how the
model makes decisions, pinpointing which aspects
of multimodal signals are pivotal for prediction. In
recent years, researchers in this field have faced ob-
stacles in imitating real-world noise in multimodal
systems and quantitatively assessing the global ro-
bustness of MLU methods (Ma et al., 2022; Haz-
arika et al., 2022). Due to the lack of open-source
noise injection toolkits and evaluation benchmarks,
researchers frequently provide the model perfor-
mance under specific simulated noise, leading to
inequitable comparisons and susceptibility to over-
fitting on such noise patterns (Yuan et al., 2023).

To bridge the gap between simulated scenario
and real world multimodal noise, benchmark cur-
rent approaches, and provide intuitive local be-
havior analysis, we introduce OpenVNA, an open-
source framework dedicated to analyze MLU sys-
tem behavior under noisy scenario. The compo-
sition of the OpenVNA and the interconnections
among its components are illustrated in Figure 1.
Firstly, OpenVNA serves as a Python Library pro-
viding easy-to-use Application Programming Inter-
faces (APIs) for noise simulation, model reproduc-
tion, and global robustness evaluation. Presently,
it incorporates fifteen noise injection techniques,
eight integrated baseline models pertaining to two
video understanding tasks, and can be easily ex-
tend to user defined tasks, noise configurations and
models. Moreover, OpenVNA provide researchers
a GUI-based interface to interactively analyze the
local model behavior under user specific noisy sce-
nario. The contributions of this work can be suc-
cinctly summarized as follows,

1. The OpenVNA contains one of the most com-
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Figure 1: OpenVNA is an comprehensive Python library for analyzing MLU system behavior under noise, which
consists of noise injection module, datasets module, models module, instance-level (local) and batch-level (global)
evaluation module. For instance level model behavior evaluation, an online platform is also available.

prehensive video noise injection toolkits, cov-
ering the most cases in real world applications.

The OpenVNA framework serves as a robust
MLU benchmark, which providing unified
noisy dataset construction, benchmark model
reproducing and global robustness evaluation.
The modular pipeline makes it very easy to in-
tegrate new models for a reliable comparison
with existing baselines.

The OpenVNA framework offers a GUI-based
interface, facilitating users to effortlessly ap-
ply user-defined noise to a given video and
compare extracted features and model pre-
dictions, thus enabling the analysis of local
model behavior and even model diagnostics.

2 Related Works

MultiBench. MultiBench (Liang et al., 2021) is a
comprehensive benchmark that presents three fun-
damental challenges in multimodal representation
learning, including generalization, complexity, and
robustness. Concerning robustness, MultiBench
initially outlines potential perturbations across di-
verse heterogeneous sources and introduces several
criteria for measuring robustness. However, Multi-
Bench primarily treats video resources as time-
series and restricts the discussion to feature-level
imperfections, overlooking general raw video-level
perturbations. In this study, we concentrate on per-
turbations in video applications and further extend
the previous quantitative robustness criteria to en-
compass all types of video noise.
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Robust-MSA. The Robust-MSA (Mao et al.,,
2022b) is developed primarily as a demonstration
platform to showcase the impact of raw video-level
perturbations on MSA models. The instance level
evaluation platform integrated in OpenVNA is care-
fully enhanced, derives partially from the Robust-
MSA system. It now provides support for a broader
spectrum of perturbation types, allows for custom
noise injection in JSON format, and includes other
notable advancements to enhance its capabilities.
Furthermore, the OpenVNA framework presented
in this paper strives for a more comprehensive
scope by establishing a standardized evaluation
process, facilitating seamless integration of newly
developed models, and providing noise generation
APIs to enable large-scale data generation with
real-world imperfections, specifically tailored for
human-centered video understanding applications.

3 System Design

In this section, we present the functionality of the
noise injection toolkit, the global robustness eval-
uation benchmark, and the GUI-based interface
for local behavior analysis. We commence with
the noise injection toolkit, as it occupies a central
position within the OpenVNA.

3.1 Noise Injection Toolkit

The noise injection module is designed to processes
raw video input in accordance with the provided
configuration. For raw data level noise, we imple-
ment a real_noise function to generate user-specific



Noise Type

Fine-grained Noise Category

Erasing Word Erasing Attack.

Text Replacement Word Replacement Attack.
ASR Error Automatic translation error using wav2vec2-large (Grosman, 2021).
Mute and Insulation Low-pass Filter and Volume Attenuation.

Audio Reverberation Hall Equalization and Room Equalization.
Color Noise ‘White, Pink, Brown, Blue, Violet and Velvet Noise.
Scenarios Noise Sudden Noise and Background Noise (traffic and music, etc.)
Visual Occlusion Partial Black Draw-box and Entire Black Screen.

Video Visual Blurriness Gaussian Blur and Average Blur.

Noises in Digital Images
Visual Noise on Color Space

Gaussian Additive Noise.
Contrast, Brightness, Saturation Adjustment, Color Inversion, Channel Switching.

Table 1: Types of raw data level noise supported in the OpenVNA framework. In general, eight categories of raw
video level noise with more than twenty fine-grained noise is covered in the OpenVNA.

Categories Integrated Dataset and Methods
Datasets Intention Mlntrec (Zhang et al., 2022)
Sentiment MOSI (Zadeh et al., 2016), MOSEI (Zadeh et al., 2018), SIMS v2 (Liu et al., 2022)

Tensor Regularization
Reconstruction
Translation

Methods

T2FN (Liang et al., 2019), TPEN (Li et al., 2020)
TFR-Net (Yuan et al., 2021), NIAT (Yuan et al., 2023), EMT-DFLR (Sun et al., 2023)
CTFN(Tang et al., 2021), MMIN (Zhao et al., 2021), GCNet (Lian et al., 2023)

Table 2: Integrated Datasets and Methods in OpenVNA.

noise according to the list of noise items indicating
the type of noise, start time, end time, and degree of
noise. Based on the above function, a class named
RealNoiseConfig is implemented to generate ran-
dom noise configurations given alternative noise
types and intensity levels. This class serves the
purpose of generating noisy test data or facilitating
noise-based augmentation. OpenVNA is capable
of adapting to different video formats for input, and
processing different video resolutions and duration,
efficiently completing original video processing.
For implementation, FFmpeg' library is utilized
for video format conversion and video editing.

Supported Noise. Human-centered video applica-
tions naturally contains three distinct modalities:
audio, visual, and textual modalities. At feature
level, all three modality can be regraded as ex-
tracted feature sequence, therefore existing pertur-
bations on time series data are considered, includ-
ing random feature drop (random erasure of feature
sequences with zero-padding vectors) and struc-
tural feature drop (erasing of feature sequences
with zero-padding vectors in succession) (Yuan
et al., 2023; Liang et al., 2021). While at raw data
level, audio, visual, and text are heterogeneous, dif-
ferent structure of noise should be considered sep-
arately. For textual modality, as the spoken words

"https://www.ffmpeg.org/
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are commonly obtained from the audio modality
using the Automatic Speech Recognition (ASR)
technique, ASR error? becomes the most common
noise, and supported in OpenVNA system. Besides,
attacks on text including word erasing or word re-
placement are also supported in OpenVNA APIs.
For the audio modality, four types of noise, simulat-
ing various noise sources, are considered, including
mute and insulation, reverberation, color noise in
laboratory environment, and additive real-world
scenarios noise. For visual modality, occlusion,
blurriness, noises in digital images, and noise on
color space are supported. Table 1 summarizes the
supported raw data level noise and provides brief
description for each type of noise, while detailed
introduction can be found in Appendix A.

3.2 Global Robustness Benchmark

OpenVNA offers researchers a unified pipeline for
robust MLU model training, comprising the dataset
module, method module, and evaluation module.
Here, we will introduce each module individually.
Dataset Module. The dataset module furnishes
a unified data loader interface for each supported
dataset with high extensibility. Users can specific
the used dataset for model reproduction using the

2ASR errors resulting from the injected audio modality
noise are also taken into account.



-dataset command line argument. As shown in Ta-
ble 2, OpenVNA now encompasses two specific
downstream tasks, namely multimodal sentiment
analysis (MSA) and multimodal intention recogni-
tion (MIR). For the MSA task, it offers support for
CMU-MOSI (Zadeh et al., 2016), CMU-MOSEI
(Zadeh et al., 2018) in English, as well as CH-SIMS
v2 (Liu et al., 2022) in Chinese. As for the MIR
task, it also integrates the Mintrec dataset (Zhang
et al., 2022). Detailed description of the above inte-
grated databases can be found in Appendix B. Addi-
tionally, it is noteworthy that the constructed noisy
instances are retained within the overall databases
to facilitate noise-based data augmentation.
Method Module. The method module offers a uni-
fied interface for model construction. Users can
specific the used approach using the --model com-
mand line argument. Besides performing model
training on original MLU datasets, OpenVNA pro-
vides optional robust training technique with gen-
erated noisy training data. By utilizing the --
augmentation argument, the framework will ad-
ditionally load the constructed noisy training in-
stances and treat them as augmented data during
the training process. Currently, as summarized
in Table 2, OpenVNA contains eight robust MLU
methods and can be roughly segmented into the
tensor regularization based methods (Liang et al.,
2019; Li et al., 2020), the reconstruction based
methods (Yuan et al., 2021; Sun et al., 2023; Yuan
etal., 2023) and the translation based method (Zhao
et al., 2021; Tang et al., 2021; Lian et al., 2023).
Detailed description of all above baselines are pre-
sented in Appendix D.

Evaluation Module. The batch-level evaluation
module of OpenVNA is devised with the aim of of-
fering a thorough quantitative performance compar-
ison between various methods under certain type
of noise. For quantitative comparison, OpenVNA
amalgamates the model performance across vary-
ing degrees of noise, offering a holistic evaluation
of the robustness pertaining to the given type of
noise. Specifically, OpenVNA utilizes Arbitrary
Interval Robustness (AIR) as evaluation metrics,

Yabs (f) = /:ma"

min

accy(f)do, (1)
where [0min, Omax| denotes the range of consid-
ered imperfection levels, which may vary for dif-
ferent types of video perturbation. This criteria ge-
ometrically evaluates the area under the accuracy-
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imperfection curve. In default evaluation process
in OpenVNA, the integral is approximately calcu-
lated by uniformly taking the function values of 10
interior points on the interval. Besides quantitative
results, performance curve are also provided for
intuitive demonstration.

3.3 Local Robustness Interface

The instance-level evaluation module is an GUI-
based web platform designed to provide a user-
friendly interface for intuitive noise injection, er-
ror case studies, and even model diagnosis. It fa-
cilitates an intuitive comparison of the extracted
modality features and model predictions between
the original and noisy video clips. In terms of im-
plementation, the frontend of the platform is con-
structed using Vue 3.0, while the backend is crafted
using the Flask library in Python. Detailed installa-
tion instructions for the platform are provided on
GitHub to enhance user accessibility.

4 Framework Evaluation

4.1 Noise Injection Toolkit

We present an example of injecting raw data level
noise with the provided APIs below. In this ex-
ample, for the visual modality, noise is randomly
chosen from ‘Gaussian blur’ and ‘blank’, covering
80% of the video clip with a noise intensity of 0.5.
Meanwhile, for the acoustic modality, ‘reverbera-
tion’ noise with a noise intensity of 0.3 is injected
into the entire (100%) audio waveform.

i from noise_api.real_noise import
real_noise, real_noise_config

5

3 ¢cfg = real_noise_config(

4 "test.mp4",

5 mode = "random_full",

6 v_noise_list = ["gblur"”, "blank"],
v_noise_num = 2,

8 v_noise_ratio = 0.8,

9 v_nhoise_intensity = 0.5,

10 a_noise_list = ["reverb"],

11 a_noise_num = 1,

12 a_noise_ratio = 1.0,

13 a_noise_intensity = 0.3,

14 )._asdict ()

15

16 # Noise Injection with cfg.

17 real_noise(

18 "examples/test.mp4",

19 "examples/test_out.mp4”, x*xcfg

)

Listing 1: An example of injecting raw data level
noise using OpenVNA framework.



Model R-Drop S-Drop G-Blur Impulse Color-W BG-Park
Acc-2 F1 Acc-2 F1 Acc-2 F1 Acc-2 F1 Acc-2 F1 Acc-2 F1

TPFEN 64.06 6296 | 6476 64.04 | 7691 76.81 | 76.77 76.63 | 61.95 59.61 | 62.19 59.57
T2FN 64.97 63.70 | 66.56 65.88 | 77.61 77.58 | 77.33 77.14 | 62.63 60.88 | 62.07 60.21
MMIN 63.33 6223 | 6590 6545 | 7647 76.53 | 7634 7642 | 60.31 59.90 | 59.32 58.87
CTFN 6235 60.09 | 6348 61.86 | 76.87 76.88 | 76.98 7698 | 63.13 61.50 | 62.04 60.61
GCNET 63.84 63.01 | 6478 62.80 | 76.44 76.10 | 7635 76.30 | 59.10 58.58 | 59.76  58.92
TPFN* 66.89 63.06 | 67.54 6556 | 76.34 76.35 | 77.30 77.22 | 63.39 6190 | 62.74 60.05
T2FN* 65.70 64.21 | 66.15 62.11 | 76.34 7635 | 76.23 7624 | 63.02 59.26 | 62.16 59.29
MMIN* 66.76 64.74 | 68.19 66.09 | 76.31 7629 | 76.84 76.78 | 62.62 61.54 | 61.72 61.55
CTFN* 66.54 65.05 | 66.73 66.04 | 77.14 77.09 | 76.82 76.79 | 63.32 61.27 | 62.94 61.23
GCNET* 66.32 63.70 | 67.44 63.80 | 76.26 76.17 | 7547 7523 | 62.05 59.72 | 61.34 60.27
TFR-Net* 6747 6593 | 6755 6684 | 76.06 76.03 | 76.36 7631 | 63.07 61.81 | 61.80 6195
NIAT* 66.32 66.19 | 6494 63.66 | 76.51 7654 | 76.11 76.02 | 63.29 62.64 | 63.04 62.50
EMT-DLFR* | 67.93 6722 | 68.85 68.37 | 77.41 7745 | 76.69 76.80 | 63.36 63.34 | 63.81 63.85

Table 3: The performance of baselines on SIMS v2 dataset under random drop (denote as R-Drop), strutural drop
(denote as S-Drop), Gaussian blur (denote as G-Blur), impulse value noise (denote as Impulse), white color noise
(denote as Color-W) and background noise in park (denote as BG-Park). Models marked with a * indicate the
utilization of noise-based data augmentation techniques for robust training.

Type Indicator Interval
R-Drop Missing Rate [0.0, 1.0, 0.1]
S-Drop Missing Rate [0.0, 1.0, 0.1]
G-Blur Sigma of Gaussian blur [0, 10, 1]
Impulse  Strength for specific pixel [0, 100, 10]
Color-W Amplitude of the Noise [0, 0.10, 0.01]
BG-Park Amplitude of the Noise [0.0, 1.0, 0.1]

Table 4: Considered noise interval and brief description,
where intervals are recorded in format [min, max, step].

4.2 Global Robustness Benchmark

The global robustness benchmark contains both
quantitative model comparison as well as the quali-
tative performance curve analysis.

Quantitative Model Comparison. In Table 3,
we recorded the AIR metrics for typical type of
noise on SIMS v2 dataset. Specifically, six types of
noise are considered. For feature level noise, perfor-
mance under random drop (denote as R-Drop) and
structural drop (denote as S-Drop) are recorded.
While for raw video level noise, Gaussian blur (de-
note as G-Blur) and impulse value noise (denote as
Impulse) are evaluated for visual, white color noise
(denote as Color-W) and background noise in park
(denote as BG-Park) are utilized for audio modal-
ity. The noise level intervals being considered are
documented in Table 4. Models marked with *
indicate the utilization of noise-based data augmen-
tation techniques, where the augmented data are
generated by random drop. It can be observed that
model robustness can be enhanced through noise-
based augmentation even for unseen type of noise.
More experimental results for other datasets are
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Figure 2: Fine-grained performance curve provided in
OpenVNA for global robustness evaluation.

provided on Github?.

Qualitative Performance Curve. OpenVNA also
offers fine-grained performance curve comparison.
As depicted in Figure 2, it allows researchers to
analyze global performance from two perspectives.
Firstly, comparisons can be made on the same type
of noise with different models (the left sub-graph in
Figure 2), providing an intuitive demonstration of
how different models perform as the noise intensity
increases, and aiding in model selection for various
applications. Secondly, comparisons can be made
on the same model with different types of noise
(the right sub-graph in Figure 2), illustrating the
model’s sensitivity to each type of noise further
enables model diagnosis and refinement.

4.3 GUI-based Interface for Local Analysis

The overall workflow of analyzing MLU model
behavior through the provided GUI-based inter-
face contains four main steps. Firstly, the user
should upload their original video file. The Auto-

3https: //github.com/thuiar/OpenVNA
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Figure 3: The GUI-based Interface of Noise Injection.

matic Speech Recognition (ASR) technique with
wav2vec-large (Grosman, 2021) is employed to
generate spoken words. Following generation pro-
cess, users can manually edit and correct the ASR
outputs. Based on the revised transcript, CTC
segmentation (Kiirzinger et al., 2020) is used to
find utterance alignments within the audio files.
Secondly, users can perform customized noise in-
jection either by completing noise configuration
forms or by directly applying specific noise onto
the video. We provide the GUI-based interface of
the noise injection step in Figure 3. The provided
interface provides the boundaries of each recog-
nized words and thus supports injecting aligned
modality noise. After editing the noise configura-
tion, the selected noise item will be found below
in the injected noise table. The noise injection is
processed after clicking the generate button. User
can preview the generated noisy instance before
performing local analysis. The third step becomes
the selection of the evaluation model and optional
denoising technique. Finally, the comparison of
extracted feature sequences as well as the model
prediction is demonstrated for error cases analysis
and causality analysis. An example of the demon-
stration is shown in Figure 4.

5 Conclusion

In this work, we introduce OpenVNA, an open-
source framework tailored for analyzing the be-
havior of multimodal language understanding sys-
tems under noisy conditions. This developed frame-
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Figure 4: The GUI-based Interface of the Local model
behavior analysis.

work facilitates future researchers in two key ways.
Firstly, OpenVNA serves as a highly extensible
global robustness evaluation benchmark, integrat-
ing two video understanding tasks, four databases,
and eight robust baselines. With a unified evalu-
ation pipeline, convenient baseline reproduction
is achievable, which enables a fair performance
comparison. Moreover, with flexible noise injec-
tion toolkits, the provided pipeline further empow-
ers researchers to assess designed models under
analogous noise, which can be regarded as a supe-
rior simulation for real-world application scenarios.
Secondly, OpenVNA provides a GUI-based inter-
face for local model behavior analysis. Through de-
tailed comparisons of extracted feature sequences
and model predictions, ad-hoc model behavior ex-
planations can be formulated, facilitating error case
analysis and model diagnostics. The authors firmly
believe that OpenVNA will make a significant con-
tribution to the advancement of robust multimodal
applications and foster future research endeavors.
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A Details of Supported Noise

Detailed description of raw data level audio noise
is provided as follows,

Emulation of Mute and Insulation. Due to the
occurrence of insulation or translation errors, some
voice components might be lost in the recorded
audio wave form. A low-pass filter is employed
to replicate the insulation effect, as high-frequency
components are more susceptible to insulation. Ad-
ditionally, a mute mode is incorporated to simulate
the translation error and severe volume attenuation.
Emulation of Reverberation. Reverberation is
a common speech phenomenon that arises within
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enclosed spaces, resulting from the superposition
of direct and reflected sounds. This study involves
simulating two archetypal forms of reverberation,
namely hall and room equalization, by employing
finite impulse response filters with pre-established
reverberation hyperparameters.
Color Noise in Laboratory Environment. Color
noise is a series of meticulously crafted laboratory-
generated noise, stemming from the domain of psy-
chological acoustics. It provides researchers with
an ideal and controllable emulation of various en-
vironmental noises. Within this study, we have
amalgamated six common types of color noise -
white, pink, brown, blue, violet, and velvet noise
- and blended them with the original speech to as-
sess the overall robustness of the model. For an
elaborate elucidation and depiction of each variant
of color noise, comprehensive information can be
found on the demo website, and Github.
Real-world Scenarios Noise. In addition to the
ideal simulations, this study also presents nine dis-
tinct real-world recordings of acoustic noise from
various environments, such as noise captured in
parks, restaurants, and others. A comprehensive
description and instances can be accessed on the
public website. The real-world noise scenarios
offered are properly combined with the original
speech to effectively demonstrate the potential im-
pacts on downstream video understanding tasks
when exposed to such types of noise.

Detailed description for raw data level visual
noise is provided as follows,

Visual Occlusion. Video clips in real-world appli-
cations may encounter occlusion in certain parts of
the video region. The OpenVNA framework intro-
duces occlusion by overlaying a black draw-box to
cover the designated region.

Visual Blurriness. The most common types of blur
include Gaussian blur, box blur, variable blur and
radial blur. The developed OpenVNA implements
Gaussian blur, which emulates a "frosted glass"
effect, and the box blur, which imitates the Bokeh
effect of a single-lens reflex camera.

Noises in Digital Images. This type of noise is
naturally prevalent in digital images during image
acquisition, coding, transmission, and processing
stages. The OpenVNA framework incorporates
Gaussian additive noise that normalizes the his-
togram concerning the gray values.

Visual Noise on Color Space. To introduce noise
in the color space, the OpenVNA framework offers



Model R-Drop S-Drop G-Blur Impulse Color-W BG-Park
Acc-2 F1 Acc-2 F1 Acc-2 F1 Acc-2 F1 Acc-2 F1 Acc-2 F1

TPFEN 6426 56.22 | 65.69 6148 | 78.81 78.92 | 79.85 7990 | 62.17 61.82 | 63.12 62.94
T2FN 64.07 59.19 | 63.87 5992 | 79.14 79.19 | 7943 79.40 | 6472 64.64 | 6523 65.24
MMIN 64.89 56.64 | 66.66 63.05 | 79.42 7949 | 80.58 80.53 | 62.94 62.65 | 63.57 63.41
CTFN 65.52 57.76 | 67.61 63.92 | 80.02 80.05 | 79.44 79.51 | 66.34 66.19 | 66.39 66.19
GCNET 64.23 60.40 | 64.12 56.11 | 78.86 78.90 | 7833 7826 | 64.18 6429 | 65.11 65.25
TPFN* 63.61 61.18 | 66.70 65.72 | 79.83 79.88 | 78.98 7895 | 62.62 6246 | 63.17 62.90
T2FN* 63.69 6246 | 6422 63.74 | 7896 79.02 | 79.32 7932 | 6248 62.64 | 6475 64.63
MMIN* 65.53 64.39 | 67.05 6531 | 80.56 80.49 | 81.05 80.99 | 65.57 65.00 | 67.62 66.99
CTFN* 65.60 63.63 | 6493 6453 | 7843 7854 | 79.21 7928 | 64.89 6492 | 66.01 65.85
GCNET* 6298 61.51 | 6476 63.75 | 76.46 76.59 | 78.48 7838 | 6558 65.59 | 65.07 64.89
TFR-Net* 67.39 6648 | 66.60 6490 | 81.88 81.92 | 82.20 8230 | 6498 6493 | 6747 67.35
NIAT* 6792 67.19 | 70.65 70.23 | 83.66 83.67 | 84.27 84.15 | 66.29 6598 | 66.87 67.01
EMT-DLFR* | 68.67 67.51 | 71.00 70.79 | 84.16 84.17 | 84.79 84.73 | 66.48 66.55 | 65.10 64.85

Table 5: The performance of selected baselines on MOSI dataset. * indicates that data augmentation is applied, and
the augmentation type is consistent with the validation type.

strategies for contrast, brightness, saturation, and
gamma adjustments, effectively simulating diverse
illumination environments using color filters. Be-
sides, color inversion and channel switching (e.g.,
from ’RGB’ to "BGR”) are also integrated.

B Details of Integrated Databases

The framework offers support for three distin-
guished benchmark datasets, namely MOSI, MO-
SEI, and CH-SIMS v2, meticulously curated for
Multimodal Sentiment Analysis (MSA) endeavors.
Furthermore, it encompasses the MIntRec dataset,
designed to cater to the domain of Multimodal In-
formation Retrieval (MIR) tasks.

CMU-MOSI (Zadeh et al., 2016) is a widely used
MSA dataset containing 2199 video clips from 93
YouTube movie review videos. Labels range from
-3 (strongly negative) to 3 (strongly positive).
CMU-MOSEI (Zadeh et al., 2018) is an extended
version of the MOSI dataset, designed to include
a larger number of utterances, a wider range of
samples, speakers, and topics. It consists of 23,453
annotated video segments extracted from 5,000
videos. The dataset includes utterances from 1,000
distinct speakers and covers 250 different topics.
CH-SIMS v2 (Liu et al., 2022) is a popular Chinese
MSA benchmark dataset. It has doubled the size
of the original CH-SIMS dataset, making it more
comprehensive and diverse. Notably, this dataset
has been verified to demonstrate the significance
of nonverbal behaviors in predicting emotions.
MIntRec (Zhang et al., 2022) formulates intent
classification based on data collected from the TV
series Supermarkets. The dataset consists of 2,224
high-quality samples with text, video, and audio

patterns, and includes 20 intent categories.

C Feature Extraction

For all experiments in this paper, the MMSA-FET
toolkit (Mao et al., 2022a) is employed to extract
unaligned features. For visual modality, we extract
35 dimensions of Action Units (AUs) as described
in OpenFace (Baltrusaitis et al., 2016) and 136
dimensions of 68 facial landmarks, at a sample
rate of 10 frames per second. For audio modality,
we use the eGeMAPSv02 feature set (Eyben et al.,
2015), which is of 25 dimensions. For the text
modality, we use BERT (Kenton and Toutanova,
2019) which consists of 768 dimensions.

D Details of Integrated Baselines

Tensor regularization based methods: T2FN
(Liang et al., 2019) uses tensor rank minimiza-
tion to regularize the high rank caused by partial
missing modalities. TPEN (Li et al., 2020) takes
high-order statistics over both modalities and tem-
poral dynamics into account, and calculate outer
products along time-steps.

Reconstruction based methods: TFR-Net (Yuan
et al., 2021) exploits intra-modal and inter-modal
attention-based extractors to learn robust represen-
tations for each element in modality sequences
and then use a reconstruction module to generate
the missing modality features. EMT-DLFR (Sun
et al., 2023) improve former low-level feature re-
construction with high-level feature attraction to
achieve robust performance. NIAT (Yuan et al.,
2023) integrates noise-aware adversarial training
and utterance-level semantics reconstruction to nar-
row the representation gap between original and
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noisy data pairs.

Translation based methods: cTFN (Tang et al.,
2021) models bi-directional cross-modality inter-
correlation in parallel via couple learning, and es-
tablishes a hierarchical architecture to exploit multi-
ple bi-directional translations. MMIN (Zhao et al.,
2021) learns robust joint multimodal representa-
tions via the Cascade Residual Auto-encoder and
Cycle Consistency Learning. GCNET Lian et al.
(2023) leverages graph neural networks to capture
temporal and speaker information in conversations,
aiming to learn discriminative representations from
modality-incomplete conversational data.

E Supplementary Experiments

To gain a deeper understanding of the model’s per-
formance across various noise conditions, we have
carefully chosen six distinct types of noise. For fea-
ture level noise, performance under random drop
(denote as R-Drop) and structural drop (denote as
S-Drop) are recorded. While for raw video level
noise, Gaussian blur (denote as G-Blur) and im-
pulse value noise (denote as Impulse) are evaluated
for visual, white color noise (denote as Color-W)
and background noise in park (denote as BG-Park)
are utilized for audio. By introducing these noise
types, our objective is to evaluate how the model be-
haves and performs in different noisy environments.
This analysis will enable us to assess the model’s ro-
bustness and adaptability to various noise sources,
potentially identifying areas that require improve-
ment. Table 3 presents the results on the SIMS v2
dataset, while Table 5 showcases the results on the
MOSI dataset.
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Abstract

Structured Natural Language Processing
(XNLP) is an important subset of NLP that
entails understanding the underlying semantic
or syntactic structure of texts, which serves as a
foundational component for many downstream
applications. Despite certain recent efforts
to explore universal solutions for specific
categories of XNLP tasks, a comprehensive
and effective approach for unifying all XNLP
tasks long remains underdeveloped. Mean-
while, while XNLP demonstration systems
are vital for researchers exploring various
XNLP tasks, existing platforms can be limited
to, e.g., supporting few XNLP tasks, lacking
interactivity and universalness. To this end,
we propose an advanced XNLP demonstration
system, where we leverage LLM to achieve
universal XNLP, with one model for all with
high generalizability. Overall, our system
advances in multiple aspects, including
universal XNLP modeling, high performance,
interpretability, scalability, and interactivity,
offering a unified platform for exploring
diverse XNLP tasks in the community.!

1 Introduction

XNLP has been referred to as a special form of
NLP tasks that involves holistically analyzing and
interpreting the underlying semantic or syntactic
structure within a text, such as Syntactic Depen-
dency Parsing (Nivre, 2003), Information Extrac-
tion (Wang and Cohen, 2015), Coreference Reso-
lution (Lee et al., 2017), and Opinion Extraction
(Pontiki et al., 2016), etc. Figure 1 (upper part)
illustrates some representative XNLP tasks under
different categories. XNLP has been infrastructural
for a wide range of downstream NLP applications,
such as Knowledge Graph Construction (Bosselut
et al., 2019), Empathetic Dialogue (Rashkin et al.,
2019), and more newly-emerging applications and
techniques (Tang et al., 2020).

'XNLP is online: https://xnlp.haofei.vip
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Figure 1: Illustration of the Structured NLP (XNLP)
tasks, and the unification of XNLP by decomposing into
the predictions of spans and relations.

As the key common characteristics, all the
XNLP tasks have revolved around predicting two
key elements from input: 1) textual spans and
2) relations between spans (Fei et al., 2022b),
as depicted in the Figure 1 (lower part). Tradi-
tional efforts for XNLP have treated each task
independently, which has led to limited utiliza-
tion of shared features among XNLP tasks (He
et al., 2019), and sub-optimal model generalization
across different datasets (Chauhan et al., 2020),
such as cross-language and cross-domain scenar-
ios. In this paper, we emphasize the importance
of Model Unification as a crucial topic in NLP.
By unifying various NLP tasks under the XNLP
framework, we can take advantage of the shared
characteristics among tasks, leading to better model
generalization and improved performance in realis-
tic scenarios of product deployment.

Despite recent certain efforts in exploring uni-
versal solutions for some categories of XNLP tasks,
such as Unified Sentiment Analysis (Chen and

Video demonstration at https://youtu.be/bOc-9HELEVw
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Qian, 2020; Fei et al., 2022a), and Universal Infor-
mation Extraction (UIE; Lu et al., 2022; Fei et al.,
2022b), a comprehensive and effective approach
for unifying all XNLP tasks has not been fully es-
tablished. Fortunately, Large Language Models
(LLMs) (Vaswani et al., 2017; Raffel et al., 2020)
present a potential solution for unification across
all XNLP tasks. There is a recent development in
the form of LLMs, e.g., ChatGPT (Ouyang et al.,
2022), LLaMA (Touvron et al., 2023) and Vicuna
(Peng et al., 2023), that have shown promising ad-
vancements in NLP and other fields. LLMs, with
sufficient sizes of model and data, have demon-
strated impressive generalization capabilities, well
supporting the idea of “One model for all” (Ope-
nAl, 2023). In this work, we propose taking advan-
tage of LLMs to achieve universal XNLP, address-
ing the lack of a well-defined and holistic approach.

On the other hand, demonstration systems play
a crucial role for researchers (especially beginners)
exploring various XNLP tasks, providing a plat-
form to analyze and understand the functionalities
of different NLP components and their applications.
While there are existing widely-used XNLP demo
systems, such as CoreNLP?, AllenNLP3, we have
observed several key issues with them: 1) limited
to only a few specific tasks; 2) lacking interactive
and extensible features, making it challenging to
support dynamic growth in new XNLP tasks; 3)
not universal systems, requiring separate models
for each task, which can lead to increased over-
head. To address these limitations, this work aims
to build an advanced platform that provides supe-
rior XNLP demonstrations and benefits the broader
NLP community.

In summary, our system advances in the follow-
ing aspects.

1) Universalness
* Our XNLP system takes the existing open-

source LL.Ms as the backbone engine with
excellent generalization capabilities, en-
abling unified prediction of various XNLP
tasks, leading to a streamlined and cohesive
XNLP ecosystem.
The LLM-based system supports end-to-end
predictions for complex structured tasks, re-
gardless of whether the spans are nested or
discontinuous, making it versatile and adapt-
able to different linguistic structures.

2http://corenlp. run/
3https ://demo.allennlp.org/
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2) High Performance

* Our system is capable of few-shot or weakly-
supervised learning. Having undergone ex-
tensive pre-training, LL.Ms do not require
in-domain fine-tuning on specific task data.

Our system supports open-label and vocabu-

lary predictions, utilizing LLM’s generaliza-

tion capabilities to discover new labels and
vocabs with superior out-of-domain general-
ization.

Our approach naturally lends itself to cross-

lingual, code-switching, and cross-domain

settings.

3) Scalability&Interpretability & Interactivity

* The system allows dynamic addition and def-
inition of new tasks, requiring users only to
provide demonstrations for the new tasks.

Predictions generated by our system are in-

terpretable, as LLMs are able to provide ra-

tionales for their decisions, explaining why

a specific result is produced.

* The system enables user-machine interac-
tion, empowering users to provide feedback,
thereby allowing the system to refine its pre-
dictions based on user input.

2 Related Work

2.1 Structured NLP

Over the last few decades, XNLP has garnered sig-
nificant research attention, with several works ad-
dressing specific aspects of XNLP tasks, spanning
from linguistic/syntactic parsing (Kitaev and Klein,
2018), to information extraction (Mikheev et al.,
1999), to semantic analysis (He et al., 2017) and
to sentiment analysis & opinion mining (Wu et al.,
2021). Prior studies and efforts have been paid
and achieved notable developments for each of the
XNLP tasks, such as Syntactic Dependency Pars-
ing (Nivre, 2003), Information Extraction (Wang
and Cohen, 2015), Coreference Resolution (Lee
et al., 2017), and Opinion Extraction (Pontiki et al.,
2016), etc. Different XNLP tasks may have dif-
ferent specific task definitions, while prediction
formats of all the XNLP tasks can be reduced to
the same prototype: the term extraction and relation
detection (Lu et al., 2022; Fei et al., 2022b).

Demonstration for XNLP. The development of
demonstration platforms has been crucial for edu-
cational and academic purposes, e.g., aiding re-
searchers to explore various tasks and gaining
hands-on experiences. Existing widely-employed
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Figure 2: The overall architecture of our XNLP system
includes the frontend module and the backend module.

open demo systems for XNLP include CoreNLP*,
AllenNLP3 and Explosion.ai® etc. While offering
user-friendly web interface for users to access a
set of XNLP functionalities, there remain certain
limitations, such as lacking flexibility for incorpo-
rating new tasks, non-universalness for model and
cross-domain generalization.

2.2 Model Unification

There have been notable efforts to explore univer-
sal modeling for a type of NLP tasks (Chen and
Qian, 2020; Fei et al., 2022a; Lu et al., 2022; Fei
et al., 2022b), showcasing the benefit and potential
of model unification, e.g., better leverage of shared
characteristics and knowledge across tasks, sim-
plified model maintenance, and enhanced system
efficiency. However, a comprehensive and effec-
tive approach for unifying all XNLP tasks remains
under-investigated. In this work, by capitalizing on
LLM’s robustness and broad applicability, we aim
to pave the way for an advanced unified framework
capable of handling diverse XNLP tasks effectively.

3 System Design
Architecture overview. We design our XNLP

demo system into a web interface form. Built based

*http://corenlp.run/
5https ://demo.allennlp.org/
6https ://explosion.ai/
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on the Django’ framework, XNLP divides the func-
tions into the frontend module and the backend
module. As shown in Figure 2, the frontend takes
user inputs and displays the visualization of out-
puts, and the backend provides task prediction ser-
vices with LLM as its core engine, based on the
in-context learning paradigm. Also, it is possible
for multi-turn interactions between frontend and
backend.

3.1 Backend

Backbone LLM. Among a list of open-source
LLMs, we consider the Vicuna-13B? as our back-
bone. Trained by fine-tuning LLaMA (Touvron
et al., 2023) on user-shared conversations collected
from ShareGPT, Vicuna has achieved more than
90% of OpenAl ChatGPT’s (Peng et al., 2023)
quality in user preference tests.

In-context learning. To elicit LLM to induce
task predictions, we build in-context prompts. We
note that to ensure the support of universal XNLP
for any potential tasks and inputs, the prompt tem-
plate should cover rich and informative information
from the user end. Thus, we design the prompt by
mainly covering the task name, task description,
task demonstration, task label set, executing for-
mat, input text, language and domain.

{Task-desc}

For example, {Task-demo}

Note the task output format should
be with this: {Exe-format}

And generally, the desired predicted
labels should be within the following
given label set: {Task-label}

Now, given
“{Input-text}”,
of {Task-name}.

a new test input:

please do the task

Note the input is with {Language}
language, and the text is from the
{Domain} domain.

Please predict all possible results
strictly following the exact given
format, without any other output of
explanations.

Fed with the above prompt, the LLM is ex-

"https://www.djangoproject.com/, v4.2.4
8ht’cps: //github.com/1lm-sys/FastChat
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pected to output prediction in the provided format
(executing format), with which, the post-process
program further parses and polishes the structure
result, and packs data to return to the frontend.

Broad-cover structure-aware instruction tuning.
While LLM’s outputs are sequential, XNLP tasks
are highly structured. Thus, we expect the LLM to
generate strictly structural results conditioned on
sequence inputs. We consider further tuning the
LLM with a broad-cover structure-aware instruc-
tion tuning mechanism. Instruction tuning is an
emergent paradigm of LLM fine-tuning wherein
natural language instructions are leveraged with
LLM to induce the desired result more accurately.
We write the XNLP predictions (outputs) for any in-
put prompt by formatting the predictions into task-
agnostic (i.e., task broad-covering) well-formed
structure representations as in Fei et al. (2022b).

Structure formatting. As aforementioned, all
the XNLP can be unified by predicting two key ele-
ments: the term extraction (with the span attribute)
and relation detection (with the relation type), as
illustrated in Figure 1. To unify all XNLP tasks,
we follow Fei et al. (2022b) and design a structure
formatter, where all the XNLP task outputs share
the same structural representations. As shown in
Figure 4, under the structure formatted, all XNLP
tasks have been divided into the span extraction,
pair extraction and hyper-pair extraction.

3.2 Frontend

As illustrated in Figure 2 (upper part), the fron-
tend of XNLP receives inputs of 1) texts or user
feedback or 2) task metadata (pre-defined or user-
defined), and exhibits outputs from LLM. Follow-
ing we mainly describe the key features of the fron-
tend module as listed below.

Pre-defined XNLP tasks. To facilitate the user
operation, we pre-defined total 22 XNLP tasks,
covering four frequent categories, including Syntax
Parsing, Information Extraction, Semantic Analy-
sis and Sentiment/Opinion Mining.

New task definition. As there are rapidly-
emergent XNLP tasks in the NLP community, it
is impossible to cover it all in the pre-definition.
We thus allow users to define their own XNLP
tasks. This can be easily accomplished in our sys-
tem without much effort, as the LLM has excep-
tional zero-shot performance and understanding
ability. We require from the user only the rask

name, task description, task demonstration, task
label set, executing format.

XNLP structure visualization. The key role of
XNLP system is the visualization of the task out-
put structure. We employ the open-source brat
system” to realize this. brat has been shown very
popular and effective in rendering structured data,
with pretty visualization and stable functions.

Rationale for explainable task prediction. Be-
sides the visualization of direct task results, we also
display the rationale for each prediction, allowing
seeing what and knowing why. This is especially
meaningful for the beginners of the researchers
for XNLP tasks. To enable this, we just ask LLM
“How and why do you make your decision?” after
each task prediction.

Enhancing prediction with user interaction.
To take full advantage of the LLM, we further al-
low users to interact with our system by providing
any feedbacks, so that users can revise the task
predictions whenever they feel the results are not
incorrect or coincident with their minds. To reach
this, we also add another round of query to LLM,
by asking “The above prediction is not all right,
because Feedback. Please do the task again by
carefully taking the feedback here”.

4 System Walkthrough

Figure 3 gives a comprehensive walkthrough of
how the system can be operated by users.

» Step-1. users select or define a task;

» Step-2. users go through (for pre-defined)
or fill in (for user-defined) the task
prompt;

» Step-3. users key in the text to analyze;

» Step-4. users submit the text & metadata and
request result;

» Step-5. users can browse the visualization of
task output;

» Step-6. users observe the rationale of this re-
sult;

» Step-7. users can further provide feedback for
the system to re-generate result,

Following we demonstrate XNLP system by walk-
ing readers through several important functions.

4.1 User-allowed Operations

Pre-defined XNLP task selection. For the first
step, users should select an XNLP task template

9https: //brat.nlplab.org/
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head word and a depending word.

- Dependency Parse Tree:
det(dog, The);
amod(dog, big):
amod(dog, brown);
nsubj(barks, dog);
root{ROQT, barks);

Dependency Parsing

- Input: "The big brown dog barks loudly."

— Task Labelset — — Format —

[head token, arc label,
dependent token], such
as [dog, det, The], [dog,
amod, big], [dog, amod,
brown], [barks, nsubj,
dog], [barks, advmod,
loudlyl, [barks, punct, .]

- Dependent arc labels: ['acl’,
‘acomp’, ‘advcl’, ‘advmed’, ‘agent’,
‘amod’, 'appos’, ‘attr’, ‘aux’,
‘auxpass’, 'case’, 'cc’, 'ccomp’,
‘compeund’, 'canj’, 'cop’, ‘csubj’,
‘csubjpass’, ‘dative’, 'dep’, ‘det’,
‘discourse’, 'dislocated’, ‘dobj’,
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provided in the input sentence.

=, — Prediction Rationale —

The" is a determiner (det) that modifies the noun “sun” to indicate a specific sun.

. "Sun” is the subject (nsubj) of the verb "rises,” indicating that the sun is performing the action of rising.

. "Rises” is followed by a punctuation mark (punct), indicating the end of the sentence.

. "Rises” is modified by the adverb "in,” indicating the direction or location of the rising.

. "Rises" is further described by the adjective "east,” specifying the specific direction of the rising.

. "Rises” is in the case (case) of "the,” indicating a grammatical relationship between the verb and the article,

These interpretations are based on the syntactic and grammatical rules of the English language and the
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Figure 3: Screenshot of the XNLP web application, where key functions are annotated.
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Figure 4: Structure formatter for universal XNLP.

Pair Extraction

|

Hyper-pair Extraction

from the 22 system pre-defined pools. The opera-
tion is shown in Figure 7 in Appendix §A.

New task definition. Or, user can define their
own tasks. As shown in Figure 8 in Appendix §B,
users should decide the task name, and fill in the
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task metadata (task prompt) as shown in Figure 3,
and also select a pre-defined task with which the
new task shares most similarity.

Language and domain notifications. To enable
more accurate predictions, it is better to explicitly
notify LLM what language and domain the input
has. Figure 10 in Appendix §D and Figure 11 in
Appendix §E illustrate the operations, respectively.

Improving/Revising Prediction with User Feed-
back Figure 9 in Appendix §C showcase the op-
eration for the multi-turn user interaction.

4.2 Task Visualization

Here we showcase the XNLP task visualizations
of real examples via our system. Figure 5 renders
the outputs for the four task clusters, with each
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Figure 5: Screenshots of the visualizations of 12 representative XNLP tasks. Best viewing with zooming in.

showing three representative task results, such as:

Syntax parsing, including Part-of-Speech (POS)
Tagging, Dependency Parsing and Constituency
Parsing.

Semantic analysis, including Semantic Role La-
beling (SRL), Coreference Resolution, and Intent
Recognition and Slot Filling.

Information extraction, including Named En-
tity Recognition (NER), Relation Extraction, and
Event Extraction.

Sentiment/opinion mining, including Aspect-
based Sentiment Analysis (ABSA), Sentiment
Triplet Extraction and Opinion Role Labeling.

We can observe from the visualizations that, 1)
the structure visualizations are pretty, owing to the
use of the brat system; 2) the results of tasks are cor-
rect, for which we give the credit to the integration
of LLM, and also the broad-cover structure-aware
instruction tuning mechanism.

5 Performance Evaluation

To quantitatively verify the performance of the
backbone LLLM on XNLP tasks, we now perform
evaluations. We compare the Vicuna (13B) with
the ChatGPT over 100 randomly selected test in-
stances of 6 XNLP tasks. The experiments are
based on one-shot in-context learning, i.e., with
one demonstration as input. Figure 6 shows the
comparisons. We see Vicuna has a slightly lower
performance than ChatGPT, while Vicuna after
broad-cover structure-aware instruction tuning (Vi-
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Figure 6: Comparisons (end-to-end prediction, in accu-
racy) between ChatGPT and Vicuna on XNLP tasks.

cuna+StrulT) shows results even much better than
ChatGPT, with smaller model size (13B vs. 175B).

6 Conclusion

We present XNLP, an advanced online demonstra-
tion system for interaction and visualization of
XNLP tasks. XNLP, built upon LLM, effectively
models all the XNLP tasks universally, achieving
one model for all in zero-shot or weak supervision.
XNLP not only renders the output structures with



delicate visualizations, but also provides rationales
for interpretable predictions. Also, XNLP allows
the users to define newly emergent XNLP tasks;
and enables users to dynamically revise the output
with multi-turn interactions. Our XNLP contributes
to the community by paving the way for a unified,
scalable, and interactive demonstration platform.

Limitations

The focus of this paper was introducing an open
online web application (demonstration system) to
make the interaction of XNLP tasks available to as
many practitioners as possible, but there are a cou-
ple of limitations in the system and the model we
proposed. First, our system is based on the web ser-
vice form, with the LLM running at the backend de-
ployed at the online server, where sometimes when
the Internet traffic is bad, the user may wait for
too long to get the response. Second, as the LLM
essentially generates sequential texts of any inputs,
there are chances that the output texts include prob-
lematic structured formatter (i.e., structural repre-
sentations, cf. Figure 4). With ill-formed structural
representations, it is problematic to parse them into
correct data used for rendering into brat visualiza-
tion, i.e., causing failure prediction. Third, as one
of the nature characteristics, LLM may sometimes
generate false output, or do not obey the input in-
structions, which has been called the Hallucination
phenomenon (Varshney et al., 2023). In such case,
the user experience will be affected. Lastly, the
current version of the system is still at a basic stage,
and there are functionalities at the user interface
level that need further polishing and improvement
in subsequent updates.

Ethics Statement

Our XNLP system uses the LLM as backbone.
While the Vacuna model is fine-tuned on the pre-
trained LLaMA model, which is known to contain
some toxic contents (Schick et al., 2021), an in-
ternal check does not reveal any toxic generation.
However, there is a potential risk that the Vacuna
could generate toxic text for users due to the under-
lying black-box LLM.
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A Selection of Pre-defined XNLP Tasks
See Figure 7.

— Task —
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* Syntax Parsing * POS Tagging

* Information Extraction * Chunking
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® Sentiment/Opinion Mining * Dependency Parsing

* Semantic Dependency Parsing

B S|

Figure 7: Screenshot of the selection panel of pre-
defined XNLP tasks.

B New XNLP Task Definition
See Figure 8.

C Multi-turn Interactions with User
Feedback

See Figure 9.

D Text in Different Language
See Figure 10.
E Text in Different Domain

See Figure 11.



— Task Name —

[ Emotion Cause Pair Extraction ]

(a) Step-1, name the task.

Emotion Cause Pair Extraction

— Task Description/Instruction — — Task I/O Demonstration — — Task Labelset — — Format —
emotions and their CO”ESP_D"di”Q Input Sentence: "After receiving the good Please fill in the label set. (this is [Emotion term, Cause
causes from text. The goal is to news, she felt ecstatic and couldn't stop optional) term), such as [ecstatic,
identify the emotions expressed in smiling."

receiving the good
the text and determine the specific

s L news], [happy, win the
events, situations, or stimuli that Qutput: (Emotion: ecstatic, Cause: receiving Jjackpot].
trigger those emotions.

the good news)

(b) Step-2, fill in the task metadata.

— Category — — Task —

* Syntax Parsing Aspect Term Extraction

« Information Extraction Opinion Term Extraction

« Semantic Analysis Aspect-based Sentiment Analysis

= Sentiment/Opinion Mining Aspect-Opinion Pair Extraction
Sentiment Triplet Extraction
Sentiment Quadruple Extraction
Opinion Role Labeling

Confirm

(c) Step-3, select an executing format with a similar task,

— Category — — Task —

« Syntax Parsing « Emotion Cause Pair Extraction
* Information Extraction

* Semantic Analysis

* Sentiment/Opinion Mining

« User-Defined Task

(d) Step-4, confirm to define.

Figure 8: Screenshot of defining new XNLP task by the user.
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— Visualization of Prediction —

The c’h’\ldre_n were building sandcastles. :Fh‘ey were enjoying

© fthemselves)

themselves. Their parents took pictures of these kids

— Prediction Rationale —
The rationale for producing the results is as follows:

1. "The children” refers to a group of individuals being mentioned for the first time in the sentence. This is the
antecedent for the following mentions.

2. "They" is a pronoun that refers to the group of children mentioned earlier. It is used to maintain coherence and
avoid repetition.

3. "Themselves" is another pronoun that refers back to the group of children. It emphasizes that the children are
enjoying their own company.

you lost the last "them" (end ofthe
sentence) of the chain, should add
"them" into the chain, i.e,."the
children"-"they"-"themeselves"-
“these kids".

4. The common referent for all the coreferred terms is “The children”. This is the entity that all the mentions are
linked to.

(a) Before user feedback.

— Visualization of Prediction —

R ¢ 9 = emselves. these Kics~ggggrt the shilaren, they shemselvas, these ki

fhe c‘l{\ldre}l were building sandcastles. :[he3; were enjoying

~ BT = " e Thamseives, these Kds e

f}\emselve; Their parents took pictures of  these kids.

— Prediction Rationale —
The rationale for producing the updated results is as follows:

1. "The children" refers to a group of individuals introduced in the sentence. It serves as the antecedent for
subsequent mentions.

2. "They" is a pronoun that refers back to the group of children mentioned earlier. It is used to avoid repetition and
maintain coherence in the text.

3. "Themselves" is another pronoun that refers to the group of children. It emphasizes that the children are enjoying
their own company.

4. "These kids" is a noun phrase that also refers to the same group of children. It provides an alternative way of
referring to the children mentioned earlier.

The coreference chain consists of the coreferred terms "The children," "They," "themselves," and "these kids." All
these terms are in the exact original form copied from the input text.

The common referent for all the coreferred terms is "The children.” This is the entity that all the mentions are linked
to, establishing coherence and understanding the relationships between different mentions of the same entity.

-
L]

L

-

(b) After user feedback.

Figure 9: System output before user feedback and after user feedback.
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— Task Description/Instruction — — Task /O Demonstration — — Task Labelset — — Format —
Named Entity Recognition (NER) aims - Input Text: "Barack Obama was born in - Entity categories/types: [person’, [entity (categories)], such
at identifying and classifying the Hawaii and served as the 44th President of ‘location’, ‘organization’, ‘date’, as [Bill Gates (person)],
specific named entity mentions (e.g., the United States.” ‘time’, ‘'money’, ‘percent’, facility’, [Microsoft Corporation
persen names, locations, - Output (entity-type): ‘gpe’, ‘misc’], where the labels can (organization)], [America
organizations) within a given text. “Barack Obama" - Person be flexible depending on the input. (GPE)].

“Hawaii" - Location
“the United States” - Location

— Language — — Domain —

=E

— Input —
HITMAEHREERZIT 17, BREEDHSTE, m
" Clear ‘
— Visualization of Prediction —
BT AEEI=EAR I, BEEESEaTE
— Prediction Rationale — OU

- "4LI@" is identified as a location because it refers to the city of Beijing.

- "ERITIE is identified as a facility because it specifically mentions Tiananmen Square, which is a famous
landmark in Beijing.

- "EB5" is identified as a person because it specifically mentions the name "Obama” in Chinese, which refers to
Barack Obama, the former Prasident of the United States.

Figure 10: Input text in different languages (Chinese).
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— Task Description/Instruction — — Task I/O Demonstration — — Task Labelset — — Format —
Relation Extraction invelves identifying - Input Text: "Apple Inc. was founded by - Entity labels: [ person’, location’, [entity-subject
semantic relationships between two Steve Jobs and Steve Wozniak in 1976." ‘organization’], where the labels can (category), relation,
entities mentioned in a text. - Qutput [subject (categary), relation, object be flexible depending on the input; entity-object (category)].
(category)]: - Relation labels: ['founder’, such as [Barack Obama
[Apple Inc. (Organization), founder, Steve ‘barn_in’, ‘located_in’, 'CEQ", (person), President, the
Jobs (Person)], ‘works_at’, ‘parent_company’, United States (GPE)],
[Apple Inc. (Organization), founder, Steve “founded_vear', *headquarters_in’, [Barack Obama (person),
— Language — — Domain —

— Input —

The company's revenue increased by 20% in the last quarter, leading to a rise in its stock price. m

| Clear |

— Visualization of Prediction —

Revenus incress
Grganization No;

The company's revenue increased by 20% in the last quarter, leading to a rise in its stock price.

.)
o

— Prediction Rationale —

&

1. The input text mentions "The company's revenue increased by 20% in the last quarter.” This indicates that there is
a relationship between the company and its revenue

2. The verb “increased” suggests a change or action, indicating a possible relation between the company and the
increase in revenue.

3. The percentage "20%" is mentioned as the extent of the increase in revenue. While it doesn't fit into any pre-
defined entity category, it provides additional information related to the revenue increase.

4. The phrase "leading to a rise in its stock price” indicates a causal relationship between the revenue increase and
the change in stack price. However, the specific relationship between the company, revenue increase, and stock price
is not explicitly mentioned in the input text, so it is not possible to determine a specific relation label.

Based on these reasons, the prediction for the relation extraction is [company (organization), revenue increased, 20%
(none)].

Figure 11: Input text in different domains (financial domain).
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Abstract

Topic models have a rich history with vari-
ous applications and have recently been rein-
vigorated by neural topic modeling. How-
ever, these numerous topic models adopt to-
tally distinct datasets, implementations, and
evaluations. This impedes quick utilization and
fair comparisons, and thereby hinders their re-
search progress and applications. To tackle this
challenge, we in this paper propose a Topic
Modeling System Toolkit (TOPMOST). Com-
pared to existing toolkits, TOPMOST stands
out by supporting more extensive features. It
covers a broader spectrum of topic modeling
scenarios with their complete lifecycles, in-
cluding datasets, preprocessing, models, train-
ing, and evaluations. Thanks to its highly co-
hesive and decoupled modular design, TOP-
MOST enables rapid utilization, fair compar-
isons, and flexible extensions of diverse cutting-
edge topic models. These improvements po-
sition TOPMOST as a valuable resource to
accelerate the research and applications of
topic models. Our code, tutorials, and docu-
mentation are available at https://github.
com/bobxwu/topmost. Our demo video
is at https://youtu.be/9bN-rs4Gu3E?si=
LunquCRhBZwyd1Xg.

1 Introduction

Topic models have been a fundamental and preva-
lent research area for decades. They aim to un-
derstand documents in an unsupervised fashion
by discovering latent topics from them and infer-
ring their topic distributions (Churchill and Singh,
2022b). Besides the basic topic modeling sce-
nario (Blei et al., 2003), various other scenarios
have been explored, e.g., hierarchical, dynamic,
and cross-lingual topic modeling (Griffiths et al.,
2003; Blei and Lafferty, 2006; Mimno et al., 2009).
Current topic models can be categorized into two
types. The first type is conventional topic models
which follow either non-negative matrix factoriza-
tion (Lee and Seung, 2000; Kim et al., 2015; Shi

fengjun@@1@e.ntu.edu.sg
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Topic Modeling Scenario OCTIS ToPMoOST

<
<

Datasets
Models
Evaluations

Basic topic modeling

Datasets
Models
Evaluations

Hierarchical topic modeling

Datasets
Models
Evaluations

Dynamic topic modeling

Datasets
Cross-lingual topic modeling Models

X X X | X X X [x N N[N S
A SANENI SR N NS NN NI IENEN

Evaluations

Table 1: Comparison between the latest OCTIS (Ter-
ragni et al., 2021) and TOPMOST. Our TOPMOST cov-
ers more topic modeling scenarios and their correspond-
ing datasets, models, and evaluations.

et al., 2018) or probabilistic graphical models via
Markov Chain Monte Carlo (Steyvers and Grif-
fiths, 2007) or Variational Inference (Blei et al.,
2017). The second type is recently popular neu-
ral topic models, learned through gradient back-
propagation (Zhao et al., 2021a; Wu et al., 2024b).
Thus they can avoid the laborious model-specific
derivations of conventional models, attracting more
research attention. Due to the effectiveness and in-
terpretability of topic models, they have inspired
various downstream tasks and applications, e.g.,
text analysis and content recommendation (Boyd-
Graber et al., 2017). Despite these significant
achievements, quick utilization and fair compar-
isons of various topic models remain a formidable
challenge. The reason lies in their unsystematic
model implementations as well as inconsistent
dataset and evaluation settings across papers, even
within a paper (Hoyle et al., 2021).

Several topic modeling toolkits emerge in re-
sponse to this challenge by integrating different
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BERTopic (2022)
TSCTM (2022)
ECRTM (2023)

DecTM (2021) ProGBN (2023)
NSTM (2021) SawETM (2021) TraCo (2024)
HyperMiner (2022) CFDTM (2024)
FASTopic (2024)
NeuralLDA(2017)
ProdLDA (2017) DETM (2019)
ETM (2020) NMTM (2020)
CombinedTM (2021) InfoCTM (2023)

OCTIS

Figure 1: Comparison of neural topic models in OCTIS
and our TOPMOST. Our TOPMOST covers more latest
neural topic models than OCTIS.

topic models and evaluations. However, they fail
to fully meet practical requirements due to lacking
certain essential features. Early toolkits (McCal-
lum, 2002; Rehurek and Sojka, 2011; Qiang et al.,
2020; Lisena et al., 2020) often lack the support
for neural topic models or necessary steps in the
topic modeling lifecycle, e.g., data preprocessing
and evaluations. The latest toolkit OCTIS (Ter-
ragni et al., 2021) is more comprehensive, but as
shown in Table 1 and Figure 1, it solely consid-
ers basic and hierarchical topic modeling scenarios
and overlooks the latest advancements of neural
topic models, offering only two neural topic mod-
els introduced after 2018. As a consequence, these
issues pose hurdles to the comparisons, develop-
ments, and applications of topic models.

To resolve these issues, we in this pa-
per introduce Topic Modeling System Toolkit
(TOPMOST), which supports extensive features.
In contrast to existing toolkits, TOPMOST thor-
oughly incorporates the most prevalent topic model-
ing scenarios: basic, hierarchical, dynamic, and
cross-lingual topic modeling, as well as the lat-
est neural topic models as detailed in Table 1 and
Figure 1. It covers the entire lifecycles of these sce-
narios, including datasets, preprocessing, models,
training, and evaluations. More importantly, TOP-
MosT adheres to an object-oriented paradigm with
a highly cohesive and decoupled modular design.
This enhances the readability and extensibility of
TOPMOST, enabling users to flexibly customize
their own datasets, models, and evaluations for
their diverse research or application purposes. As a
result, TOPMOST excels in fulfilling the practical
requirements of topic modeling. We conclude the
advantages of our TOPMOST as follows:

32

_ [ Evaluation ]
o ®
@
o|le|3 ;
o|Z|E2 Trainer
g el 5
o 853 Topic Model
258
© Dataset Handler

A

Scenario

[ Data ]

Preprocessing

Figure 2: Overall architecture of TOPMOST. It covers
the most common topic modeling scenarios and decou-
ples data loading, model constructions, model training
and evaluations in topic modeling lifecycles.

TOPMOST provides handy and complete cutting-
edge topic models for various scenarios;

TOPMOST allows users to effortlessly and fairly
compare topic models through comprehensive
evaluation metrics;

ToPMoOST with better readability and extensi-
bility facilitates the smooth development of new
topic models and downstream applications.

2 Related Work

Throughout the long history of topic model-
ing, numerous toolkits have emerged and gained
widespread adoption. The earliest among those
include Mallet (McCallum, 2002) ! and gensim
(Rehurek and Sojka, 2011) 2. While these funda-
mental frameworks sufficiently embrace conven-
tional topic models, they generally overlook the re-
cent advancements in neural topic models. STTM
(Qiang et al., 2018) particularly focuses on prob-
abilistic short text topic models, like BTM (Yan
et al., 2013) and DMM (Yin and Wang, 2014). A
more recent entrant, OCTIS (Terragni et al., 2021),
integrates both conventional and neural topic mod-
els. Nevertheless, it merely covers basic and hi-
erarchical topic modeling scenarios and neglects
the latest neural topic models developed after 2018.
Moreover, OCTIS couples the implementations of
model construction and training, exacerbating the
challenges of toolkit maintenance. Different from
these existing work, our TOPMOST extensively
incorporates a spectrum of popular topic model-
ing scenarios and the latest developments in neural
topic models. In addition, our TOPMOST clearly

'https://mimno.github.io/Mallet/topics.html
2https://radimrehurek.com/gensim/
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Topic Modeling Scenarios ‘ Topic Models ‘ Evaluation Metrics Datasets
LDA (Blei et al., 2003)
NMF (Lee and Seung, 2000)
NeuralLDA (Srivastava and Sutton, 2017)
ProdLLDA (Srivastava and Sutton, 2017)
ETM (Dieng et al., 2020) TC
. . . DecTM (Wu et al., 2021) TD 20NG
Basic topic modeling NSTM (Zhao et al., 2021b) Classification DB
CombinedTM (Bianchi et al., 2021) Clustering Wikitext-103
BERTopic (Grootendorst, 2022) NeurIPS
TSCTM (Wu et al., 2022) ACL
ECRTM (Wu et al., 2023b) NYT
FASTopic (Wu et al., 2024c¢)
HDP (Teh et al., 2006)
SawETM (Duan et al., 2021) %(; 2‘;2; 32112
Hierarchical topic modeling HyperMiner (Xu et al., 2022) Classification over levels
ProGBN (Duan et al., 2023) Clustering over levels
TraCo (Wu et al., 2024d) g :
. TC over time slices
DTM (Blei and Lafferty, 2006) . . NeurIPS
. . . . TD over time slices
Dynamic topic modeling DETM (Dieng et al., 2019) Classification ACL
CFDTM (Wu et al., 2024a) . NYT
Clustering
TC (CNPMI)
C i 1 topi deli NMTM (Wu et al., 2020a) TD over languages i?nﬁsys
ross-inguat lopic MOAelng | 1 ¢, CTM (Wu et al., 2023a) Classification ;
. Review Rakuten
Clustering

Table 2: Summary of topic modeling scenarios, topic models, evaluation metrics, and datasets covered by TOPMOST.

decouples each step (data, models, and training)
in the topic modeling lifecycles, resulting in neat
code structures and simplified maintenance.

3 Overview of Toolkit Design and
Architecture

In this section, we delineate the overview of our
toolkit design and architecture. We build TOP-
MosT with Python and use PyTorch (Paszke et al.,
2019) as the neural network framework for neu-
ral topic models. Figure 2 illustrates the overall
architecture of TOPMOST.

3.1 Topic Modeling Scenarios and Topic
Models

As summarized in Table 2, TOPMOST reaches a
wider coverage by involving the 4 most popular
topic modeling scenarios and their corresponding
conventional or neural topic models.

Basic Topic Modeling discovers a number of
latent topics from normal documents like news
articles and web snippets, as the most common
scenario (Blei et al., 2003). For basic topic mod-
els, TOPMOST supports conventional LDA (Blei
et al., 2003), NMF (Lee and Seung, 2000), and
most of the mainstream neural models such as
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ProdLDA (Srivastava and Sutton, 2017), ETM (Di-
eng et al., 2020), CombinedTM (Bianchi et al.,
2021), BERTopic (Grootendorst, 2022), TSCTM
(Wu et al., 2022), ECRTM (Wu et al., 2023b), and
FASTopic (Wu et al., 2024c¢).

Hierarchical Topic Modeling organizes topics
into a tree structure instead of flat topics in the ba-
sic topic modeling (Griffiths et al., 2003; Isonuma
et al., 2020). Topics at each level of the structure
involve different semantic granularity: child topics
are more specific to their parent topics. This pro-
vides more desirable granularity for downstream
applications. Hierarchical topic models in TOP-
MoST include conventional HDP (Teh et al., 2006)
and recently popular neural hierarchical topic mod-
els, e.g., HyperMiner (Xu et al., 2022), ProGBN
(Duan et al., 2023), and TraCo (Wu et al., 2024d).

Dynamic Topic Modeling discovers the evolu-
tion of topics in sequential documents, such as the
conference papers published by year (Blei and Laf-
ferty, 2006). This discloses how topics emerge,
grow, and decline over time due to real-world
trends and events, which has derived applications
like trend analysis and public opinion mining (Li
et al., 2020; Churchill and Singh, 2022a). For dy-
namic topic models, we provide the conventional



DTM (Blei and Lafferty, 2006) and its neural vari-
ant, DETM (Dieng et al., 2019). We also cover
recent CFDTM (Wu et al., 2024a).

Cross-lingual Topic Modeling discovers aligned
cross-lingual topics from bilingual corpora (Mimno
et al., 2009). These reveal the commonalities and
differences across languages and cultures, enabling
cross-lingual text analysis without supervision
(Yuan et al., 2018; Yang et al., 2019). Cross-lingual
topic models in TOPMOST include NMTM (Wu
et al., 2020a) and InfoCTM (Wu et al., 2023a).
We carefully adapt the original implementations
of these topic models and unify their APIs of ini-
tialization, training, and testing, ensuring that our
toolkit remains user-friendly, readable, and extend-
able. Note that we will constantly update TOP-
MOoST to include more newly released models.

3.2 Datasets and Preprocessing

TOPMOST contains extensive benchmark datasets
for the involved topic modeling scenarios, as re-
ported in Table 2. We summarize the statistics of
these datasets in Tables 3 to 5.

For basic and hierarchical topic modeling, we
have the following datasets: (i) 20NG (20 News
Groups, Lang, 1995) is one of the most widely
used datasets for evaluating topic models, includ-
ing news articles with 20 labels. (ii) IMDB 3 (Maas
et al., 2011) is the movie reviews from the IMDB
website, containing two sentimental labels, pos-
itive and negative. (iii) Wikitext-103 # (Merity
et al., 2016) includes Wikipedia articles (Nguyen
and Luu, 2021).

For dynamic topic modeling, TOPMOST pro-
vides the datasets as (i) NeurIPS ° includes the
published papers at the NeurIPS conference from
1987 to 2017. (ii) ACL (Bird et al., 2008) is an ar-
ticle collection between 1973 and 2006 from ACL
Anthology ©. (iii) NYT 7 contains the news articles
in the New York Times, from 2012 to 2022, with 12
categories, like “Arts”, “Business”, and “Health”.

For cross-lingual topic modeling, we offer the

3http://ai.stanford.edu/~amaas/data/sentiment/
aclImdb_v1.tar.gz

*https://www.salesforce.com/
products/einstein/ai-research/

the-wikitext-dependency-language-modeling-dataset/

5https://www.kaggle.com/datasets/benhamner/
nips-papers

®https://aclanthology.org/

7https://huggingface.co/datasets/Matthewww/
nyt_news

following bilingual datasets: (i) ECNews 8 (Wu
et al., 2020a) is a collection of English and Chinese
news with 6 categories like business, education,
and entertainment. (ii) Amazon Review (Wu et al.,
2020a) includes English and Chinese reviews from
the Amazon website, where each review has a rat-
ing from one to five. We simplify it as a binary
classification task by labeling reviews with ratings
of five as “1” and the rest as “0” following Yuan
et al. (2018). (iii) Rakuten Amazon (Wu et al.,
2023a) contains Japanese reviews from Rakuten
(a Japanese online shopping website, Zhang and
LeCun, 2017), and English reviews from Amazon
(Yuan et al., 2018). Similarly, it is also simplified
as a binary classification task according to the rat-
ings. Note that basic topic models can employ the
datasets for dynamic topic modeling as well.

We preprocess these datasets with standard
steps, such as removing stop words and punctu-
ation, removing short tokens, and filtering low-
frequency words (Card et al., 2018; Wu et al.,
2020b). Users can directly download these oft-the-
shelf datasets for experiments through TOPMOST
from our GitHub repository. See Appendix A for
more details of these datasets. We also provide con-
figurable preprocessing implementations, allowing
users to flexibly customize their datasets.

3.3 Evaluation Metrics

TOPMOST provides sufficient evaluation metrics to
evaluate topic models. We first evaluate the quality
of discovered topics in terms of topic coherence
(TC, Newman et al., 2010) and topic diversity
(TD, Dieng et al., 2020). TC refers to the coher-
ence between the top words of discovered topics,
and TD measures the differences between topics.
We consider different implementations of TC and
TD, for example, NPMI (Lau et al., 2014), Cy
(Roder et al., 2015), and TU (Nan et al., 2019), for
extensive comparisons.

Then, we evaluate the quality of inferred doc-
topic distributions via extrinsic tasks: text classi-
fication and clustering (Wu and Li, 2019; Zhao
et al., 2021b; Nguyen et al., 2024). For classifi-
cation, we train an ordinary classifier (e.g., SVM)
with doc-topic distributions as document features
and predict the labels of others. For clustering, we
use the most significant topics in doc-topic distri-
butions as clustering assignments.

Apart from these fundamental ones, we addition-

8https://github.com/bobxwu/NMTM
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ally include metrics for special scenarios. For cross-
lingual topic modeling, we measure the average TD
over all languages and evaluate the alignment be-
tween cross-lingual topics with cross-lingual NPMI
(CNPMI, Hao and Paul, 2018). For hierarchical
topic modeling, we evaluate the quality of discov-
ered topic hierarchies, concerning the coherence
and diversity between parent and child topics, the
diversity between parent and non-child topics, and
the diversity between sibling topics (Chen et al.,
2021b,a; Wu et al., 20244d).

4 Comparison to Existing Toolkit

To highlight our significant strengths, we compare
our TOPMOST with the latest counterpart, OCTIS
(Terragni et al., 2021), which integrates more fea-
tures than earlier toolkits. Our TOPMOST outper-
forms OCTIS in three key aspects:

(i) As detailed in Table 1, TOPMOST offers a
broader coverage of topic modeling scenarios, ac-
companied by corresponding datasets, models, and
evaluation metrics. This better fulfills the various
requirements of researchers and developers.

(ii) TOPMOST provides a more extensive array
of topic models compared to OCTIS. As reported
in Figure 1 while OCTIS merely includes 4 neu-
ral topic models, TOPMOST incorporates 16 ones,
including the latest NSTM (Zhao et al., 2021b),
HyperMiner (Xu et al., 2022), and ECRTM (Wu
et al., 2023b). These advanced models empower
users with cutting-edge topic modeling techniques
and simplify their comparisons and applications.

(iii) TOPMOST entirely decouples the implemen-
tations of data loading, model construction, model
training, and evaluations, as illustrated in Figure 2.
This design streamlines the code structure for high
reusability and facilitates fair comparisons among
diverse topic models. It aligns with prominent li-
braries such as Huggingface Transformers and Py-
Torch Lightning. See the code examples in Sec. 5.

5 Toolkit Usage

We showcase the simplicity and user-friendly de-
sign of our TOPMOST toolkit with code examples.
Users can directly install our TOPMOST through
pip % pip install topmost.

Figure 3 shows how to quickly utilize TOPMOST
to discovers topics from documents with a few

9https ://pypi.org/project/topmost
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handy steps: dataset preprocessing, model con-
struction (here ProdLDA (Srivastava and Sutton,
2017)), and training. We emphasize that our TOP-
MoST supports other languages besides English.
We can simply employ different tokenizers in the
preprocessing for other languages, for example,
jieba !9 for Chinese and nagisa !' for Japanese.
Other preprocessing settings are also configurable,
including maximum vocabulary size, stop words,
and maximum or minimum document frequency.
This allows users to flexibly apply our toolkit.

from topmost.data import RawDatasetHandler
from topmost.models import ProdLDA

from topmost.trainers import BasicTrainer
= [
launch,

"A document about space, satellite,
orbit."”, # more example documents...

docs

]

# build a dataset

dataset RawDatasetHandler (docs)

# create a topic model

model ProdLDA (dataset.vocab_size)

# create a trainer

trainer BasicTrainer (model)

topic_top_words, doc_topic_dist
fit_transform(dataset)

trainer.

Figure 3: A code example for quick start.

Figure 4 exemplifies how to train a topic model
with preprocessed datasets. The training of other
topic models follows similar steps.

from topmost.data import download_dataset,
BasicDatasetHandler

from topmost.models import ProdLDA

from topmost.trainers import BasicTrainer

#download a dataset

download_dataset ('20NG', cache_path='./datasets')
# load a dataset

dataset BasicDatasetHandler ("./datasets/20NG")

# create a topic model

model = ProdLDA(dataset.vocab_size)
# create a trainer

trainer BasicTrainer (model)

# train the topic model
trainer.train(dataset)

Figure 4: A code example for training a topic model
(ProdLDA (Srivastava and Sutton, 2017)).

Figure 5 shows how to fully evaluate the trained
topic model with diverse metrics including topic
coherence, topic diversity, text classification, and
text clustering.

10ht’cps: //github.com/fxsjy/jieba
"https://github.com/taishi-i/nagisa
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Figure 6: Demonstration of testing new documents. It plots the inferred topic distribution of an input document

from a trained topic model.

from topmost.evaluations import
compute_topic_diversity,
compute_topic_coherence,
, evaluate_classification

evaluate_clustering

# doc-topic distributions

train_theta, test_theta
dataset)

# top words of topics

topic_top_words trainer.export_top_words(
dataset.vocab)

# topic coherence

compute_topic_coherence(topic_top_words,
train_texts)

# topic diversity

compute_topic_diversity(topic_top_words)

# text clustering

evaluate_clustering(test_theta,
test_labels)

# text classification

evaluate_classification(train_theta, test_theta,
dataset.train_labels, dataset.test_labels)

trainer.export_theta(

dataset.

dataset.

Figure 5: A code example for evaluating a topic model,
including topic coherence, topic diversity, text classifi-
cation, and clustering.

The above examples illustrate that TOPMOST
clearly decouples the APIs of data, models, and
training, so TOPMOST becomes more accessible,
easy-to-use, and extendable to users. Due to limited
page space, see more examples and tutorials on our
GitHub project page, like data preprocessing and
other topic modeling scenarios.
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Figure 7: Visualization of discovered topics. It plots the
top related words of each topic and the modeled word
distributions.

6 Visualization Interfaces

TOPMOST furthermore provides visualization in-
terfaces for topic models. We create a web demo
system with Flask !? as the server framework fol-
lowing Material design to visualize and test topic
models. It is designed to be intuitive and user-
friendly, enabling users to easily understand and
leverage topic models.

Figure 7 shows the visualization of topics. We
plot the top related words of discovered topics and
the modeled probability of each word. For example,

2https://flask.palletsprojects.com/


https://flask.palletsprojects.com/

Topic#15 in Figure 7 mostly relates to words like
“matlab”, “plot”, and “vectors”. By selecting the
index or clicking the Previous and Next buttons, we
can view the details of any topic.

Figure 6 demonstrates the interactive utilization
of a trained topic model. Upon inputting a docu-
ment, we can click the upload button to obtain the
inferred topic distribution of the document. The
horizontal bar chart in Figure 6 plots the distribu-
tion over all topics of the input How fo plot lines
between all points in vector in Matlab?. We see
that the topic distribution mainly lies on Topic#15,
which refers to Matlab.

7 Conclusion and Future Work

In this paper, we present TOPMOST, an open-
source, comprehensive, and up-to-date topic mod-
eling system toolkit. TOPMOST provides complete
lifecycles of various topic modeling scenarios, in-
cluding datasets, preprocessing, models, training,
and evaluations, which outperforms existing coun-
terparts. TOPMOST allows users to smoothly ex-
plore topic models, verify their new ideas, and de-
velop novel topic modeling applications. This bene-
fits both the communities in academia and industry.
In the future, we plan to keep TOPMOST updated
to incorporate more latest topic models and sup-
port more features to facilitate the research and
application of topic modeling.

Limitations

We consider the following limitations of TOP-
MosT. First, TOPMOST only includes the main-
stream evaluation metrics. Some less popular ones
like perplexity are ignored. Second, TOPMOST
does not cover the topic models based on prompt-
ing large language models (Pan et al., 2023; Wu
et al., 2024e; Pham et al., 2023). Different from
LDA-like models, they define a topic as a textual
description, so we cannot assess them through ex-
isting evaluation metrics.
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Vocabulary  Average

Dataset Language #docs Size length #labels
ECNews Gine 5000 S0 106 0
Amazon Review gl]illfshe %g:ggg 22888 431(3)2 2
Rakuten Amazon i&g Iilse:};e 322888 ;888 3(2)2 2

Table 3: Statistics of pre-processed datasets for cross-lingual topic modeling.

Vocabulary  Average

Dataset #docs Size  Length #labels
20NG 18,846 5,000 110.5 20
IMDB 50,000 5,000 95.0 2
Wikitext-103 28,532 10,000 1,355.4 /

Table 4: Statistics of pre-processed datasets for basic
and hierarchical topic modeling.

Dataset #docs Vocabulz.iry Average #labels #t}me

Size  Length slices
NeurIPS 7,237 10,000  2,085.9 / 31
ACL 10,560 10,000  2,023.0 / 31
NYT 9,172 10,000 175.4 12 11

Table 5: Statistics of pre-processed datasets for dynamic
topic modeling.

A Datasets

Tables 3 to 5 report the statistics of datasets for dif-
ferent topic modeling scenarios after preprocessing.
Users can directly download all these datasets via
TOPMOST from our GitHub repository.
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https://poloclub.github.io/wordflow

et al., 2020). These prompts serve as background
contexts and guides for LLMs to generate text that
aligns with users’ objectives. Prompting enables
users to employ LLMs for various tasks with plain
language; in fact, well-crafted prompts can make
general-purpose LLMs outperform specialized Al
models (Nori et al., 2023).

Designing effective prompts, known as prompt
engineering, poses significant challenges for LLM
users (Jiang et al., 2022). LLM users often rely on
trial and error and employ unintuitive patterns, such
as adding “think step by step” (Kojima et al., 2022)
to their prompts, to successfully instruct LLMs.
Prompt engineering, despite its name, is considered
an art (Parameswaran et al., 2023) and is even com-
pared to wizards learning “magic spells” (Willison
et al., 2022). Prompt writers may not fully under-
stand why certain prompts work, but they still add
them to their “spell books.” Furthermore, prompt-
ing is especially challenging for non-Al-experts,
who are often confused about getting started and
lack sufficient guidance and training on LLMs and
prompting (Zamfirescu-Pereira et al., 2023).

To help users prompt LLMs, researchers propose
instruction tuning (Chung et al., 2022) and rein-
forcement learning from human feedback (Ouyang
et al., 2022) to align a model’s output with users’
intent. Prompting techniques (Brown et al., 2020)
are introduced to improve LLMs’ performance on
complex tasks. Libraries and interactive tools have
also been developed to streamline the prompt craft-
ing process (e.g., Chase, 2022; Jiang et al., 2022).
However, existing techniques and tools primarily
cater to Al application developers who use LLMs
to build Al applications (e.g., chatbot applications),
overlooking non-expert users who use LLMs for
everyday tasks (e.g., checking emails for grammar
errors). To bridge this critical research gap, we pro-
pose social prompt engineering, a novel paradigm
that leverages social computing techniques to facil-
itate collaborative prompt designs. We contribute:

« WORDFLOW, the first social and customiz-
able text editor that empowers everyday users
to create, run, share, and discover LLM
prompts (Fig. 1). It features a direct manipu-
lation text editing interface for applying LLM
prompts to transform existing text, such as
proofreading and translation, or generate new
text, such as creative writing. Users can eas-
ily customize prompts and LLM settings, share
prompts with the community, and copy commu-
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nity prompts (§ 3). Two usage scenarios high-
light how WORDFLOW and social prompt en-
gineering can enhance users’ interactions with
LLMs (§ 4). Finally, we discuss future research
opportunities enabled by our system (§ 5).

An open-source', web-based implementation
that lowers the barrier for everyday users in de-
signing effective prompts and applying LLMs
to their daily tasks. By leveraging modern web
technologies, such as WebGPU (MDN, 2023;
team, 2023), our tool enables users to run cutting-
edge LLMs locally without the need for dedi-
cated backend servers or external LLM API ser-
vices (§ 3.4). Additionally, we offer an open-
source implementation to help future designers
and researchers adopt WORDFLOW for explor-
ing and developing future user interfaces for
LLMs. To see a demo video of WORDFLOW,
visit https://youtu.be/3d0cVuofGVo.

We hope our work will inspire the research and
development of collaborative interfaces that help
everyone more easily and effectively use LLMs.

2 Related Work

Addressing prompt engineering challenges.
Researchers have proposed libraries such as
LANGCHAIN (Chase, 2022), GUIDANCE (Lund-
berg et al., 2023), and OUTLINES (Willard and
Louf, 2023) to help users write prompts program-
matically and control the structure of an LLM’s
output. By formulating prompting as program-
ming, researchers propose techniques that help
users edit (Fiannaca et al., 2023) and unit test
prompts (Strobelt, 2023). CoPROMPT (Feng
et al., 2023) introduces a collaborative editor for
multiple programmers to write prompts simul-
taneously. Al prototyping tools like PROMPT-
MAKER (Jiang et al., 2022), GOOGLE Al STU-
DIO (Google, 2023), OPENAI PLAYGROUND (Ope-
nAl, 2023b), and PARTYROCK (Amazon, 2023)
allow users to rapidly write and run prompts.

By leveraging visual programming techniques,
tools such as AI CHAINS (Wu et al., 2022),
PROMPT SAPPER (Cheng et al., 2023), and CHAIN-
FORGE (Arawjo et al., 2023) enable Al applica-
tion developers to visually design and test com-
plex prompts. Similarly, PROMPTIDE (Strobelt
et al., 2022), PROMPTAID (Mishra et al., 2023),
and PROMPTERATOR (Sucik et al., 2023) employ
mixed-initiative and interactive visualization tech-

!Code: https://github.com/poloclub/wordflow


https://youtu.be/3dOcVuofGVo
https://github.com/poloclub/wordflow
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English to Japanese

iii

Prompt *

Translate the text from English to
Japanese. My input text is used in
US corporate communications.

Advanced Settings v

Fig. 6: Users can directly use WORDFLOW add-on to
apply prompts to text within Google Doc documents.

4.2 Customizing Translation Styles

Ember, a senior manager in a US financial firm,
recently encountered difficulties in communicating
with her Japanese counterparts due to the absence
of a translator. The use of traditional translation
software has sometimes caused confusion among
her Japanese colleagues. For example, the software
translated the English idiom “break the ice” to “IK
Z Ik <’ which means “destroy the ice” instead of
her intended meaning of “relieving tension when
people interact for the first time.”

Due to the recent popularity of LLMs, Ember
decided to try using them to translate her docu-
ments from English to Japanese. As she writes in
Google Docs, she explored the Google Doc Mar-
ketplace for an Al add-on and came across WORD-
FLOW. Upon installation, she opened the Commu-
nity Prompt Hub (Fig. 1B) and selected the tag
translation , Which showed various popular translation
prompts. She found a prompt titled “Translate
English to Japanese.”

After adding this prompt to her library, she tried
to run it with the input “break the ice”. How-
ever, WORDFLOW appended the incorrect trans-
lation “’K 7% [’ < ” to her document. Drawing from
her previous experience interacting with ChatGPT,
Ember decided to edit the prompt and provide ad-
ditional instructions to guide the LLM model in
considering her translation context. She opened the
Editor View (Fig. 2B). and added a new sentence
to the translation prompt: “My input text is used
in US corporate communications” (Fig. 6 Right).
Running the prompt again, WORDFLOW generated
a more suitable translation “SFH A& FI15 1+ 5,
which means “ease the atmosphere” (Fig. 6 Left).
Ember back-translated the translation to English
using her other translation software and felt more
confident in continuing to use this prompt for future
translations. Finally, to help other people who need
to translate English to Japanese in business settings,
she shared her updated prompt with the commu-
nity by clicking on the @ share button (Fig. 2B).
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5 Future Work & Conclusion

In this work, we present social prompt engineer-
ing, a new paradigm that leverages social comput-
ing techniques to facilitate collaborative prompt
design. To realize social prompt engineering, we
design and develop WORDFLOW, an open-source
and social text editor empowering users to easily
create, run, share, and discover LLM prompts. Two
usage scenarios highlight social prompt engineer-
ing and WORDFLOW can assist everyday users in
interacting with LLMs. Reflecting on our design
and development of this system, we discuss future
research directions to help everyone use LLMs.

» Usage log study. Using WORDFLOW as a re-
search instrument, we plan to conduct a usage
log study to evaluate social prompt engineering
and investigate (1) the effectiveness of social
prompt engineering in helping everyday users
craft prompts, and (2) everyday users’ LLM use
cases. We will examine the evolution of prompt
editing and analyze community prompts to syn-
thesize popular use cases and prompting patterns.

Fitting into user workflows. Future tools like
WORDFLOW can be seamlessly integrated into
user workflows by being in situ and ubiquitous.
With recent advancements in on-device machine
learning, we see great potential for on-device
LLMs, which allow users to avoid sending sensi-
tive data to external services, reduce API costs,
and use LLMs without network access.

Enhancing engagement in social prompt engi-
neering. There are great opportunities to enrich
user interaction with LLMs using social comput-
ing techniques. To encourage user participation
in prompt sharing, researchers can explore intrin-
sic motivations, such as designing an enjoyable
social environment, and extrinsic motivations,
such as virtual rewards and reputation systems.

Promoting responsible Al. Social prompt en-
gineering presents both opportunities and chal-
lenges for responsible Al. Platforms like WORD-
FLOW enable users to share prompting techniques
to mitigate potential harms, but also run the risk
of disseminating harmful prompts such as misin-
formation generators. In WORDFLOW, users can
report harmful prompts, and we diligently mon-
itor and moderate community prompts. Future
researchers can explore social system designs
that promote responsible prompting and develop
methods to detect potentially harmful prompts.


https://poloclub.github.io/wordflow?prompt=49f7307e-90a3-5937-a63f-6dd42057c4d6
https://poloclub.github.io/wordflow?prompt=7dff88cf-ff9a-587f-a3d1-f436301f72a2

6 Broader Impact

We propose social prompt engineering with good
intentions—to help everyday users more easily and
effectively use LLMs for their everyday tasks. In
addition, we design and develop WORDFLOW, an
open-source tool that is publicly accessible, to help
everyday users easily create, run, share, and dis-
cover LLM prompts. However, bad actors might
exploit our open platform to distribute prompts de-
signed for harmful purposes. For example, they
could share prompts that generate misinformation
or content fostering divisive or extremist ideologies,
exploiting WORDFLOW'’s reach to influence vulner-
able and inexperienced audiences. To address and
mitigate these potential harms, WORDFLOW en-
ables users to report harmful prompts. We also ac-
tively monitor and moderate community prompts.
Given that social prompt engineering and social
prompting systems are still in their early stages,
further research is needed to understand and ad-
dress their potential harms.
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Abstract

We present the LM Transparency Tool (LM-TT),
an open-source interactive toolkit for analyzing
the internal workings of Transformer-based
language models. Differently from previously
existing tools that focus on isolated parts of the
decision-making process, our framework is
designed to make the entire prediction process
transparent, and allows tracing back model
behavior from the top-layer representation
to very fine-grained parts of the model.
Specifically, it (i) shows the important part of
the whole input-to-output information flow,
(ii) allows attributing any changes done by a
model block to individual attention heads and
feed-forward neurons, (iii) allows interpreting
the functions of those heads or neurons. A
crucial part of this pipeline is showing the
importance of specific model components at
each step. As a result, we are able to look at
the roles of model components only in cases
where they are important for a prediction.
Since knowing which components should be
inspected is key for analyzing large models
where the number of these components is
extremely high, we believe our tool will greatly
support the interpretability community both
in research settings and in practical applica-
tions. The LM-TT codebase is available at
https://github.com/facebookresearch/
llm-transparency-tool.

1 Introduction

Recent advances in natural language processing led
to remarkable capabilities of the Transformer lan-
guage models, especially with scale (Brown et al.,
2020; Kaplan et al., 2020; Zhang et al., 2022a; Wei
et al., 2022; Ouyang et al., 2022; OpenAl, 2023;
Anil et al., 2023; Touvron et al., 2023a,b). This,
along with the wide adoption of such models in
high-stakes settings, makes understanding the inter-
nal workings of these models vital from the safety,
reliability and trustworthiness perspectives.

*Work done during an internship at Meta.
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Existing tools for analyzing sequence models’
predictions enable users to compute input tokens at-
tribution scores, read token promotions performed
by different model components, or analyze textual
patterns responsible for the activation of model’s
neurons (Geva et al., 2022a; Katz and Belinkov,
2023; Alammar, 2021; Tenney et al., 2020; Sarti
et al., 2023; Kokhlikyan et al., 2020; Miglani et al.,
2023). However, these focus only on specific parts
of the decision-making process and none of them
is designed to make the entire prediction process
transparent. In contrast, we introduce LM Trans-
parency Tool, a framework that allows tracing back
model behavior to very fine-grained model parts.

One of the key advantages of our pipeline is the
ability to look only at those model components that
were relevant for a selected prediction. Indeed, e.g.
syntactic attention heads (Voita et al., 2019), in-
duction heads (Elhage et al., 2021; Olsson et al.,
2022), knowledge neurons (Dai et al., 2022), etc.
perform their function only in specific cases and are
“dormant” otherwise — therefore, looking at them
makes sense only for those certain examples. To
make this possible, our tool first shows the informa-
tion flow routes introduced by Ferrando and Voita
(2024): this is a subset of intermediate token rep-
resentations and model components that together
form the most important part of the entire input-
to-output processing. Then, the tool further allows
(i) attributing any changes done by those impor-
tant model blocks to individual attention heads and
feed-forward neurons, as well as (ii) interpreting
the functions of those heads and neurons. Impor-
tantly, LM-TT is highly efficient: due to relying
on Ferrando and Voita (2024), it is 100 times faster
than typical patching-based alternatives (Conmy
et al., 2023).

Overall, the LM Transparency Tool:

* visualizes the “important” part of the predic-
tion process along with importances of model
components at varying levels of granularity;
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Figure 1: The LM Transparency Tool UI showing information flow graph for the selected prediction, importances of
attention heads at the selected layer, attention and contribution maps, logit lens for the selected representation, and
top tokens promoted/suppressed by the selected attention head.

allows interpreting representations and up-
dates coming from model components;

enables analyzing large models where it is
crucial to know what to inspect;

allows interactive exploration via a Ul
is highly efficient.

2 User Interface and Functionality

Inside Transformer language models, each repre-
sentation evolves from the current input token em-
bedding? to the final representation used to predict
the next token. This evolution happens through
additive updates coming from attention and feed-
forward blocks. The resulting stack of same-token
representations is usually referred to as “residual
stream” (Elhage et al., 2021), and the overall com-
putation inside the model can be viewed as a se-

"We also host a demo at https://huggingface.co/
spaces/facebook/11lm-transparency-tool-demo
2Sometimes, along with positional encoding.
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quence of residual streams connected through layer
blocks. Formally, we can see it as a graph where
nodes correspond to token representations and
edges correspond to operations inside the model
(attention heads, feed-forward layers, etc.). Our
tool visualizes the “important” part of this graph,
importances of model components at varying lev-
els of granularity (individual heads and neurons),
as well as an interpretation of representations and
updates coming from model components.

2.1 Important Information Flow Subgraph

As we mentioned, we can see computations in-
side the Transformer as a graph with token rep-
resentations as nodes and operations inside the
model as edges. While during model computa-
tion all the edges (i.e., model components) are
present, computations important for each predic-
tion are likely to form only a small portion of
the original graph (Voita et al. (2019); Wang et al.
(2023); Hanna et al. (2023), among others). Re-
cent work by Ferrando and Voita (2024) extracts
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Figure 2: The tool shows how the MLP block on Layer 10 promotes tokens greater than 32, causing the prediction
of the end of the war year to be later than the beginning in 1732. Model: OPT-125m (Zhang et al., 2022b).

this important subgraph in a top-down manner by
tracing information back through the network and,
at each step, leaving only edges that were impor-
tant (Figure 1). To understand which edges are
important, they rely on an attribution method (Fer-
rando et al., 2022). Ferrando and Voita (2024) ex-
plain the benefits of this method including, among
other things, why it is more versatile, informative
and around 100 times more efficient compared to
commonly used patching-based approaches typ-
ical for the existing mechanistic interpretability
workflows (Wang et al., 2023; Hanna et al., 2023;
Conmy et al., 2023; Stolfo et al., 2023; Heimer-
sheim and Janiak, 2023).

In the tool. In the tool, we show only the im-
portant attention edges and feed-forward blocks
(purple squares in Figure 1). Clicking at the top tri-
angles gives the important information flow routes
for each token position. Under the “Graph” menu,
one can vary the importance threshold to get more
or less dense graphs.

2.2 Fine-Grained Importances

While the information flow graph already relies
on the importances of attention or feed-forward
blocks for the current residual stream, the tool goes
further and shows the importances of (i) individual
attention heads, and (ii) individual FFN neurons.

2.2.1 Individual Attention Heads

Importance. After clicking on an attention edge
(green lines in Figure 1), the tool shows which
specific attention head is mostly responsible for this
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connection, as well as highlights the importances
of other heads for this specific step.

Weights and contributions. Whenever a head is

selected, the tool shows

* attention map,

* contribution map.

While the attention map can give an idea of the
attention head’s function (Voita et al., 2019; Clark
et al., 2019; Correia et al., 2019), attention weights
might not reflect influences properly (Bastings and
Filippova (2020); Kobayashi et al. (2020), among
others). Therefore, we also show contribution map
reflecting the influence of a head-token pair in the
overall attention block (Ferrando and Voita, 2024).
Note that while attention weights always sum to 1,
contributions sum to the overall importance of this
attention head at each step. As a result, contribution
maps can be more sparse, as shown in Figure 1.

2.2.2 Individual FFN Neurons

When clicking on feed-forward blocks (purple
squares), the tool shows the top neurons that con-
tributed at this step. Note that this is different
from previous work that either considered top ac-
tivated neurons (Geva et al. (2022a); Alammar
(2021), among others) or did not consider neu-
rons at all (Tenney et al. (2020); Sarti et al. (2023),
among others). In contrast, our tool shows top con-
tributing neurons and makes it possible to look at
the functions of neurons only when they are impor-
tant, i.e. when they perform their function.
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Figure 3: The tool efficiently precomputes the information flow routes across all predictions with a single pass.
Clicking on triangle buttons switches between token predictions on different positions. One can see that information
flow routes are rather wide for some predictions and narrow for the others. Model: DistilGPT2 (Sanh et al., 2019).

2.3 Vocabulary Projections

One of the popular ways to interpret vector rep-
resentations is to project them onto the model’s
vocabulary space. Our tool does this for (i) repre-
sentations in the residual stream and (ii) the updates
coming from specific model components.

2.3.1 Interpreting Representations

While to get a prediction, we project the final-layer
representation onto the output vocabulary, for in-
terpretation, we can project representations at any
point inside the residual stream — this is called
logit lens (nostalgebraist, 2020). The resulting se-
quence of distributions (or top-token predictions)
illustrates the decision-making process over the
course of the Transformer inference. This is used
rather prominently to trace the bottom-up changes
in the residual stream (Alammar (2021); Geva et al.
(2021, 2022b); Merullo et al. (2023); Belrose et al.
(2023); Din et al. (2023), among others).

Tool: click on the circles. In our tool, circles
correspond to residual stream representations after
applying each model block, either attention or feed-
forward; overall, we have two representations per
layer. By clicking at each circle, under “Top tokens”
the tool shows the projection of this residual state
onto output vocabulary.?

2.3.2 Interpreting Model Components

We can also project onto vocabulary an update com-
ing from a model component: this shows how this
component changes the residual stream and, there-
fore, gives an interpretation of its behavior. In this
way, we can get concepts promoted by this compo-
nent by looking at top positive projections (Geva

3Under “Graph”, one also specifies whether to apply the
final layer normalization before projecting onto vocabulary or
not.
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et al. (2022b); Dar et al. (2023), inter alia) or sup-
pressed concepts by looking at bottom negative
projections (Voita et al., 2024). Figures 2 and 4
show examples of such cases.

Tool: click on the circles and go further. When
you click on a representation from the residual
stream, in addition to this representation’s logit
lens, the tool will also show top promoted and sup-
pressed concepts for the last applied block (either
attention or feed-forward). By clicking further,
you can also select an individual attention head or
feed-forward neuron and get an interpretation at a
finer-grained level.

2.4 Additional Controls

For the functionality above, the sidebar to the left
has additional controls:

e Model:

e}

GPT-2 (Radford et al., 2019),

OPT (Zhang et al., 2022b),
Llama-2 (Touvron et al., 2023b),
add your own model (Section 3.6);

[¢]

(¢]

o
e Device: GPU or CPU;

* Data: adding custom data or choosing an ex-
isting example;

* Graph: tuning parameters of the informa-
tion flow graph, e.g. contribution threshold
etc. (Ferrando and Voita, 2024).

2.5 Intended Use Cases

The tool can help generating or validating hypothe-
ses about model functioning more quickly. The list
of potential use cases contains, but is not limited to
the following:
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Figure 4: The input token is being suppressed by the neurons in MLP block at Layer 5, similar to the findings
reported by Voita et al. (2024). Model: OPT-125m (Zhang et al., 2022b).

finding model components amplifying biases;

checking whether the model is reasoning via
different routes for desired/undesired behavior
(e.g., in safety settings);

validating whether e.g. mathematical tasks are
solved via computation rather than memoriza-
tion;

inspecting model behavior for factuality, when
hallucinating, etc.

3 System Design and Components

Our application is a web-based toolkit, offering
easy and interactive access that is cross-platform
compatible. This approach allows users to utilize
and share the tool remotely, emphasizing conve-
nience and flexibility.

3.1 Frontend

The frontend is developed using Streamlit (Teix-
eira et al.), with an additional custom component
specifically created for visualization of the Trans-
former model in the form of a graph. This enhance-
ment was necessary as such complex visualizations
are not natively supported by Streamlit’s built-
in features. The custom component is built using
D3.js (Bostock et al., 2011) and integrated with
React for managing dynamic content and user in-
teractions.

3.2 Backend

Our backend is a single-dispatch, stateless
Streamlit program. It includes a caching
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mechanism to optimize performance for repeated
queries. The modeling and tokenization are
powered by Hugging Face transformers (Wolf
et al., 2020) library. For capturing model acti-
vations and intermediate computations, we use
TransformerLens (Nanda and Bloom, 2022)* 1i-
brary as it has hooked wrappers defined for a vari-
ety of models.

3.3 Configuration and Deployment

Configuration is handled via a JSON file, allowing
for customization of parameters such as dataset
file access, maximum user string length, the list of
available models, a default model and a dataset. An
example configuration is shown in Figure 5.

{
"max_user_string_length”: 100,
"preloaded_dataset_filename”: "samples.txt",
"debug": false,
"models”: {
"facebook/opt-6.7b": "facebook/opt-6.7b",
"my_gpt": "./local/path/to/my_gpt"
3
}

Figure 5: An example configuration.

In this configuration, model names can be either
Hugging Face model identifiers or local paths.
Other settings, such as threshold adjustments and
computation precision, are directly configurable
within the application’s user interface, enabling
quick switching.

Overall, launching the tool is as easy as:

*https://github.com/neelnanda-io/
TransformerLens
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streamlit run app.py -- path/to/config.json

3.4 Computations

For a selected sentence and model, the tool makes
the forward pass and uses the following tensors:

* intermediate representations: residual stream
states before and after each block;

* each block’s output: the value added to the
residual stream by FFN or attention;

e attention block internal states: attention
weights, per-head block output, token-specific
terms in each head’s output;

¢ FFN block internal states: neuron activations
before and after the activation function.

Using this, the tool computes the importances of
all the elements (blocks, heads, neurons) and ex-
tracts the information flow graph (Ferrando and
Voita, 2024). Vocabulary projections and impor-
tances within a layer are done on-the-fly when a
user clicks on an element.

Supported model sizes. We tested the tool with
models up to 30@b of parameters. Since for simplic-
ity and ease of debugging we focus on single-node
setup, larger models requiring distributed mode
might not work in the current version.

Efficiency. The tool supports automatic mixed
precision (float16 and bfloat16). This helps to
store model parameters and tensors efficiently, thus
saving memory in order to accommodate larger
models without sacrificing performance. Models
are loaded on demand and cached for efficiency.

3.5 Outside of the Ul

Outside of the U, one can access the underlying
functionality of the tool programmatically with
Python function calls. For example, getting in-

formation flow routes requires the following call:

import llm_transparency_tool as 1lmtt

from 1mtt.models.tlens_model import (
TransformerLensTransparentlLlm,

)

model = TransformerLensTransparentL1lm(name)
model.run([sentence])

graph = Imtt.routes.graph.build_full_graph(

model,
threshold=threshold,
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3.6 Adding Your Own Models

By default, upon installation, the tool supports only
the models listed in Section 2.4. Steps needed for
adding a new model depend on whether the model
is supported by TransformerLens.

Supported by TransformerLens. Adding a
model supported by TransformerLens model is
very simple.

* Hugging Face weights: Add model name (as
stated in Hugging Face transformers) to the
app’s configuration JSON file.

* Custom weights: In the JSON configuration
file, along with the name of the model, provide
the path to the model file.

Not supported by TransformerLens. In this
case, you need to let the tool know how to cre-
ate proper hooks for the model. Our tool is using
TransformerLens through an intermediate inter-
face (TransparentLlm class) and you have to im-
plement this interface for your model.

4 Related Work

Existing tools for analyzing sequence models’ pre-
dictions include LM-Debugger (Geva et al., 2022a),
VISIT (Katz and Belinkov, 2023), Ecco (Alam-
mar, 2021), LIT (Tenney et al., 2020), Inseq (Sarti
et al., 2023), and Captum (Kokhlikyan et al., 2020;
Miglani et al., 2023). These tools enable users to
compute input tokens attribution scores, read token
promotions performed by different model compo-
nents via logit lens, or analyze textual patterns re-
sponsible for the activation of the model’s neurons.
However, these are not able to extract a relevant
part of model computations and indicate compo-
nent importances. To identify parts of the model
relevant for some task, a recent trend in mechanis-
tic interpretability is to rely on causal interventions
on the computational graph of the model, aka “ac-
tivation patching” (Vig et al., 2020; Geiger et al.,
2020, 2021; Wang et al., 2023; Hanna et al., 2023;
Conmy et al., 2023; Stolfo et al., 2023; Heimer-
sheim and Janiak, 2023). Usually, this process
involves the following steps: 1) selecting a dataset
and metric, 2) manually creating contrastive exam-
ples, 3) searching for important edges in the graph
via activation patching. The latter requires running
a forward pass per each patched element and uses
many patches to explain a single prediction. Al-
though recent approaches aim to automate some



parts of this workflow (Conmy et al., 2023), the
entire process requires a large human effort and
involves significant computational costs: this im-
poses constraints on the tool development and lim-
its its applicability. Differently, LM-TT relies on a
recent method by Ferrando and Voita (2024) which
refuses from the patching constraints by relying on
attribution to define the importances. Furthermore,
LM-TT incorporates additional functionalities such
as showing fine-grained component importances,
logit lens analysis at different levels of granularity,
and attention visualization not only via attention
weights but also via contributions. This enables
users to gain a more comprehensive understanding
of the functions executed by each component.

5 Conclusions

We release the LM Transparency Tool, an open-
source toolkit for analyzing Transformer-based lan-
guage models that allows tracing back model be-
havior to specific parts of the model. Specifically, it
(i) shows the important part of the whole input-to-
output information flow, (ii) allows attributing any
changes done by a model block to individual atten-
tion heads and feed-forward neurons, (iii) allows
interpreting the functions of those heads or neu-
rons. Notably, due to the nature of the underlying
method, our tool reduces the number of compo-
nents to be analyzed by highlighting model com-
ponents that were relevant to the prediction. This
greatly simplifies the study of large language mod-
els, with potentially thousands of attention heads
and hundreds of thousands of neurons to look at.
Moreover, the Ul accelerates the inspection process,
unlike other frameworks that lack this feature. This
assists researchers and practitioners in efficiently
generating hypotheses regarding the behavior of
the model.
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Abstract

This paper introduces v
a pioneering open-source, avatar-based mul-
timodal empathetic chatbot, to fill the gap in
traditional text-only empathetic response gen-
eration (ERG) systems. Leveraging the ad-
vancements of a large language model, com-
bined with multimodal encoders and genera-
tors, EmpathyEar supports user inputs in any
combination of text, sound, and vision, and
produces multimodal empathetic responses, of-
fering users, not just textual responses but also
digital avatars with talking faces and synchro-
nized speeches. A series of emotion-aware
instruction-tuning is performed for comprehen-
sive emotional understanding and generation
capabilities. In this way, EmpathyEar provides
users with responses that achieve a deeper emo-
tional resonance, closely emulating human-like
empathy. The system paves the way for the
next emotional intelligence, for which we open-
source the code for public access.!

EmpathyEar

1 Introduction

The artificial intelligence (Al) community has wit-
nessed significant progress in recent one year due
to the explosive development of Large Language
Models (LLMs; OpenAl, 2022b; Chung et al.,
2022), leading to unprecedented levels of intel-
ligence in current Al systems. It is also a long-
standing consensus that achieving human-level Al
necessitates not only intelligence but also the capa-
bility to emulate human emotions, such as under-
standing feelings and perspectives and exhibiting
empathy. The task of ERG (Rashkin et al., 2019)
has then been developed with the aim of enabling
machines to generate replies to user queries that are
not only problem-solving but also emotionally in-
clined and empathetic, thereby facilitating emotion-
aware open-domain dialogues. ERG serves as an

!Code is open at https://github.com/scofield7419/
EmpathyEar. Also video demonstrations at https://youtu.
be/gGn9oYftwby.
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effective testbed of machines’ emotional intelli-
gence, supporting emotional interactions with hu-
mans, and has been applied in various practical
scenarios, e.g., mental health therapy and compan-
ion dialogue systems.

However, current ERG systems are significantly
limited by their reliance on a single text modality
in task definitions. Emotional nuances are often
more fully expressed and understood through non-
text modalities in many scenarios, suggesting a
gap in the current research. It’s intuitive that, in
many cases, human emotions are more effectively
conveyed and perceived through vocal cues (such
as the tone and pitch of speech), and/or dynamic
visual changes in expressions (such as facial micro-
expressions and gestures), rather than through text
alone. In contrast, relying solely on text responses
from machines could never achieve the full spec-
trum of emotional resonance and empathy that hu-
man interactions offer. Similarly, users may prefer
to express their emotions through speech or facial
videos, rather than being confined to text queries.
Regrettably, to date not much research has been
carried out on the generation of multimodal empa-
thetic responses from multimodal inputs.

To fill this gap, this work is dedicated to de-
veloping a novel multimodal empathetic chatbot,
named EmpathyEar "3 EmpathyEar is capable
of receiving multimodal signals from users, and
producing multimodal empathetic responses, of-
fering users not just textual responses but also
digital avatars with talking faces and synchro-
nized voices. Through these three modalities—text,
sound, and vision—EmpathyEar is able to offer
users responses that comprehensively achieve a
deeper emotional resonance. As shown in Figure
1, EmpathyEar is built on an LL.M at its core mod-
ule for understanding content semantics and emo-
tions. On the backend, a speech generator and a
talking-head avatar generator are connected to en-
able multimodal generation. Multimodal encoders
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| am extremely afraid of
going near heights.

I understand how 3
you feel. Fear of
heights can be very |

overwhelming.

v

Yeah, last year | got on the
elevator game and | almost
cried hahaha.

—

Meta-response

f{— Encoding ——————— Reasoning ————— Generting —

Scene Context

Response

Agent Profile

| am extremely afraid of
going near heights.

. Text I understand how <
Emotion Response you feel. Fear of
heights can be very

¢ overwhelming.
v
Yeah, last year | got on the
elevator game and | almost
Content crled hahaha.
It's okay to feel
scared. If you ever

need someone to talk@
to about you fear ...

v

Figure 1: The architecture of EmpathyEar, supporting avatar-based multimodal empathetic response generation.

are integrated into the LLM’s frontend to interpret

different input modalities.

The LLM employs chained reasoning to sequen-
tially infer and output a meta-response, encompass-
ing emotion, scene context, response content, and
agent profile. This holistic understanding and plan-
ning ensure the consistency of the text, sound, and
visual outputs in terms of content and emotion, en-
hancing predictability and interoperability. Further,
the overall system is trained through a series of
emotion-aware instruction-tuning to ensure com-
prehensive emotional understanding and generation
capabilities.

Overall, this work pioneers a dialogue system
that supports avatar-based multimodal empathetic
response generation, marking an advancement to-
ward emotional intelligence:

1) EmpathyEar excels in accurately understand-
ing user queries and generating high-quality re-
sponses across text, speech, and visual modali-
ties with semantic and emotional coherence.

2) EmpathyEar precisely perceives emotional se-
mantics, supporting 32 types of emotions for
both explicit and implicit types.

3) EmpathyEar covers over 200 realistic scenarios,
flexibly creating diverse digital avatar profiles.

4) While generating multimodal responses,
EmpathyEar also provides detailed rationales
for decision-making, significantly enhancing
interpretability.

2 Related Work

In efforts to construct empathetic dialogue systems,
prior research (Lin et al., 2019; Li et al., 2020; Gao
et al., 2021; Yang et al., 2024a) has relied on de-
tecting emotional signals within the given context,
followed by generating responses that maintain
emotional congruence. Furthermore, some stud-
ies (Sabour et al., 2022; Chen et al., 2024) have
incorporated external commonsense knowledge to
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achieve a deeper understanding of emotions and to
facilitate empathetic responses.

Recently, there has been an explosion in
LLMs (OpenAl, 2022b,a; Chung et al., 2022),
demonstrating robust capabilities for content com-
prehension and reasoning. These advancements
have facilitated superior ERG performance (Sun
et al., 2023; Yang et al., 2024b). However, as men-
tioned earlier, current research in ERG lacks a mul-
timodal perspective, limiting its practical applica-
tion value.

This work also pertains to multimodal LLMs
(MLLM), wherein backbone LLMs serve as the
pivotal centers for semantic and emotional reason-
ing and decision-making (Fei et al., 2024a; Wu
et al., 2024). The community has seen the emer-
gence of various MLLMs, such as LLaVA (Liu
et al., 2023), Blip2 (Li et al., 2023), and MiniGPT-
4 (Zhu et al., 2023), etc. Yet, most MLLMs are
confined to understanding input multimodal infor-
mation while falling short in flexibly outputting
content across various modalities, including audio
and visual content beyond text, e.g., image and
video (Fei et al., 2024b).

As far as we are aware, NExT-GPT (Wu et al.,
2023) has accomplished any-to-any modality un-
derstanding and generation across four common
modalities. However, NExT-GPT is primarily
constrained to general scene and signal compre-
hension, with notable limitations in emotion de-
tection and the generation of emotional content,
due to two principal factors: Firstly, the NExT-
GPT architecture, lacking a talking head generator
and a speech generator, cannot produce a talking
face avatar or fluent speech. This prevents NExT-
GPT from achieving multimodal ERG, which is
the key objective of our work. More importantly,
NEXT-GPT has not undergone specialized emotion-
aware fine-tuning, thus its ability to capture con-
textual emotions—particularly those that are im-



Step 1: Passing user query/API calling

v

Step 2: Encoding multimodal inputs

. Query
Step 3: Encoding user&context

(multimodal) inputs

Step 4: Retrieving reference speech

Response

Step 5. Generating emotion-aware
speech

Step 6: Retrieving reference face image

Step 7: Generating emotion-aware
talking-face avatar video

Step 8: Returning avatar-based multi-
modal empathic response

Figure 2: Workflow of the EmpathyEar system.

plicit—is compromised. To overcome these limi-
tations, our system has contemplated a series of
emotion-reinforced learning techniques, for en-
abling stronger emotion perceiving.

3 System Workflow

Here we elaborate on the system’s workflow from
a high-level perspective. We conceptualize the sys-
tem and the user as two entities, where EmpathyEar
processes the user’s query and returns a response,
while the user, in turn, provides a new query.
From receiving a user’s input request to generat-
ing a complete multimodal empathetic response,
EmpathyEar takes multiple sequential steps. Fig-
ure 2 depicts the system’s workflow.

» Step-1. Passing user query/API calling. Our
system will accept user input through a website
interface or via predefined APIs. It supports
text inputs, voice (speech) inputs, or video in-
put where the user is talking.

Step-2. Encoding user&context (multimodal)
inputs. The content input by the user, along
with the historical dialogue context, is encoded.
If the user’s input is solely text, it is directly fed
into the LLM; if it includes multimodal infor-
mation, it is first passed through a multimodal
encoder before being input into the LLM.

Step-3. Generating meta-response with LLM.
The LLM fully comprehends the input content,
making corresponding decisions: outputting
a meta-response that encompasses the under-
standing of emotion, scene understanding, the
text response to be returned to the user, and the
positioning of the agent profile. This compo-
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nent will be elaborated in Section 4.2.

Step-4. Retrieving reference speech. Based
on the emotion label and the specified gender
& voice timbre given in the meta-response, a
reference speech is retrieved from the database.
Step-5. Generating emotion-aware speech.
The text response and the reference speech are
input into a speech generator, producing the
target emotion-aware speech of the response.
Step-6. Retrieving reference face image. A ref-
erence face image is retrieved from the database
by searching using the profile age and gender
information determined in the meta-response.
Step-7. Generating emotion-aware talking-
face avatar video. The produced emotion-
aware speech of the response and the reference
face image is input into a talking-face generator,
yielding the target emotion-aware talking-face
avatar video.

Step-8. Returning avatar-based multimodal
empathic response. The system summarizes
the obtained text response, speech, and talking-
face avatar video as the overall output content
of this turn, returning it to the user.

4 Implementation Specification

This section gives the specific implementation
of EmpathyEar, including the architecture, mul-
timodal content generation, and learning methods.

4.1 EmpathyEar Architecture

EmpathyEar is a multimodal LLM. As depicted in
Figure 1, the entire system can be divided into three
blocks: encoding, reasoning, and generating.

Multimodal Encoding Module. Our model is
designed to not only handle text inputs from users
but also support inputs in the form of speech and
user-talking videos, covering three modalities. Text
inputs are directly embedded and then fed into
the LLM. Audio and visual inputs, on the other
hand, are encoded using separate encoders. We
consider a unified approach by employing the Im-
ageBind (Girdhar et al., 2023) to simultaneously
encode these multimodal features. ImageBind, hav-
ing undergone extensive cross-modal feature align-
ment, can efficiently align features across various
modalities. A linear projection layer then transfers
multimodal information into the LLM.

Core LLM Reasoning Module. Among vari-
ous open-source LLMs, we have chosen Chat-



Digital Avatar Character

Taxonomy

Emotion Label

Surprised, Excited, Angry, Proud, Sad, Annoyed, Grateful, Lonely, Afraid, Terrified,
Guilty, Impressed, Disgusted, Hopeful, Confident, Furious, Anxious, Anticipating,
Joyful, Nostalgic, Disappointed, Prepared, Jealous, Content, Devastated, Embarrassed,
Caring, Sentimental, Trusting, Ashamed, Apprehensive, Faithful

Emotion Type Explicit, Implicit

Gender Male, Female

Age Children (5-10), Adolescents (10-18), Teenagers (18-25), Young adults (25-40), Middle-
aged adults (40-60), Elderly (60-80)

Scene Daily common conversation, Elder people company, Left-behind children company,

Healthcare assistance, Bereavement support, Job loss, Academic stress, Financial diffi-
culties, Cultural adjustments, Addiction recovery, Domestic violence support, LGBTQ+
community support, Postpartum depression, Intelligent customer service, Game NPCs,
Legal consultation, Post-traumatic syndrome, Peer pressure, Culture shock, Social anx-
iety, Childhood trauma healing, Work-life balance struggles, Retirement adjustments,
Immigration challenges, Support for war veterans, chronic insomnia, Assistance for body
image, Crisis intervention, Emotional counseling after divorce, ...

Timbre and Tone

Low-pitched, Powerful, Intense, Soft, Delicate, Hoarse, Sharp, Clear, Melodious, Dull,

Lyrical, Deep

Table 1: Overview of the pre-settings of the digital avatar character in our system.

GLM3 (6B; Du et al., 2022)? as our backbone,
based on ChatGLM’s superior text comprehension
and conversational abilities compared to others,
e.g., Vicuna (Chiang et al., 2023) and LLaMA (Tou-
vron et al., 2023). Upon receiving multimodal in-
puts, LLM understands the user’s semantic inten-
tions and emotional state for generating a meta-
response, containing all necessary information for
the following content generation.

Speech & Talking-face Generation Module.
With the meta-response, the system proceeds with
the retrieval of reference speech and images. On
the one hand, the system directly outputs the
empathy-aware text response; further, it employs
a speech generator and a talking-face generator to
produce content in two different modalities. We
utilize StyleTTS2 (Li et al., 2024) as the speech
generator, which is the current state-of-the-art
(SoTA) diffusion-based, emotion-controllable text-
to-speech model. StyleTTS2? generates speech
based on a given text, an emotion label, and a ref-
erence speech (w.r.t., characteristics such as timbre
and gender). Further, we integrate EAT (Gan et al.,
2023) for talking-face avatar generation, the most
advanced SoTA emotion-supported, audio-driven
model. EAT* produces corresponding videos con-
ditioned on the given speech, emotion label, and a
reference image that determines the digital human’s
facial features.

Table 1 lists the predefined 5 digital avatar char-
acters we have established in our system, specifi-

Zhttps://github.com/THUDM/ChatGLM3
3https ://github.com/yl14579/StyleTTS2
4https ://github.com/yuangan/EAT_code
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cally including emotion label, gender, age, scene,
as well as timbre and tone. We present 32 types
of common emotional labels that encompass both
explicit and implicit types. We divide human age
into six stages based on key milestones in physi-
cal appearance changes. Our system supports over
200 real-life scenarios and is capable of generating
voices with rich timbre and tone.

4.2 CoT-based Meta-response Generation

We design the central LLM to take on the crucial
role of decision-making. Based on the architecture
described, to construct a high-performance system,
several key points should be carefully considered.
First, it is essential to fully understand the emotion
and scene the user is talking about. Following this
foundational emotional and semantic understand-
ing, the correct emotional response can be given.
Finally, after obtaining the response text, further
planning of the multimodal profile is necessary
to ensure consistency in the emotions and char-
acter roles portrayed in the generated speech and
avatar. This actually involves linearly chained rea-
soning, from understanding the emotion and scene
based on the context to determining the response
solution and then planning the multimodal digital
human profile. With such observation, we con-
sider a Chain-of-Thought (CoT; Wei et al., 2022)
based meta-response generation strategy. Specif-
ically, we guide the LLM to sequentially output
the meta-response’s four parts, by adding one ad-
ditional prompt “Please think step by step, under
1) Emotion — 2) Scene Context — 3) Response
Content — and 4) Agent Profile”.


https://github.com/THUDM/ChatGLM3
https://github.com/yl4579/StyleTTS2
https://github.com/yuangan/EAT_code

e Emotion Label: The emotion type mentioned in

user query.
e Emotion Cause: The cause triggering the emotion.

S

2) Scene Context:

e Event Scenario: The key event mentioned.

e Rationale: The underlying possible reasons for the
occurred event, connected with commonsense.

e Goal to Response: The unexpected goal to reach
after responding to user.

ed

3) Response Content:

Empathetic text response that will return to the
user.

e

4) Agent Profile:

o Agent Timbre & Tone: The speech characteristic
of the digital avator:

o Agent Gender: The gender of the digital avator.

o Agent Age: The age group of the digital avator.

Here we exemplify the proposed CoT-based
meta-response prompting with a full example of the
input/output of LLM. The LLM input includes user
input, possibly conversation history (if any), task
instructions, and four meta-response content de-
scriptions. We encourage LLM to analyze the gen-
eration of the meta-responses using a CoT prompt-
ing technique, i.e., “think step by step”. The output
of LLM is the meta-response defined in the input.

’

» Input:

<User Query>
Today traffic was horrible and was so frustrating!

<Conversation History>
None

<Instruction> o
Now you are an expert of empathetic listener, and

you need to generate an empathetic response for

a user based on the context of the conversation
provided." You should thoroughly analyze the

semantics and emotions of the user behind the
context of the conversation before outputting

anything. Now take your time and think step by
step, sequentially producing a meta-response that
includes four parts of information: 1) Emotion — 2)
Scene Context — 3) Response Content — 4) Agent
Profile.

<Emotion> . . .
e Emotion Label: The emotion type mentioned in
user query.

o Emotion Cause: The cause triggering the emotion.

<Scene Context> )
e Event Scenario: The key event mentioned and the

scene where the conversation takes place, such as
daily conversation, psychological assistance, elder
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people company, or children company, etc.

e Rationale: The underlying possible reasons for
the occurred event, connected with commonsense
knowledge.

e Goal to Response: The unexpected goal to reach
after responding to the user.

<Response Content>
Empathetic text response that will return to the user.

<Agent Profile>

e Agent Timbre & Tone: The speech characteristic
of the digital avatar.

o Agent Gender: The gender of the digital avatar.

o Agent Age: The age group of the digital avatar.

» LLM meta-response:

<Emotion Label> Angry

<Emotion Cause> Traffic

<Event Scenario> Daily Common Conversation

<Rationale> Traffic congestion can result in lateness,
causing individuals to feel anxious and frustrated

<Goal to Response> Alleviating anxiety and
agitation.

<Agent Timbre and Tone> Intense
<Agent Gender> Female
<Agent Age> Young adults (25-40)

<Empathetic Response> I hate traffic too, it makes
me crazy!

4.3 Emotion-aware Instruction-Tuning

To equip the model with multimodal understand-
ing capabilities and the ability to faithfully output
meta-responses, we fine-tune EmpathyEar. Our
approach encompasses three levels of learning.

Encoder-LLM Alignment Learning. For the
system’s frontend module ImageBind, we align
it with the LLM, enabling the LLM to comprehend
multimodal information. The alignment is consid-
ered in two aspects. On the one hand, we con-
duct alignment learning on general domain ‘audio-
text’ (Kim et al., 2019) and ‘video-text’ (Bain et al.,
2021) pairs, feeding audio and video, and then hav-
ing the LLM output corresponding captions. Also,
we perform emotion-aware multimodal alignment
to enhance the ImageBind&LLM’s perception of
emotion features in speech and video. Specifically,
we engage in speech-based (Sailunaz et al., 2018)
and vision-based (Jaiswal et al., 2020) emotion de-
tection tasks on relevant datasets, e.g., EGG (Soley-
mani et al., 2015). Also for language, we fine-tune
LLM on text-based ERG dataset (Rashkin et al.,
2018) to fit the in-domain training set, enabling
reasonable ERG generation capabilities.

Meta-response Instruction-Tuning. Following
the construction of many existing instruction-
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& Chatbot

| just moved to this neighborhood and heard some bad news.

I'm sorry to hear that. What kind of bad news did you hear?

To my surprise, there have been three theft crimes nearby last month.

That's unfortunate. I'm sure it's been a concern for many of the
neighbors.

What’s worse, some dumb criminals shot one resident and ran into the woods! It's so terrifying.

| can imagine how scary that must have been for you and your
neighbors. It's unfortunate that some people are willing to commit
such violent crimes.

The public security is so poor and why aren't the police taking responsibility for arresting the
criminals as soon as possible?

| can see why you're frustrated with the lack of security in your
neighborhood. It's disheartening when the police aren't able to
protect the community.

Figure 3: Screenshot of the EmpathyEar providing com-
panion service by chatting with an elder.

tuning datasets (Ouyang et al., 2022; Dai et al.,
2023), we also utilize OpenAl GPT-4 (OpenAl,
2022a) to generate rich data under the meta-
response format defined above. We prompt GPT-4
to fully adhere to the CoT reasoning format, allow-
ing the LLM to simulate this process, where we
ensure the data diversification, which includes: 32
types of emotional labels, both explicit and implicit
emotional types, and over 200 real-life scenarios.
Appendix §A.2 provides detailed construction and
feature statistics of the data.

Emotion-aware Enhancement Training. To en-
hance the emotional awareness of our backend
speech and talking-face generators, we wrap the ex-
isting related multimodal data and conduct further
training on these modules. Appendix §A.3 details
data construction and training strategy.
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) Chatbot

| feel so lonely sometimes because all my good friends live in a different country.

I have also experienced being away from my hometown and friends
due to work reasons. During that time, | joined interest classes and
participated in club activities, which allowed me to meet new
friends and alleviate the sense of loneliness.

I realize that I’'m not good at communicating with unfamiliar person.

It's understandable to feel uncomfortable when it comes to
communicating with unfamiliar people. You could try practicing
small talk or finding common interests with others. Don't be too
hard on yourself; it takes time and effort to become more
comfortable in social situations.

Thanks for your valuable advice. | feel better and will try to make a change.

You're welcome! I'm glad to hear that my advice has been helpful to
you. It's great to see that you're feeling better and are motivated to
make a change.

Figure 4: Screenshot of the dialogue between the user
and EmpathyEar for psychological assistance.

5 Use Scenario and Demonstration

5.1 Application Scenario

EmpathyEar supports multimodal digital-figure re-
sponses, offering a more potent capacity for empa-
thetic expression and a wider range of applications,
compared to text-based empathetic robots. Below
are some common scenarios and applications (not
limited to) where EmpathyEar can excel:

1) Accessibility Services. Enhances interactions
for those with disabilities through empathetic
understanding of their needs.

Customer Service. Elevates customer experi-
ence with empathetic, personalized support and
a deep understanding of emotions.

Elderly Companion. Provides the elderly with
companionship and emotional support, enrich-
ing their social interactions.

Healthcare Assistance. Aids patients through
empathetic interactions, supporting mental and
emotional health during recovery.

Child Companion. Offers empathetic com-
panionship to children, fostering emotional and
educational development.

Psychological Counseling. Delivers emotional
support and counseling, tuned to individual feel-

2)

3)

4)

5)

6)



Models Acc Dist-1 Dist-2
CASE 40.2 0.7 4.0
Non-LLMs  pgopg 420 14 44
Lamb 53.4 1.8 7.7
Alpaca (7B) 20.6  26.8 70.4
Flan-T5 (x1) 193 292 52.4
LLMs Flan-T5 (xx1) 32.0 30.7 66.8
ChatGLM3 (6B) 243 37.7 75.0
" EmpathyEar (6B) 57.3 445 823

Table 2: Performance on text ERG (EmpatheticDia-
logue data) by comparing with SoTA systems.

ings and mental states.

7) Educational Tools. Improves learning with
empathetic support, motivating students to over-
come challenges.

8) Gaming and Virtual Reality. Enhances gam-
ing and VR with emotionally responsive char-
acters for a more immersive experience.

5.2 Demonstrations

In Figures 3 and 4, we showcase the interaction
of the system with users in two scenarios: el-
derly companionship and psychological counseling.
In these scenarios, EmpathyEar flexibly assumes
the digital personas of a man and a woman, re-
spectively, and provides accurate and appropriate
empathetic responses, effectively playing a posi-
tive role in guiding the users’ emotions. Those
real demonstrations reflect the capabilities of our
EmpathyEar system. Appendix §B shows two
more cases of scenarios in children’s companion-
ship and healthcare assistance. Please visit dy-
namic video demonstrations for better understand-
ing at https://youtu.be/gGn9oYftwbY.

6 Performance and Quantitative Analysis

We finally quantitatively assess the exact perfor-
mance of the system.

Automatic Evaluation. First, we test our system
on the standard text-based ERG dataset, Empa-
theticDialogue (Rashkin et al., 2019). We make
comparisons with both 1) the non-LLM-based
SoTA models, including CASE (Zhou et al., 2023),
ESCM (Yang et al., 2024a), and Lamb (Sun et al.,
2023); and 2) LLM-based systems, including Chat-
GLM3 (Duetal., 2022), Alpaca (Taori et al., 2023)
and Flan-T5 (Chung et al., 2022). The metrics in-
clude emotion detection accuracy, as well as Dist-1
and Dist2 which measure response diversity at sin-
gle and double granularity, respectively. As shown
in Table 2, EmpathyEar achieves the best perfor-
mance compared to all non-LLM and LLLM meth-
ods, surpassing them with quite large gaps.
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Figure 5: Human evaluation in seven different aspects:
Q1) accuracy of emotion recognition, Q2) fluency of
the language, Q3) rationality of the analysis, Q4) clarity
of speech, Q5) emotional consistency of speech, Q6)
clarity of video facial features, and Q7) emotional con-
sistency of video expressions.

Human Evaluation. Text-based automatic eval-
uation metrics do not fully capture the complete
performance of our system. Therefore, we consider
conducting human evaluations. We make compari-
son with the any-to-any MLLM, NEXT-GPT (Wu
et al., 2023) that is compatible to multimodal empa-
thetic generation. We prepare 20 dialogue queries
from diverse scenarios for two systems to respond.
Seven questions from different aspects are used to
ask users to evaluate on a Likert scale of 1-100.
Figure 5 shows the results, where EmpathyEar is
superior to NExT-GPT in all aspects, especially for
the emotion consistency of speech and vision.

7 Conclusion

We introduce EmpathyEar, a novel, open-source,
avatar-based multimodal empathetic chatbot. By
employing an LLM at its core, enhanced with mul-
timodal encoders and generators, EmpathyEar sup-
ports user inputs from any of text, sound, and
vision modalities, and more importantly, produc-
ing multimodal empathetic responses, offering
users, not just textual responses but also digital
avatars with talking faces and synchronized voices.
EmpathyEar allows for a richer, more empathetic
communication experience, surpassing the limita-
tions of current text-only ERG systems, thus of-
fering emotionally resonant interactions across a
broader spectrum of scenarios. The system sets a
new standard for human-level empathetic dialogue
systems, blending intelligence with the ability to
understand and express human emotions.


https://youtu.be/gGn9oYftwbY

Limitations and Future Work

Despite the progress EmpathyEar makes in em-
pathetic response generation through multimodal
integration, there are three main limitations that
present opportunities for future work.

First, we rely on external tools for the backend
speech generator and talking-head avatar generator,
linked to the LLM through text-based commands.
This cascading method has inherent limitations;
errors in the LLM’s output may propagate to the
multimodal generation, and the lack of end-to-end
learning in our system might restrict performance
improvements. Future research could look into
developing an integrated end-to-end architecture
based on our system.

Second, while our design allows the LLM to
produce a meta-response guiding the multimodal
generators to maintain consistency in content and
emotional tone, there may still be occasional incon-
sistencies. Investigating methods to enhance cross-
modal consistency in semantics and emotional ex-
pression could be a focus for further study.

Third, although we introduce the concept of mul-
timodal empathetic response generation, we have
yet to define a comprehensive benchmark or stan-
dard for this task. Future research should focus on
establishing clear definitions, datasets, and valida-
tion methods for this area.

Ethics Statement

The development and deployment of EmpathyEar,
an avatar-based multimodal empathetic chatbot, in-
volve significant ethical considerations. Key con-
cerns include the need to protect user data privacy,
particularly emotional data, using strict data pro-
tection measures to prevent misuse. It’s impor-
tant to note that EmpathyEar does not substitute
for professional psychological or medical advice.
We commit to the principle of beneficence, aim-
ing to improve user well-being and minimize harm
while adhering to ethical standards of fairness, non-
discrimination, and bias prevention.
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A Specification of Emotion-aware
Instruction-Tuning

A.1 Encoder-LLM Alignment Learning

General Alignment Learning: We feed the au-
dio and video into LLM, and then let it output cor-
responding captions. Datasets include: ‘audio-text’
AudioCap data (Kim et al., 2019), and ‘video-text’
Webvid data (Bain et al., 2021).

Emotion-aware Multimodal Alignment: Like-
wise, we feed the speech audios or videos,
and let LLM output the correct emotion la-
bels/types.  Speech-based emotion detection
datasets: LSSED (Fan et al., 2021), MELD (Po-
ria et al., 2019); and Vision-based emotion de-
tection data FERPlus (Barsoum et al., 2016) and
MAFW (Liu et al., 2022).

Textual Empathetic Response Alignment: In-
putting pure textual dialogue contexts encourages
LLM to generate correct empathetic response texts.
We use the commonly employed text-based Empa-
theticDialogue ERG data (Rashkin et al., 2018).

A.2 Meta-response Instruction-Tuning

Following the construction of many existing
instruction-tuning datasets (Ouyang et al., 2022;
Dai et al., 2023), we also utilize OpenAl GPT-4° to
generate rich data under the meta-response format
defined above. We prompt GPT-4 to fully adhere
to the CoT reasoning format, allowing the LLM
to simulate this process, where we ensure the data
diversification by generating samples evenly cov-
ering the pre-setting characters of the avatar, as
shown in Table 1.

A.3 Emotion-aware Enhancement Training

While we can directly employ the off-the-shelf
well-trained speech generator and talking-head gen-
erator for our use, the quality of these two genera-
tors might be sub-optimal, especially in terms of
their emotional awareness. Thus, we enhance their
perceiving by further training them in emotion-
aware datasets. Specifically, we fine-tune the
speech generator and talking-head generator on the
emotional speech and video dataset, ESD (Zhou
et al., 2022) and MEAD (Wang et al., 2020), re-
spectively. We retrofit the ESD and MEAD datasets
slightly to meet our requirements. For example, we
prepare the speech text by first recognizing the text
from the video speech.

5https: //chat.openai.com/
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I won the first prize in the running race at school! I've been feeling really anxious lately because of my health. | keep thinking something might be
wrong with me.

That's amazing! You must have worked really hard to win first place.

Congratulations! It's natural to feel anxious about your health, especially when
things seem uncertain. Have you had a chance to speak with a
healthcare professional about your concerns? They can provide
clarity and peace of mind. Remember, taking that step to seek help
is a sign of strength, not weakness.

But my mom and dad are working in a remote factory and can't celebrate with me.
I'm scared of going to the doctor. What if it's something serious?

Iunderstand how you feel. It's disappointing when loved ones can't
be there to celebrate such an achievement with you. Maybe you can
share the news with them over a call or video chat, and I'm sure
they'll be just as proud of you.

It's completely understandable to feel scared about the possibility
of bad news. However, catching any issues early can make a
significant difference in treatment options and outcomes. Facing
our fears can be daunting, but it's also a courageous act towards
ensuring our well-being. I'm here to support you through this
process.

And I'm really worried about whether they can attend the parent meeting next week. | felt
shamed when they were absent last time. Thank you, that makes me feel a bit better. I'll try to make an appointment.

I'm so glad to hear that you're feeling a bit more hopeful and
considering making an appointment. Remember, taking care of
your health is one of the most important things you can do for
yourself. You're not alone in this, and taking this step is something
to be proud of.

| can imagine how worried and embarrassed you must have felt
when your parents couldn't attend the meeting. Just remember,
their absence doesn't define your worth or your achievements. It
might help to have an open conversation with them about how
much it means to you to have their presence at the upcoming
meeting. I'm sure they still love and support you wholeheartedly.

Figure 6: Screenshot of the dialogue between a user and Figure 7: Screenshot of the dialogue between a user and
EmpathyEar in the child companionship scenario. EmpathyEar in the health care scenario.

+ EmpathyEar: Avatar-based Multimodal Empathetic Chatbot

€ Chatbot

To my surprise, there have been three theft crimes nearby last month.

That's unfortunate. I'm sure it's been a concern for many of the
neighbors.

Submit Clear

Figure 8: Screenshot of the webpage interface.

B More Demonstrations

Figure 8 shows the system’s interactive interface.
Figure 6 displays the process of multimodal em-
pathetic responses in the child companionship sce-
nario. Figure 7 presents an interactive scenario in
the health care context.
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Abstract

We introduce OpenWebAgent, an open toolkit
designed to optimize web automation by in-
tegrating both large language models (LLMs)
and large multimodal models (LMMs). This
toolkit focuses on enhancing human-computer
interactions on the web, simplifying complex
tasks through an advanced HTML parser, a
rapid action generation module, and an intu-
itive user interface. At the core of OpenWe-
bAgent is an innovative web agent framework
that uses a modular design to allow develop-
ers to seamlessly integrate a variety of mod-
els and tools to process web information and
automate tasks on the web. This enables the
development of powerful, task-oriented web
agents, significantly enhancing user experi-
ence and operational efficiency on the web.
The OpenWebAgent framework, Chrome plu-
gin, and demo video are available at https:
//github.com/THUDM/OpenWebAgent/.

1 Introduction

As the Internet becomes an integral part of ev-
eryday life, the complexity of tasks that users
want to automate on web platforms continues to
grow (Van der Aalst et al., 2018). Modern web
users expect interfaces that are not only intuitive
and visually appealing but also capable of intelli-
gent (Davenport and Kirby, 2016), predictive inter-
actions that streamline complex tasks.

Traditional web automation tools, such as
Robotic Process Automation (RPA) tools, have
been instrumental in reducing manual effort (Syed
et al., 2020), but fall short in areas such as contex-
tual understanding, flexibility (Hallikainen et al.,
2018), and user accessibility. These tools often
require complex setups and significant technical
expertise, limiting their usefulness to a narrow au-
dience. In addition, the lack of a unified system
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architecture among existing tools poses significant
challenges for developers seeking to integrate or
innovate on top of these platforms, hindering the
advancement of web automation technologies.

Nevertheless, the field has advanced signif-
icantly with deep learning technologies, espe-
cially after Google introduced the Transformer
model (Vaswani et al., 2017). The capabilities of
large-scale pre-trained models, like OpenAl’'s GPT
series (Achiam et al., 2023; OpenAl, 2024a), have
improved text generation, semantic understanding,
and logical reasoning (Brown et al., 2020; Chan
et al., 2022). This has made web automation tools
using LLMs and LMMs more feasible. Recent
work such as AutoWebGLM (Lai et al., 2024),
shows LLLMs can handle various web tasks but the
lack of multimodal inputs limits their capabilities,
highlighting the need for multimodal web agents.

Presented System. We present OpenWebAgent, a
toolkit for advanced web interactions with innova-
tive modules that allow developers to integrate any
language or multimodal model for web automa-
tion. Figure 1 shows the task execution results
of OpenWebAgent System with GPT-4 (Achiam
et al., 2023) and AutoWebGLM (Lai et al., 2024)
as the action generation models. OpenWebAgent
includes an interactive web plugin and a modularly
designed server, allowing it to execute tasks directly
and autonomously on webpages while providing
real-time feedback. It stands out for its efficiency
and user accessibility compared to other web au-
tomation tools, thanks to these features:

* High-Performance HTML Parser. This parser
optimizes performance by simplifying com-
plex HTML into a more straightforward format
(§3.1), enabling OpenWebAgent to process web
content with enhanced accuracy and speed. It
reduces HTML length by 99% and the number
of elements by 97% (§5.1), ensuring efficient
operation on any website. (§5.2)
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Figure 1: Examples of OpenWebAgent performing daily tasks. In these examples, GPT-4 is employed as the action
generation model in (a) — (d), while AutoWebGLM is used in (e) — (g).

* Modular System Design. OpenWebAgent inte-
grates multimodal inputs such as action history,
parsed HTML and screenshots for LLMs and
LMMs to create coherent action plans that match
user intent. Users can modify, pause, or reset
tasks at any time (§4.2), offering flexibility and
ease of use. The modular design (§3.2) allows
easy model integration and module replacement
by developers.

Streamlined User Interface. The plugin re-
quires no complex setup and is ready to use
immediately after download. Its simple and at-
tractive interface (§4.1) lets users track the pro-
cess and sequence of operations easily, with task
execution controlled by a few simple buttons,
ensuring efficiency and ease of use.

These innovations place OpenWebAgent at the
forefront of web automation technology. Through
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its advanced capabilities, OpenWebAgent is not
just a tool but a paradigm shift in how humans
interact with and harness the power of the web for
automated tasks.

Contributions. (1) We implement a powerful
HTML parser engine that simplifies complex web-
pages into a more accessible format. (2) We de-
sign a ready-to-use web plugin automation tool
that enables users to perform any desired action
on any webpage. (3) We create a versatile web
agent framework, allowing developers to easily in-
tegrate any LLM or LMM for web automation.
This framework offers unprecedented ease in de-
veloping robust, task-oriented web agents. In sum-
mary, OpenWebAgent contributes both technically
and conceptually to the understanding of the bound-
aries of human-machine collaboration and giving
an attempt to develop the future of web automation.
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Figure 2: System Design. Our system has two main components: the frontend plugin and the backend server. The
frontend plugin collects page information, performs webpage actions, and controls operations using a finite state
machine (FSM). The backend server processes data and organizes prompts for the agent to predict actions.

2 Related Work

Developing an efficient toolkit for web browsing
agents is challenging, especially in integrating de-
cision language models with diverse modules for
processing webpage information. This section pro-
vides an overview of related research.

Language Models (LMs). Since Google proposed
Transformer (Vaswani et al., 2017), Large Lan-
guage Models (LLMs) have evolved rapidly. No-
table models include OpenAl’s GPT-4 (Achiam
et al., 2023), Google’s Gemini (Google, 2023),
PalLM-2 (Chowdhery et al., 2023), and Go-
pher (Rae et al., 2021), Anthropic’s Claude-2 (An-
thropic, 2023), Meta’s LLaMA series (Touvron
et al., 2023a,b) and OPT (Zhang et al., 2022), as
well as Mistral’s Mixture of Experts models (Jiang
et al., 2024). Other notable contributions include
GLM-130B (Zeng et al., 2022) and BLOOM (Scao
et al., 2022). These models, pre-trained on vast
datasets, excel in various NLP tasks.

Large Multimodal Models (LMMs) have be-
come the primary focus of research to address
a wider range of tasks. OpenAl led the way by
launching high-performance models such as GPT-
4-Turbo (OpenAl, 2024b) and GPT-40 (OpenAl,
2024a). The open-source community has also intro-
duced multimodal models like LLL.aVA (Liu et al.,
2023a), CogVLM (Wang et al., 2023), and Qwen-
VL (Bai et al., 2023). These LMMs have inspired
new approaches in Agent research.

Smaller, cost-effective models are preferred due
to the high deployment costs of large models, with
users prioritizing task-specific effectiveness. Open-
source projects like LLaMA3-8B (Meta, 2024),
Vicuna-7B (Chiang et al., 2023), and ChatGLM4-
9B (GLM et al., 2024) show comparable capabili-
ties to larger models in some areas.
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Web Automation Systems. Previous projects,
such as WebGPT (Nakano et al., 2021) and We-
bGLM (Liu et al., 2023b), have effectively inte-
grated language models with web environments,
mainly for question-answering tasks using internet
data. These models are excellent at information
retrieval for QA (Rajpurkar et al., 2016; Nguyen
et al., 2016; Berant et al., 2013; Kwiatkowski et al.,
2019), but they cannot perform complex or interac-
tive web-based tasks.

Recent projects like AutoGPT' use multiple
ChatGPT agents for self-prompting and web op-
erations through a plan-execute-reflect cycle. The
GPT-4V-ACT framework” uses the Set-of-Mark
method (Yang et al., 2023) to mark screenshots and
then employs GPT-4V (OpenAl, 2024b) to gener-
ate operations, but it struggles with real web pages
due to insufficient operation instructions. AutoWe-
bGLM (Lai et al., 2024) is based on the fine-tuned
ChatGLM3-6B (GLM et al., 2024) model. How-
ever, it lacks image input data, limiting its perfor-
mance in real-world web scenarios.

Other initiatives such as MindAct (Deng et al.,
2023) involve extensive interactions to select web-
page elements, suggesting a need for more effi-
cient processes. CC-Net (Mishra et al., 2019) lever-
ages a vast visual data set and learning techniques
to manipulate web components effectively. Con-
versely, CogAgent (Hong et al., 2023) focuses
on using visual input to generate web operation
methods, while WebAgent (Gur et al., 2024) uti-
lizes HTML-TS5 and the large-scale Flan-U-Plam
model (Chung et al., 2022) to control webpages,
though the model’s size limits its deployment.

1ht’cps: //github.com/Significant-Gravitas
2https://github.com/ddupont808/GPT-4V-Act


https://github.com/Significant-Gravitas
https://github.com/ddupont808/GPT-4V-Act

3 The OpenWebAgent System

OpenWebAgent is rooted in principles of intuitive
design, flexibility, and comprehensive functionality,
aiming to provide a user-centric approach to web
automation. The system is inherently adaptable,
and designed to allow users to easily customize it
for a range of complex automation tasks. Its main
objective is to develop a toolkit that is more respon-
sive and goes beyond the limitations of traditional
web agents. This toolkit does more than execute
user tasks with simple pre-defined commands; it
is engineered to fully analyze, decompose, and
process each task to ensure thorough and efficient
automation.

3.1 HTML Parsing Techniques

The content of HTML webpages is intricate and
complex. Therefore, it should be effectively sim-
plified before being fed into the parsing model.

Simplification aims to distill the most important
information while eliminating excessive or disrup-
tive elements that could make it difficult for the
model to understand. It is crucial to maintain the
basic structure of HTML and its essential content
information during this process. This ensures that
the model can understand and use these details for
efficient webpage parsing.

Using algorithm 1 can effectively transform the
element tree into a more concise representation. We
can judge whether an element should be retained by
determining the clickability of the element, noting
that nodes near the retained element are generally
able to provide more useful information and there-
fore have a higher retention value. Therefore, we
can adopt a recursive approach to obtain the an-
cestor nodes, child nodes and sibling nodes of the
retained element part. Finally, pruning can be done
according to the information content starting from
the leaf nodes.

With the processing algorithm described above,
the complex HTML can be simplified into a format
that is easier for the model to interpret and manip-
ulate, thus improving the model’s performance in
web parsing tasks.

3.2 Interaction Workflow

OpenWebAgent’s design philosophy and objec-
tives aim to achieve a harmonious balance be-
tween advanced technological capabilities and
user-friendly interaction, redefining standards for
human-computer interaction in web automation. To
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Algorithm 1: HTML Simplifier
Data: dom tree tree, neighbor coefficient n
Result: pruned tree tree, kept elements kp
nodes, kp + set(),1list()

for e in tree.element do // selector
if not (onTop(e) and onScreen(e))

then continue
if isClickableTag(e.tagname) or
haveJSaction(e.attrib) or
e.cursor = pointer or
e.classes.include (button) then
kp.push(e)
nodes.push(e)
nodes.push(getNbr (e, n))
end

end

for e in reversed(tree) do // pruner
if not e in nodes or not (e has text or

attrib or e is root or
len(e.children) > 1) then
‘ tree.remove(e)

end

end

improve the flexibility and usability of our toolkit,
we modularize it into several key components as
shown in Figure 2. The network processing module
and the action generation module are deployed as
unified services in the backend. Meanwhile, the
process control module and the execution module
are integrated into the plugin.

Web Processing Module. This module extracts
useful elements of HTML, simplifies HTML input,
performs OCR on screenshots, and adds element
labels to screenshots. See §3.1 for details of the
methods and processes.

Action Generation Module. The main purpose of
this module is to predict the next action based on
the user’s task and the current webpage context. At
this stage, we provide a prompt for the LLM that in-
cludes the current task, the simplified HTML of the
webpage, and previous command sequences, and
for the LMM, we also provide labeled screenshots
for the model to use. The model outputs the next
action in natural language, which we match against
a pre-defined action space, and returns the action
name and parameters if the match is successful.

In this module, models are accessed through in-
terfaces, which means that developers creating new
web agents can effortlessly integrate any model



into our toolkit by simply setting up an API inter-
face for accessing the model. It is important to
note that we have reserved an interface to a visual
processing module in the toolkit, located between
the web processing module and the action genera-
tion module, to serve better the needs of developers
working with multimodal agents.

To address the lack of image information in the
language-based agent, the module is pre-configured
with an OCR interface that takes a screenshot of a
webpage as input and returns the webpage informa-
tion contained in the screenshot. LMM agent devel-
opers have the option to replace the preconfigured
modules and integrate their own vision modules
into our toolkit, which simplifies the development
of multimodal web agents.

Execution Module. This module is used to execute
specific action instructions on a webpage. When
the module receives an action instruction from the
action generator module, it looks for the element
that actually needs to be operated on and then exe-
cutes the action on the webpage using a predefined
script. When the action is completed, it provides
a response feedback to ensure that the model is
aware of the execution of the action to adjust the
plan.

Process Control Module. As shown in Figure 3,
this module is implemented using a finite state ma-
chine. The main purpose of this is to coordinate
the execution of tasks and to facilitate the transfer
of information between the above modules.

This module serves as the primary interface for
user interaction. It receives various inputs, such as
user task commands and control commands (e.g.
start, pause, reset). The module also records user
input tasks and previous action history. When
the user issues a start command, the module first
fetches the HTML source and screenshot of the cur-
rent webpage, and information about the clickable
elements, and passes them to the web processing
module (including the visual processing module).
Additionally, the module sends the task and action
history to the action generation module.

The module sends task and action history to the
action generation module and waits for a response
from the action generation module. It then parses
the action into various parameters. If a valid web
action returns, its details are sent to the execution
module. Once a response arrives from the execu-
tion module, the action history updates and the
process of retrieving webpage information repeats.

User: Start Shutdown
Clear Operation Keep Operation
Context Context

S g
Transfer §f Continue StOP

Task, HTML
& Screenshot Stop

Successful
Execution
@ [ser Action
Transfer HTML & e Framework

Update Action History Receiving Action

Action:

Pause
Ignore
current action

@ Datapath
Figure 3: FSM Design.

When the process is complete, the user is notified
by the module.

This workflow enables real-time user interaction,
users can send control commands such as pause,
reset, or update their task description at any time.
The process control module adapts accordingly,
ensuring flexible and efficient interaction.

4 Demonstration

4.1 System Interface

The plugin interface is simple and easy to use, as
shown in Figure 4. It consists of three main parts:
* Input Box: For entering tasks to be executed.

* Control Buttons: For managing task execution,
starting with “>> run” and “O reset” . During
execution, “ 1 pause” replaces “I> run” , allow-
ing the user to control the process.

* Feedback Panel: Shows the executed actions
and the model’s responses.

Show me the bibtex for OpenWebAgent.

STEP 1

Action: #Click# 21

Figure 4: The system interface of OpenWebAgent.

4.2 Usage Example

As shown in Figure 5, we illustrate the interaction
process and execution results of our toolkit by in-
tegrating GPT-4 into our toolkit and executing a
sample task “What is the weather like today?”.

Task Execution. The task begins with Google, a
standard browser homepage that does not provide
weather information. First, we can put the query
“What is the weather like today?” into the task box
and click the “I> run” button to initiate the task. A
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Google

STEP 3

What is the weather in Sunday?

Answer: 57 °F / 33 °F

(a) Start of execution.

(b) Change current task.

(c) Get requested information.

Figure 5: Execution flow of OpenWebAgent. Initially (a) execute “What is the weather like today?”, then at (b)
modify the task to “What is the weather in (on) Sunday?”, and finally (c) get the answer for the task.

BT @ :
q Action: #Select# 15 4 peop|e‘

& 4people

Action: #Type# 13 Answer: Please fill in the

al2345@ggmail.com

verification code

(a) Set the number of diners.

(b) Select restaurant and dining time.

(c) Ask user to enter verification code.

Figure 6: Example of using OpenWebAgent with AutoWebGLM. The task is “Make a dinner reservation for 4 at a
Chinese restaurant with the email al2345@ggmail.com.”. This example demonstrates that OpenWebAgent can

handle various types of elements.

loading icon will appear on the feedback box to
indicate that our plugin has initiated the retrieval of
information from the webpage. After a brief inter-
val, the plugin generates the instruction, “#Type#
5 weather today”. The webpage displays that
“weather today” has been entered into the input box,
thereby suggesting that the action has been exe-
cuted successfully.

Task Management. After several actions on the
webpage, the user is presented with a weather fore-
cast, as depicted in Figure 5(b). At this juncture,
the user has the option to pause the task by click-
ing the “n pause” button. They can then update
the task instructions to “What is the weather on
Sunday?” before resuming execution by clicking
“> run” (which serves as “continue” here). The
plugin will adapt to the modified user task and
modify the execution flow accordingly.

Task Completion. Following a series of actions
on the webpage, the LLM (GPT-4) can complete
the user’s task based on the information available.
Our plugin then responds to the user’s query by
returning a message, “Answer: 57°F / 33°F”,in
the feedback box and completes the process.

Figure 6 shows how OpenWebAgent with Au-
toWebGLM handles a restaurant reservation task.
This demonstrates that our framework provides the
necessary information and actions to support the
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model in performing complex tasks. In addition,
as shown in Figure 1, our plugin can also perform
various web tasks, such as shopping, socializing
and information seeking to satisfy users’ diverse
web browsing needs. This proves that our plugin
has the following characteristics:

* Flexibility: Users can use our plugin to accom-
plish various tasks on any webpage, in any state,
anytime, anywhere.

Efficiency: Each module in our plugin is opti-
mized for performance, and the time taken for
each step of the action depends largely on the
time taken to call LLM. Therefore, our plugin
executes extremely efficiently.

Robust Interactivity: Our plugin receives user
interaction at any moment during execution.
Users can receive feedback and take control in
real time.

5 Evaluation

5.1 HTML Parser Performance

Experimental setup. We selected six categories of
frequently visited websites from Similarweb? and
randomly tested the effectiveness of the parser by
selecting dozens of pages from each website, and
the results are shown in Table 1.

Shttps://www.similarweb.com/top-websites
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Length Elements Time

Website # before # after  reduction (%) # before # after reduction (%) msec
E-commerce 725,948 2,174.5 99.62 2,580.2 56.34 96.38 5.52
- Amazon 1,103,437 2,643.3 99.71 4,329.8 59.87 97.99 8.30

- eBay 679,852 2,108.7 99.65 2,138.3 46.28 97.70 5.11

- Taobao 394,555 1,771.4 99.51 1,272.6 62.86 93.50 3.14
Entertainment 825,534 2,069.1 99.48 2,705.0 39.33 98.00 542
- Bilibili 1,669,682 2,217.6 99.62 3,144.2 53.00 97.12 7.19

- Spotify 317,223 1,947.6 99.39 1,756.4 23.14 98.60 3.75

- Fandom 489,698 2,042.3 99.43 3,217.3 41.85 98.29 5.32
Forum 762,945 2,846.3 99.61 2,983.3 50.88 97.98 5.68
- Reddit 872,041 3,258.9 99.63 2,838.8 47.25 98.00 5.60

- Quora 653,849 2,433.7 99.59 3,127.7 54.50 97.96 5.75
Knowledge 452,532 4,584.8 98.71 2,630.8 75.11 96.62 4.38
- Wikipedia 440,264 6,135.1 98.37 2,479.0 95.33 96.10 4.33

- Baidu-baike 464,801 3,034.5 99.05 2,782.6 54.89 97.15 4.42
News 763,077 3,731.0 98.58 1,821.4 50.91 96.49 4.53
- Yahoo 1,829,666 4,959.4 99.53 2,843.6 40.22 98.47 8.18

- Yahoo-JP 317,049 2,457.3 99.23 1,693.8 74.87 95.48 3.12
-QQ 142,515 3,776.4 97.01 926.7 37.85 95.54 2.27
Social Media 1,679,296 1,547.1 99.81 3,389.6 47.37 97.95 8.96
- Facebook 3,332,936 1,663.8 99.94 6,417.8 47.67 99.13 14.94

- Instrgram 1,176,319 768.6 99.93 1,172.2 25.43 97.77 6.76
-X 528,634 2,208.7 99.57 2,578.7 69.00 96.96 5.18
Overall 900,782 2,714.2 99.32 2,669.9 52.12 97.24 5.83

Table 1: HTML simplification results on various sites.

Results Analysis. The HTML simplifier effec-
tively reduces the complexity of web pages across
various websites. It significantly reduces the num-
ber of actionable elements and the length of HTML
text, with simplification rates exceeding 97% and
99% respectively. The tool operates quickly, even
in dense environments like Facebook, with an aver-
age processing time of just 5.83 milliseconds. This
rapid performance demonstrates the tool’s practi-
cality for real-world applications, enabling quicker
and more focused web interactions by emphasizing
essential content.

5.2 Efficiency

Experimental setup. Following the HTML Parser
Performance testing methodology, we selected 12
websites from SimilarWeb. The system was as-
signed 80 web navigation tasks across these di-
verse websites. Throughout these tasks, we metic-
ulously recorded the response times of different
components. The outcomes of this evaluation are
presented in Table 2.

Results Analysis. The results indicate that network
transmission time makes up 70% of the system’s
operational time, primarily due to connections to
remote servers. Additionally, the model’s predic-
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Fetch Parse Predict Network Execute

Time (ms) 5103 71.2 24057 7,166.4 31.2
Percentage 5.0 0.7 23.6 70.3 0.3

Table 2: System Efficiency.

tion activities, particularly with the GPT-4-turbo
model, account for 23% of the runtime. To im-
prove efficiency, future enhancements should fo-
cus on optimizing web page transmission, such as
by locally simplifying web pages to reduce data
volume by 99%, thus saving time and enhancing
performance.

6 Conclusion

OpenWebAgent represents a paradigm shift in web-
based human-computer interaction. It promises
to improve user experience and productivity by
automating a variety of web tasks efficiently and
intuitively. It provides a convenient framework
for the development of web agents based on large
language models (LLMs) and large multimodal
models (LMMs) through advanced HTML pars-
ing capabilities, a modularly designed system, a
friendly user interface, and the visualization of the
task execution process.



Limitations

While OpenWebAgent boasts remarkable capabili-

ties, it also has its limitations:

* Its performance may falter on complex or un-
conventional webpages, as it depends on under-
standing web structures.

The tool is intended for general purposes and
might not perform optimally for tasks that re-
quire specialized knowledge.

The capacity of OpenWebAgent to execute web
page operations is substantially influenced by the
capabilities of the underlying model, including
the ability to comprehend web page elements
and perform image recognition.

Although OpenWebAgent is currently efficient,
its backend design needs to be improved to meet
the needs of large-scale applications and faster
web operations response.

Future developments will address these limi-
tations and improve its applicability and perfor-
mance.

Ethics Statement

Intended Use. OpenWebAgent is designed to as-
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attacks, or unauthorized data extraction.
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Abstract

Large Language Models (LLMs) usually suffer
from knowledge cutoff or fallacy issues, which
means they are unaware of unseen events or
generate text with incorrect facts owing to out-
dated/noisy data. To this end, many knowledge
editing approaches for LLMs have emerged
— aiming to subtly inject/edit updated knowl-
edge or adjust undesired behavior while mini-
mizing the impact on unrelated inputs. Never-
theless, due to significant differences among
various knowledge editing methods and the
variations in task setups, there is no standard
implementation framework available for the
community, which hinders practitioners from
applying knowledge editing to applications. To
address these issues, we propose EASYEDIT,
an easy-to-use knowledge editing framework
for LLMs. It supports various cutting-edge
knowledge editing approaches and can be read-
ily applied to many well-known LLMs such as
TS, GPT-J, LIaMA, etc. Empirically, we report
the knowledge editing results on LlaMA-2 with
EASYEDIT, demonstrating that knowledge edit-
ing surpasses traditional fine-tuning in terms of
reliability and generalization. We have released
the source code on GitHub!, along with Google
Colab tutorials and comprehensive documenta-
tion® for beginners to get started. Besides, we
present an online system® for real-time knowl-
edge editing, and a demo video®.

1 Introduction

Large Language Models (LLMs) have revolution-
ized modern Natural Language Processing (NLP),
significantly improving performance across various
tasks (Brown et al., 2020; OpenAl, 2023; Anil et al.,
2023; Zhao et al., 2023; Touvron et al., 2023b;

*Corresponding author.

'This is a subproject of KnowLM (https://github.
com/zjunlp/KnowLM), which facilitates knowledgeable LLM
Framework with EasylInstruct, EasyEdit, EasyDetect etc.

Zhttps://zjunlp.gitbook.io/easyedit

3https ://huggingface.co/spaces/zjunlp/EasyEdit

4https://youtu.be/GmGT@QaaskU
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Qiao et al., 2023; Zheng et al., 2023b; Pan et al.,
2023). However, deployed LLMs usually suffer
from knowledge cutoff or fallacy issues. For ex-
ample, LLMs such as ChatGPT and LlaMA pos-
sess information only up to their last training point.
They can sometimes produce inaccurate or mis-
leading information due to potential discrepancies
and biases in their pre-training data (Ji et al., 2023;
Hartvigsen et al., 2022). Hence, it’s essential to effi-
ciently update the parametric knowledge within the
LLMs to modify specific behaviors while avoiding
expensive retraining.

Indeed, finetuning or parameter-efficient finetun-
ing (Ding et al., 2022, 2023) offers methods for
modifying LLMs, these approaches can be com-
putationally expensive and may lead to overfitting,
particularly when applied to a limited number of
samples (Cao et al., 2021) or streaming errors of
LLMs. Additionally, fine-tuned models might for-
feit capabilities gained during pre-training, and
their modifications do not always generalize to rel-
evant inputs. An alternative methodology involves
using manually written or retrieved prompts to in-
fluence the LLMs’ output. These methods suffer
from reliability issues, as LLMs do not consistently
generate text aligned with the prefix prompt (Her-
nandez et al., 2023; Lewis et al., 2021). Addi-
tionally, due to the extensive amount of up-to-date
knowledge required for complex reasoning tasks,
the impracticality of context overload becomes in-
evitable whenever the context length is limited.

A feasible solution, knowledge editing’, aims to
efficiently modify the behavior of LLMs with mini-
mal impact on unrelated inputs. Research on knowl-
edge editing for LLMs (Meng et al., 2023, 2022;
Zheng et al., 2023a; Gupta et al., 2023; Mitchell
et al., 2022a; Geva et al., 2023; Hase et al., 2023;
Cohen et al., 2023a; Hartvigsen et al., 2023; Tan
et al., 2024; Yu et al., 2023) have displayed remark-
able progress across various tasks and settings.

SKnowledge editing can also be termed as model editing.
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Editor: This class encapsulates the editor, which
can be single-instance, batch, sequential and multi-
modal editing, etc. according to user needs.

Evaluation
Reliability Hparams: This class manages the hyper-parameters
of various editing methods, such as the number of
Portability modified layers, etc.
Locality
Method: This class supports a variety of model editing
Fluency methods, including locating and modifying parameters,
meta-learning, etc.
eneralization

Evaluate: This class contains various metrics for eva-
luating editing performance(support customization)

Figure 1: The overall architecture of EASYEDIT. The main function is apply_to_model, which applies the selected
editing method to the LLMs. The Editor serves as the direct entry point, receiving customized user inputs and
outputs, and returning the edited weights. Please note that some methods may require pre-training of classifiers or
hypernetworks through the Trainer (See §3.5). EASYEDIT supports customizable evaluation metrics.

However, these variations in both implementa-
tion and task settings have impeded the develop-
ment of a unified and comprehensive framework
for knowledge editing. Note that the complexity ob-
structs the direct comparison of effectiveness and
feasibility between different methods, and com-
plicates the creation of novel knowledge editing
approaches. To this end, we propose EASYEDIT,
an easy-to-use knowledge editing framework for
LLMs. EASYEDIT modularizes editing methods
and effectiveness evaluation while considering their
combination and interaction. It supports a vari-
ety of editing scenarios, including single-instance,
batch-instance, sequential, and multi-modal edit-
ing. Moreover, EASYEDIT provides evaluation
evaluations of key metrics such as Reliability, Gen-
eralization, Locality, and Portability (Yao et al.,
2023), to quantify the robustness and side effects
(Cohen et al., 2023b) of editing methods.

Specifically, in EASYEDIT, the Editor class in-
tegrates various editing components. The Method
class offers a unified interface apply_to_model,
which accepts editing descriptors and returns the
edited model, thereby facilitating the integration
of novel editing methodologies. Dedicated to eval-
uating editing performance, the Evaluate module
leverages metrics such as reliability, robust general-
ization, and locality. The Trainer module manages
the training of additional neural network structures.
Each module in EASYEDIT is meticulously defined,
striking a balance between cohesion and coupling.
Furthermore, we furnish examples of editing across

&3

a spectrum of models, including TS5 (Raffel et al.,
2019), GPT-J (Wang and Komatsuzaki, 2021), GPT-
NEO (Black et al., 2021), GPT2 (Radford et al.,
2019), LLaMA (Touvron et al., 2023a), LLaMA-2
(Touvron et al., 2023b), Mistral (Jiang et al., 2023),
and Qwen (Bai et al., 2023). We acknowledge
all the support for EASYEDIT, which is listed in
Appendix 6 due to space constraints.

2 Background

Previous Solutions Despite the tremendous suc-
cess of LLMs in almost all NLP tasks, persis-
tent challenges such as knowledge cutoff and bi-
ased/toxic outputs remain. To counter these chal-
lenges, two approaches are generally employed:

1) FINE-TUNING: Traditional fine-tuning tech-
niques, along with delta tuning (Ding et al., 2022)
and LoRA tuning (Hu et al., 2021) utilize domain-
specific datasets to update the model’s internal para-
metric knowledge. However, these methods face
two notable challenges: First, they consume con-
siderable resources. Second, they risk the potential
of catastrophic forgetting (Ramasesh et al., 2022).

2) PROMPT-AUGMENTATION: Given a suffi-
cient number of demonstrations or retrieved con-
texts, LLMs can learn to enhance reasoning (Yu
et al., 2022) and generation through external knowl-
edge (Borgeaud et al., 2022; Guu et al., 2020;
Lewis et al., 2020). However, the performance
may be sensitive to factors such as the prompt-
ing template, the selection of in-context examples
(Zhao et al., 2021), or retrieved contexts (Ren et al.,



2023). These approaches also encounter the issue
of context length limitation (Liu et al., 2023a).

Knowledge Storage Mechanism Within the
NLP literature, numerous studies have delved into
understanding the location of different types of
knowledge in language models (Petroni et al., 2019;
Roberts et al., 2020; Jiang et al., 2020). LLMs
can be conceptualized as knowledge banks, and
the transformer MLP layers function as key-value
memories according to observations from Geva
et al. (2021). This configuration promotes effi-
cient knowledge adjustments by precisely localiz-
ing knowledge within the MLP layers (denoted as
knowledge editing).

Knowledge editing enables nimble alterations
to the LLMs’ behavior through one data point.
Another promising attribute of knowledge edit-
ing is its ability to ensure the locality of edit-
ing, meaning that modifications are contained
within specific contexts. Additionally, the knowl-
edge editing technique can mitigate harmful lan-
guage generation (Geva et al., 2022). In this pa-
per, we present EASYEDIT, an easy-to-use knowl-
edge editing framework for LLMs. It seamlessly
integrates diverse editing technologies and sup-
ports the free combination of modules for various
LLMs. Through its unified framework and inter-
face, EASYEDIT enables users to swiftly compre-
hend and apply the prevalent knowledge editing
methods included in the package.

3 Design and Implementation

EASYEDIT provides a complete editing and evalu-
ation process built on Pytorch (Paszke et al., 2019)
and Huggingface (Wolf et al., 2020). This section
commences with an exploration of the assemblabil-
ity aspect of EASYEDIT, followed by a detailed ex-
planation of the design and implementation of each
component within the EASYEDIT framework (as
shown in Figure 1). Additionally, we demonstrate
a straightforward example of applying MEND to
LLaMA, altering the output of the U.S. President
to Joe Biden.

3.1 Assemblability

In the realm of knowledge editing, various dis-
tinct scenarios® exist. To cater to this diversity,
EASYEDIT offers flexible combinations of mod-
ules that different editing Editor (such as single-
instance, batch-instance (details in Appendix A)),

®Denoted as (Editor, METHOD, TARGET)
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# Step 1: Choose the Editing Method e.g. MEND

from easyeditor import BaseEditor

from easyeditor import MENDHyperParams

hparams = MENDHyperParams.from_hparams('gpt2-xl.yaml")

# Step 2: Provide the edit descriptor and target
prompts = ['Q: The president of the US is? A:',]
target_new = ['Joe Biden'l]

rephrase_prompts = ['The leader of the United State is']

# Step 3: Combine them into the ‘BaseEditor®
editor = BaseEditor.from_hparams(hparams)

# Step 4: Edit and Evaluation

metrics, edited_model = editor.edit(
prompts=prompts,
target_new=target_new,
keep_original_weight=True,

)

# metrics: Performance of knowledge editing
# edited_model: Model after modifying the weights

Figure 2: A running example of knowledge editing for
LLMs in EASYEDIT. Utilizing the MEND approach,
we can successfully transform the depiction of the U.S.
President into that of Joe Biden.

METHOD (such as ROME, GRACE (§3.3)). About
editing TARGET, EASYEDIT can accommodate any
parameterized white-box existing model. Addition-
ally, recent research (Dong et al., 2022) indicates
that LLMs exhibit robust in-context learning capa-
bilities. By providing edited facts to LLMs, one
can alter the behavior of black-box models such
as GPT4 (OpenAl, 2023). All those combinations
are easily implementable and verifiable within the
EASYEDIT framework.

3.2 Editor

The Editor serves a pivotal role in knowledge
editing as it directly establishes the editing tasks
and corresponding editing scenarios. Users sup-
ply the editor descriptor (x.) and the edit target
(ye), but the input format varies according to the
different editing objects. For instance, in Seq2Seq
models, the edit target typically serves as the de-
coder’s input, while in autoregressive models, x.
and . need to be concatenated to maximize the
conditional probability. To facilitate unified edit-
ing across diverse architecture models, we metic-
ulously develop a component prepare_requests
to transform editing inputs.

In EASYEDIT, we provide an “edit” interface, in-
corporating components such as Hparams, Method,
and Evaluate. During the editing phase, various
knowledge editing strategies can be executed by in-
voking the apply_to_model function available in
all different methods, it also performs evaluations



Batch Sequential Additional Edit .
Method b it quit Train Area Time (s) VRAM (GB)
SERAC  YES YES YES External Model 8.46 42
Memory-based IKE NO NO YES In-Context 4.57 52
GRACE NO YES NO MLP+codebook  142.68 28
MELO YES YES NO LoRA+codebook  154.32 30
Meta-learning KE YES YES YES MLP 7.87 49
MEND YES YES YES MLP 6.39 46
KN NO YES NO MLP 425.64 42
Locate-Then-Edit ROME NO YES NO MLP 187.90 31
MEMIT YES YES NO MLP 169.28 33
PMET YES YES NO MLP 219.17 34

Table 1: Comparison of several model editing methods. ‘Batch Edit’ refers to simultaneously editing multiple target
knowledge instances. ‘Sequential Edit’ refers to maintaining previously edited knowledge while performing new
edits. ‘Additional Train’ refers to the need for pre-training other network structures or parameters before editing.
‘Edit Area’ indicates the location of the edit, with MLP representing the linear layer. “Time & VRAM’ reflects the
efficiency of the editing method (using LlaMA-7B as an example). “Time’ indicates the wall clock time required for
conducting 10 edits, while VRAM represents the graphics memory usage.

of the model before and after the editing to gauge
the editing’s multifaceted impact on the model be-
havior, including generalization and side effects.
An example to edit through EASYEDIT is depicted
in Figure 2.

Note that the ability to execute batch editing
(multiple edits in a single instance) and sequential
editing (implementing new edits while preserving
previous editing) is a crucial feature of knowledge
editing (Huang et al., 2023). For methods that
support batch editing, editing instances are inputted
in chunk form. In addition, EASYEDIT provides
a boolean switch, enabling users to either retain
the pre-edit weights for single-instance editing or
discard them for sequential editing.

3.3 Method

As the core component of knowledge editing, edit-
ing methods alter the model’s behavior by modi-
fying its internal parameters (e.g. MLP, Attention
Mechanisms) or explicitly utilizing preceding edit-
ing facts, among other strategies. Impressive re-
lated works (Table 1) abound in this field, and they
can be generally grouped into three categories as
proposed by Yao et al. (2023).

Memory-based This category, encompassing
methods such as SERAC (Mitchell et al., 2022b),
IKE (Zheng et al., 2023a), and GRACE (Hartvigsen
et al., 2023), emphasizes the use of memory ele-
ments to store and manipulate information during
editing. SERAC applies retrieval and classification
routing, GRACE replaces hidden states with pa-

rameters searched from a codebook for edit memo-
rization, while IKE uses context-edit facts to guide
the model in generating edited facts.

Meta-learning These methods learn the weight
updates (denoted as A), which are then added to
the original weights for editing. Examples include
KE (Cao et al., 2021), which uses a bidirectional-
LSTM to predict weight updates, and MEND
(Mitchell et al., 2022a), which adjusts model param-
eters through low-rank decomposition of gradients.

Locate-Then-Edit This paradigm focuses on
knowledge localization to modify the parameters
of specific neurons responsible for storing the edit-
ing facts. EASYEDIT integrates methods like KN
(Dai et al., 2021), which employs gradient-based
methods to update specific neurons. Moreover,
EASYEDIT supports ROME (Meng et al., 2023),
PMET (Li et al., 2024) and MEMIT (Meng et al.,
2022), leveraging causal intervention to pinpoint
knowledge within a specific MLP layer and en-
abling the modification of the entire matrix.
However, it is not practical to expose the editing
methods directly to users due to the complexity of
the underlying concepts and the time investment
required to understand them. Additionally, dif-
ferences in input-output formats across methods
could further complicate the learning process. To
circumvent these hurdles, we implement a unified
interface, apply_to_model, in EASYEDIT. Align-
ing with the Strategy design pattern, this interface
is designed to be overridden by different types of
editing methods, ensuring consistent input and out-
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Figure 3: Depiction of the edit scope for edit descriptor
Who is the president of the USA? It contains an example
for knowledge editing evaluation, including Reliability,
Generalization, Portability, and Locality.

put types. Specifically, it accepts a ‘request’ that
includes the editing descriptor, the target of the edit,
and any input data necessary to evaluate the editing
performance. After processing the request(s), the
interface returns the edited model weights. This
design ensures both flexibility and easy-to-use, en-
abling users to handle knowledge editing instances
effortlessly and utilize the customized models in
other downstream tasks.

3.4 Hparams

When initializing an editing method, it is crucial
to specify the related hyperparameters. These in-
clude the model to be edited, the layers targeted
for modification, and, optionally, the type of ex-
ternal model, among other parameters. For meth-
ods that alter the LLMs’ internal parameters, the
adjustable parameter names should be indicated
using the MODULE_NAME format, such as trans-
former.h.5.mlp.fc_out. In this case, the parameters
of the fc_out linear layer in the fifth layer MLP
of GPT-J would be modified, while all other pa-
rameters remain frozen. Layer selection adheres
to the locality of knowledge (Meng et al., 2023)
or retains layers with higher success rates in pilot
experiments (Mitchell et al., 2022a), as elaborated
in Appendix B.

All hyperparameter classes derive from a com-
mon base class, Hyperparams, which includes
necessary attributes and abstract methods. This
base class supports loading hyperparameters in
both yaml and json formats. Moreover, the
Hyperparams base class can be used to initialize
the Trainer module, streamlining the workflow.
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3.5 Trainer

Certain editing methods, which employ meta-
learning or utilize classifiers (as shown in Table
1), necessitate the training of additional parame-
ters or the implementation of extra network struc-
tures. Similar to Hyperparameters (Hparams), all
Trainer classes inherit from a common base class,
BaseTrainer. It includes essential attributes and
abstract methods such as run and validate steps.
Subclasses of the BaseTrainer define specific
training steps for editing, such as calculating edit-
ing loss and locality loss, as well as the strategies
for combining these losses. Once additional net-
work structures are obtained, the subsequent edit-
ing process follows the same path as the Training-
Free method. In EASYEDIT, various Trainers can
be easily called with one click.

4 Evaluation

Knowledge editing, as defined by Mitchell et al.
(2022b), involves supplying a specific editing de-
scriptor x, (input instance) and an editing target y,
(desired output). From these, an editing instance
ze is generated in the form: 2z, ~ [z¢,yc|. The
goal is to adjust the behavior of the initial base
model fy (where 6 represents the model’s param-
eters) to produce an edited model fp, . Ideally, for
the editing instance, the edited model would be-
have such that fy_(x.) = y.. Additionally, the
editing scope S(z.) refers to a set of input exam-
ples whose true labels have been influenced by the
editing instance. In most cases, a successful edit
should affect the model’s predictions for numerous
In-Scope (I(z¢) ~ {zL|z. € S(z)}) inputs, while
leaving Out-of-Scope (O(xe) ~ {zL|xl, & S(z.)})
inputs unchanged.

We employ six dimensions of metrics to assess
the performance of editing methods, including Re-
liability, Generalization, Locality, Portability,
Fluency (Zhang et al., 2018) and Efficiency (as
shown in Figure 3).

Reliability This metric measures the average ac-
curacy on the given editing instance z..

Generalization The edit should appropriately in-
fluence in-scope inputs, this metric gauges the av-
erage accuracy on in-scope inputs I (x.).

Locality Editing should adhere to the principle
of locality, it evaluates whether out-of-scope inputs
O(x.) can remain unchanged as the base model.



Portability The robust generalization of the edit,
assessing whether the edited knowledge can be
effectively applied to related content.

Fluency It measures the weighted average of bi-
gram and tri-gram entropies to assess the diversity
of text generations.

Efficiency Editing should be time and resource-
efficient. This metric quantifies efficiency by mea-
suring editing time and VRAM consumption.

5 Experiments

In this section, we will outline the experiment set-
ting and report the empirical results of multiple
editing methods supported in EASYEDIT (Table 2).

5.1 Experiment Setting

To validate the potential application of knowledge
editing on LLMs, we utilize LlaMA 2 (7B) (Tou-
vron et al., 2023b), a model with a large parameter
size, representing the decoder-only structure.

We employ the ZsRE dataset to test the capabil-
ity of knowledge editing in incorporating substan-
tial and general fact associations into the model.
ZsRE (Levy et al., 2017) is a question-answering
(QA) dataset that generates an equivalence neigh-
bor through back-translation. Later, it is further
expanded by Yao et al. (2023) to provide a more
comprehensive evaluation of knowledge editing,
including an assessment of the LLMs’ ability to
integrate the edited fact with other facts related
to the target object o* (an aspect of Portability).
For baselines, we compare various editing methods
and additionally employ FT-L from ROME (Meng
et al., 2023). FT-L updates parameters for a single
MLP layer and applies an Loo norm constraint to
limit the weight changes.

5.2 Experiment Results

Table 2 reveals SERAC and IKE’s superior perfor-
mance on the ZsRE datasets, exceeding 99% on
several metrics. While ROME and MEMIT per-
form sub-optimally in generalization, they exhibit
relatively high performance in terms of reliability
and locality. IKE exhibits the potential of gradient-
free updates through in-context learning, leading
to near-perfect scores in both reliability and gen-
eralization. However, it shows some deficiency
in locality, as preceding prompts may influence
out-of-scope inputs. GRACE exhibits poor gener-
alization, possibly attributed to the lack of explicit
semantic representation in its activations within
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Reliability  Generalization Locality Portability Fluency
FT-L 56.94 52.02 96.32 51.03 488.41
SERAC 99.49 99.13 100.00 57.82 42322
IKE 100.00 99.98 69.19 67.56 557.37
MEND 94.24 90.27 97.04 56.95 540.06
KN 28.95 28.43 65.43 37.18 478.32
ROME 92.45 87.04 99.63 57.47 587.58
MEMIT 92.94 85.97 99.49 60.64 576.51
GRACE 99.22 0.43 100.00 56.87 426.31

Table 2: Editing results of the four metrics on LlaMA-2
using EASYEDIT. The settings for the model and the
dataset are the same with Yao et al. (2023).

the decoder-only model (Liu et al., 2023b). FT-L’s
performance on ZsRE falls significantly short com-
pared to ROME, even though both methods modify
the same layer parameters. This suggests that under
the norm constraint, fine-tuning is not an effective
strategy for knowledge editing. MEND performs
well overall, achieving over 90% accuracy on multi-
ple metrics and even surpassing ROME in terms of
reliability and generalization. KN performs poorly,
indicating that it may be better suited for editing
tasks in smaller models or tasks involving knowl-
edge attribution.

For the Portability evaluation, where the infer-
ence depends on a single connection or ‘hop’ be-
tween facts, most editing methods struggle to ef-
fectively combine the edited fact with other facts
relevant to the target object o*. While SERAC
obtains good performance on previous metrics, it
completely fails to propagate the edited knowledge.
This is because SERAC utilizes an external model
with a smaller parameter size for counterfactual
routing whereas the smaller model struggles to re-
call arich set of relevant facts. IKE still maintains a
relatively high capability for ripple editing (exceed-
ing 67%), demonstrating that in-context learning is
a promising approach to propagate edited knowl-
edge to other related facts.

6 Conclusion and Future work

We propose EASYEDIT, an easy-to-use knowledge
editing framework for LLMs, which supports many
cutting-edge approaches and various LL.Ms. The
ability to edit and manipulate LLMs in a controlled
and targeted manner may open up new possibili-
ties for knowledge augmentation (Wu et al., 2023,
2020; Zhang et al., 2022; Chen et al., 2022) and
adaptation across various natural language process-
ing tasks (Kaddour et al., 2023). In the future, we
will continue to integrate advanced editing tech-
nologies into EASYEDIT, aiming at facilitating fur-
ther research and inspiring new ideas for the NLP
community.
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A Preliminaries of Model Editing

The task of knowledge editing is to effectively mod-
ify the initial base model fy to the edited model fy,
with corresponding parameter adjustments for a
specific input-output pair (e, ye ), Where z, € X,
and fy(z.) # y.. Here, X, represents the entire
set to be edited. Therefore, the current problem
formulation for knowledge editing can be broadly
categorized into three types:

1. Single Instance Editing: Evaluating the per-
formance of the model after a single edit. The
model reloads the original weights after a single
edit:

0 argmin(|fofae) ~wel) (D)

2. Batch Instance Editing: Simultaneously
modifying N knowledge instances (where N <
|X|) and evaluating the performance of the edited
model after processing a batch. The model reloads
the original weights after processing a batch of
edits:

N
0 arg min Y (|| fo(ze) —vel) @
e=1

3. Sequential Editing: This approach requires
sequentially editing each knowledge instance, and
evaluation must be performed after all knowledge
updates have been applied:

| e

o' argmin}_(lfoee) —yel) )
e=1

B Default Hparams Settings

EASYEDIT provides optimal hyperparameters for
various editing methods. In addition to common
parameters such as learning rate, steps, and reg-
ularization coefficients, the location of layers for
editing can also be considered as hyperparame-
ters, significantly influencing the robustness of the
editing process. The following tables demonstrate
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Layer with Value Loss

model. layers. 31

Target Layer for Updating Weights

model.layers.5.mlp.down_proj

Table 3: Default Target Modules in ROME

Layer with Value Loss

model.layers. 31

Target Layer for Updating Weights

model.layers.4.mlp.down_proj

model.layers.5.mlp.down_proj

model.layers.6.mlp.down_proj

4.
.5.
.6.
model.layers.7.mlp.down_proj
model .layers.8.mlp.down_proj

Table 4: Default Target Modules in MEMIT and PMET

the default location settings in EASYEDIT (using
Llama-2-7B as an example).

ROME We follow Meng et al. (2023) in utilizing
causal mediation analysis to identify an interme-
diate layer in the model responsible for recalling
facts. The causal traces reveal an early site (5th
layer) with causal states concentrated at the last
token of the subject, indicating a significant role
for MLP states at that specific layer (Table 3).

MEMIT Following Meng et al. (2022), we quan-
tify the average indirect causal effect of MLP mod-
ules. The results demonstrate a concentration of
intermediate states in LLaMA. The disparity in the
effects between MLP severed and hidden states
severed becomes significantly reduced after the 8th
layer. We choose the entire critical range of MLP
layers, denoted as R = {4, 5,6, 7,8} (Table 4).

PMET PMET (Li et al., 2024) adopts the local-
ization strategy from MEMIT, designating the cor-
responding layer as the modification target. Build-
ing upon the update of MLP weights, PMET fo-
cuses on multi-head self-attention (MHSA), further
substantiating the discovery that MHSA encodes
specific patterns for general knowledge extraction.
(Table 4).

MEND In the context of meta-learning for edit-
ing, it is commonly observed that editing MLP lay-
ers yields better performance than editing attention
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CodeBook Target Modules

model.layers[27].mlp.down_proj.weight

Table 5: Default Target Modules in GRACE

Target Layer for Updating Weights

model.

model

model.
model.
model.

model.

model

model.
model.

layers.
.layers.
layers.
layers.
layers.
layers.
.layers.
layers.

layers.

29.
29.
29.
30.
30.
30.

31
31
31

mlp.
mlp.
mlp.
mlp.
mlp.
mlp.
.mlp.
.mlp.
.mlp.

gate_proj.weight
up_proj.weight
down_proj.weight
gate_proj.weight
up_proj.weight
down_proj.weight
gate_proj.weight
up_proj.weight
down_proj.weight

Table 6: Default Target Modules in MEND

layers. Typically, MLP weights of the last 3 trans-
former blocks (totaling 6 weight matrices) are cho-
sen for editing (Mitchell et al., 2022a). EASYEDIT
adheres to this default configuration (Table 6).

GRACE Recent studies have revealed the impact
of selecting the right layers for fine-tuning (Lee
et al., 2023). Similarly, in GRACE (Hartvigsen
et al., 2023), we conduct pilot experiments, retain-
ing layers with consistently high edit success rates

(Table 5).
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Abstract

In recent years, instruction tuning has gained
increasing attention and emerged as a crucial
technique to enhance the capabilities of Large
Language Models (LLMs). To construct high-
quality instruction datasets, many instruction
processing approaches have been proposed,
aiming to achieve a delicate balance between
data quantity and data quality. Nevertheless,
due to inconsistencies that persist among var-
ious instruction processing methods, there is
no standard open-source instruction process-
ing implementation framework available for
the community, which hinders practitioners
from further developing and advancing. To
facilitate instruction processing research and
development, we present l:] EasyInsfr‘ucfl, an
easy-to-use instruction processing framework
for LLMs, which modularizes instruction gen-
eration, selection, and prompting, while also
considering their combination and interaction.
EasylInstruct is publicly released and actively
maintained at https://github.com/zjunlp/
EasyInstruct, along with an online demo
app® and a demo video® for quick-start, call-
ing for broader research centered on instruction
data and synthetic data.

1 Introduction

Large Language Models (LLMs) have brought
about a revolutionary transformation in the field
of Natural Language Processing (NLP), leading
to substantial improvement in performance across
various tasks (Brown et al., 2020; OpenAl, 2023;
Anil et al., 2023; Touvron et al., 2023b; Zhao et al.,
2023; Chen et al., 2022; Qiao et al., 2023; Chen,

* Corresponding Author.

'This is a subprobject of KnowLM (https://github.

com/zjunlp/KnowLM), which facilitates knowledgeable LLM
Framework with Easylnstruct, EasyEdit (Wang et al., 2023a;
Yao et al., 2023; Zhang et al., 2024), EasyDetect etc.
2https://huggingface.co/spaces/zjunlp/
EasylInstruct
3https://youtu.be/rfQOWYfziFo
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2023). To optimize the performance of LLMs in
specific tasks or domains, it is crucial to adapt
their outputs to specific contexts or instructions.
Recent studies (Wei et al., 2022; Ouyang et al.,
2022; Chung et al., 2022) have proposed instruc-
tion tuning methods for fine-tuning LL.Ms, which is
a prominent research area aimed at optimizing the
LLMs’ behavior by providing explicit instructions
during training, enabling better control and align-
ment with user preferences and desired outputs.
Instruction dataset construction, which is also re-
ferred to as data engineering or management, poses
a significant challenge in the process of instruction
tuning (Zhao et al., 2023; Zhang et al., 2023; Wang
et al., 2023c,d).

Substantial efforts have been dedicated to the
task of construction instruction data through hu-
man annotations (Wang et al., 2022; Kopf et al.,
2023), requiring a significant allocation of re-
sources. Against this backdrop, LLMs are utilized
to synthesize large-scale instruction data automat-
ically (Wang et al., 2023b; Xu et al., 2023; Li
et al., 2023b). These methods could scale up the
size of instruction-following data, but they still in-
evitably suffer limited diversity and complexity,
resulting in an unbalanced distribution and poor
quality of instruction data. Recent studies (Zhou
et al., 2023; Chen et al., 2023a; Xu et al., 2023)
have unveiled a seminal revelation, indicating that
even a small quantity of high-quality instruction
data has the potential to yield robust performance.
In general, instruction processing is an important
process requiring careful attention to detail and rig-
orous quality assurance procedures to construct a
high-quality instruction dataset for LLMs.

Unfortunately, the availability of open-source
tools for instruction processing remains lim-
ited, especially in comparison to many open-
source projects on models and training infras-
tructures (Touvron et al., 2023a,b; Taori et al.,
2023; Scao et al., 2022; Chiang et al., 2023; Zeng
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Figure 1: Overview of UJEasyInstruct. The APIs & Engines module standardizes the instruction execution process,
enabling the execution of instruction prompts on the LLM API services or locally deployed LLMs. The Generators
module streamlines the instruction generation process, enabling automated generation of instruction data based
on chat data, corpus, or Knowledge Graphs. The Selectors module standardizes the instruction selection
process, which enables the extraction of high-quality instruction datasets from raw, unprocessed instruction data.
The Prompts module standardizes the instruction prompting process.

et al., 2023). Existing projects are often highly-
customized to their own needs, lacking a system-
atized and modular processing ability to address
diverse processing pipelines for LL.Ms. For in-
stance, the Alpaca (Taori et al., 2023) dataset tar-
gets the augmentation of diversity for LLaMA tun-
ing, whereas AlpaGasus (Chen et al., 2023a) fo-
cuses on filtering out low-quality instances from
Alpaca. Thorough development of instruction pro-
cessing systems for the ever-evolving and emerging
requirements of LLM remains unexplored, partic-
ularly in light of the quick expansion of inventive
LLM applications spanning various fields.

To address this issue, we develop Easylnstruct
as depicted in Figure 1, an easy-to-use instruction
processing framework for LLMs. Given some ex-
isting chat data, corpus, or Knowledge Graphs,
EasylInstruct can handle instruction generation, se-
lection, and prompting processes, while also con-
sidering their combination and interaction. These
consistencies facilitate further development and
comparisons of various methods, thus promoting
the advancement of better instruction processing
work. We further conduct experiments with EasyIn-
struct to validate its effectiveness in instruction pro-
cessing. Currently, EasylInstuct is open-sourced on
GitHub and has already received over 300 stars.
We are committed to the long-term maintenance
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of EasylInstruct, providing continuous support for
new features to ensure its effectiveness as a frame-
work for instruction processing and synthetic data
generation (Bauer et al., 2024).

2 Background

LLMs typically undergo two stages of training: pre-
training and fine-tuning (Zhao et al., 2023). De-
spite the fact that large-scale pretraining is the key
of the model’s proficiency in generating natural lan-
guage responses, these pre-trained models can still
struggle with comprehending human instructions
accurately. To bridge the gap between the training
objectives and human objectives, instruction tun-
ing is introduced as a potent strategy to amplify
the controllability and capabilities and of LLMs
in interpreting and responding to instructions (Wei
etal.,2022; Ouyang et al., 2022; Chung et al., 2022;
Wang et al., 2023b; Zhang et al., 2023; Lou et al.,
2023). Concretely, instruction tuning involves the
method of refining pre-trained LLMs through su-
pervised learning, utilizing examples structured as
(INSTRUCTION, INPUT, OUTPUT). In this for-
mat, INSTRUCTION represents the human-given
directive that outlines the task, INPUT optionally
offers additional context, and OUTPUT signifies the
expected outcome in alignment with the INSTRUC-
TION and any given INPUT.



Despite the effectiveness of instruction tuning,
constructing high-quality large-scale instructions
which effectively encompass the target behaviors
remains a non-trivial challenge in this realm. Exist-
ing instruction datasets are often limited in terms
of diversity, quantity, and creativity, which under-
scores the significance of instruction processing.
One typical method for constructing instruction
datasets is data integration. In this method, instruc-
tional datasets are constructed by merging exist-
ing annotated datasets with descriptions of tasks
in natural language (Longpre et al., 2023; Sanh
et al., 2022; Anand et al., 2023). Another preva-
lent method for constructing instruction datasets is
automated generation. To alleviate the need for ex-
tensive human annotation or manual data gathering,
automated methods have been proposed to gener-
ate large volumes of instructional data through the
use of LLMs. Instructions can be sourced from
chat data (Chiang et al., 2023) or expanded on a
small set of seed instructions using LLMs (Wang
et al., 2023b; Xu et al., 2023; Li et al., 2023b). Sub-
sequently, the collected instructions are fed into
LLMs to generate corresponding inputs and out-
puts. In Easylnstruct, our primary focus lies on
automated approaches for instruction generation
due to their high efficiency and scalability.

Another promising research direction of instruc-
tion processing is the selection of high-quality in-
struction. Recently, numerous studies (Zhou et al.,
2023; Chen et al., 2023a; Xu et al., 2023; Liu et al.,
2023) have investigated the issue of the scale of the
instruction dataset for fine-tuning and have indi-
cated that merely increasing the number of instruc-
tions may not necessarily result in enhancements.
Instead, a modest volume of high-quality instruc-
tion data can influence the fine-tuning of LLMs,
yielding solid performance. Thus, optimizing the
instruction dataset and enhancing its quality play a
critical role in fine-tuning LLMs effectively.

From a practical implementation point of view,
instruction processing is actually complex and re-
quires meticulous consideration. In this paper, we
present [J EasyInstruct, an easy-to-use framework
to effectively and efficiently implement instruction
processing approaches including instruction gen-
eration, selection, and prompting. Through this
framework, Easylnstruct can help users to quickly
comprehend and apply the existing instruction pro-
cessing methods implemented in the package.
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3 Design and Implementation

As illustrated in Figure 1, Easylnstruct provides a
complete instruction processing procedure built on
PyTorch and Huggingface. In this section, we first
introduce the design principles, and then detail the
implementation of the major modules.

3.1 Design Principles

The framework is designed to cater to users
with varying levels of expertise, providing a user-
friendly experience ranging from code-free exe-
cution to low-code customization and advanced
components extension options:

Zero-Code Instruction Processing. Novice
users, who do not require coding knowledge, can
leverage pre-defined configuration files and shell
scripts to accomplish code-free instruction process-
ing. By running these scripts, they can complete
instruction processing tasks without the need for
coding skills. Example configuration files and shell
scripts are shown in Appendix A.2.1.

Low-Code Customization. Intermediate users
have the option to customize various process inputs
and outputs using a low-code approach. This al-
lows them to have more control over the different
stages within the framework. A running example
is shown in Figure 2.

Advanced Components Extension. Experi-
enced users can easily extend our components
based on their specific scenarios and requirements.
To customize their classes, users can inherit the
base classes of modules and override the necessary
methods as per their requirements. This flexibility
enables them to implement their functional compo-
nents, tailored to their unique needs.

3.2 APIs & Engines

The APIs modules integrate with mainstream
LLMs, including API services provided by compa-
nies such as OpenAI4, Anthropics, and Cohere®.
This integration facilitates the seamless invoca-
tion of various relevant steps within the frame-
work. We list a range of API service providers
and their corresponding LLLM products that are cur-
rently available in Easylnstruct in Appendix A.S.
The Engines module standardizes the instruction
execution process, which enables the execution of

*https://platform.openai.com/docs
5https: //docs.anthropic.com/claude/docs
6ht’cps: //docs.cohere.com/docs
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instruction prompts on several open-source LLMs
such as LLaMA (Touvron et al., 2023a,b) and Chat-
GLM (Du et al., 2022; Zeng et al., 2023).

3.3 Generators

The Generators module streamlines the process of
instruction generation, enabling automated genera-
tion of instruction data based on seed data, where
seed data can be sourced from either chat data, cor-
pus, or Knowledge Graphs. As listed in Table 1,
the instruction generation methods implemented
in Generators are categorized into three groups,
based on their respective seed data sources.

Chat Data. Early work (Wang et al., 2023b) ran-
domly samples a few instructions from a human-
annotated seed tasks pool as demonstrations and
then, prompts an LLM to generate more instruc-
tions and corresponding input-output pairs. Due to
its adaptability, Self-Instruct remains the prevailing
preference among automated instruction genera-
tion methods. Similarly, starting with an initial
set of instructions, Evol-Instruct (Xu et al., 2023)
incrementally upgrades them into more complex
instructions by prompting an LLLM with specific
prompts. In contrast to the Self-Instruct generation
approach, Evol-Instruct allows for the adjustment
of the difficulty and intricacy of the instructions it
produces.

Corpus. Given an unannotated corpus, Instruc-
tion Backtranslation (Li et al., 2023b) creates an
instruction following training instance by predict-
ing an instruction that would be correctly answered
by a paragraph in the document or corpus. Con-
sidering the mixed quality of human-written web
text and the presence of noise in generated content,
only the highest quality instances are reserved.

Knowledge Graphs. Incorporating existing
knowledge graphs, KG2Instruct (Gui et al., 2023)
generates Information Extraction (IE) instruction
datasets. To enhance the generalizability of in-
structions, a random sampling approach is utilized
based on human-crafted instruction templates.

EasylInstruct has implemented the existing meth-
ods above to facilitate future research and sys-
tematic comparison of automated generation of
instruction data. Furthermore, the flexibility of
the Generators module allows practitioners to se-
lect the appropriate generator and make further
modification that best suits their specific needs. A
running example of using a Generator class in
Easylnstruct is shown in Figure 2.
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from easyinstruct import SelfInstructGenerator
from easyinstruct import GPTScoreSelector
from easyinstruct.utils.api import set_openai_key

# Stepl: Set your own API-KEY
set_openai_key ("YOUR-KEY")

# Step2: Declare a generator class

generator = SelfInstructGenerator (
data_format = "alpaca",
seed_tasks_path = "seed_tasks.jsonl",
generated_instances_path "generation. jsonl",
num_instructions_to_generate=100,
engine = "gpt-3.5-turbo",

)

# Step3: Generate self-instruct data
generator.generate ()

# Step4: Declare a selector class
selector = GPTScoreSelector (
source_file_path "generation. jsonl",
engine = "gpt-3.5-turbo",
threshold = 4,

)

# Step5: Process raw data
selector.process()

Figure 2: A running example of instruction generation
and selection in {J EasyInstruct.

3.4 Selectors

The Selectors module is designed to streamline
the process of filtering instructions, enabling the cu-
ration of instruction datasets from raw instruction
data. This raw data might originate from publicly
accessible instruction datasets or be synthesised in
advence by the Generators module. Table 1 pro-
vides a comprehensive overview of various metrics
for instruction quality evaluation. We divide the
evaluation metrics into four categories based on the
principle of their implementation: statistics-based,
n-gram-based, structure-based and LM-based. All
Selector classes derive from a common base class,
BaseSelector. It includes fundamental attributes
and abstract methods such as loading, processing,
and dumping of data. In Easylnstruct, multiple
Selectors can be grouped for convenient usage,
which allows users to achieve more concise and
readable code. A running example of using a
Selector class is shown in Figure 2.

3.5 Prompts

The Prompts module standardizes the instruction
prompting step, in which user requests are con-
structed as instruction prompts and sent to specific
LLMs to obtain responses. Utilizing the Prompts
module with a series of well-designed and re-
fined prompts enhances the ability of Generators
and Selectors to effectively fulfill their re-
spective functions. Similar to Selectors, all



Modules Methods Seed Description
Self-Instr Ch The method that randomly samples a few instructions as demonstrations and
elf-Instruct at generates more instructions and input-output pairs using LLM (Wang et al., 2023b).
Evol.I . Ch The method that incrementally upgrades an initial set of instructions into more
vol-Instruc at complex instructions by prompting an LLM with specific prompts (Xu et al., 2023).
Generators Backiranslati c The method that creates a training instance by predicting an instruction that would
acktranslation orpus be correctly answered by a paragraph in the corpus (Li et al., 2023b).
KG2Inst KG The method that generates Information Extraction (IE) instruction datasets incor-
nstruct porating existing Knowledge Graphs (Gui et al., 2023).
Modules Metrics Type Description
Deduplication ~ Statistics-based Repetitive input and output of instances.
Length Statistics-based  The bounded length of every pair of instruction and output.
o A metric for assessing the lexical diversity in text, defined as the average length
MTLD Statistics-based of word sequences that sustain a minimum threshold TTR score (McCarthy and
Selectors Jarvis, 2010).
ROUGE N-gram-based  Recall-oriented understudy for gisting evaluation (Lin, 2004).
The score using the abstract syntax tree to encode structural and logical attributes,
CIRS Structure-based to evaluate the correlation between code and reasoning abilities (Bi et al., 2023).
Perplexity LM-based The exponentiated average negative log-likelihood of text.
The score that ChatGPT/GPT4 assigns to assess how effectively the Al Assistant’s
GPT Score LM-based . . , . .
response aligns with the user’s instructions.

Table 1: Components of Generators and Selectors modules of {2 EasyInstruct. The instruction generation
methods implemented in Generators are categorized into three groups, based on their respective seed data sources:
chat data, corpus, and knowledge graphs. The evaluation metrics in Selecors are divided into four categories,
based on the principle of their implementation: statistics-based, n-gram-based, structure-based, and LM-based.

Prompts classes inherit from a common base class,
BasePrompt, which includes necessary attributes
and abstract methods. In the mentioned base
class, there are functionalities provided for build-
ing prompts, requesting generation results from
LLMs, and parsing the responses received from
LLMs. The base class also provides mechanisms
to handle error conditions and exceptions that may
occur during the whole process. Users can inherit
from the base class and customize or extend its
functionality based on their specific requirements.
We also equip Easylnstruct with various prompting
techniques and application adaptions (e.g. Chain-
of-Thought, Information Extraction, Multimodal,
etc.) by providing a consistent and standardized
interface, enabling efficient instruction prompting
for LLMs.

4 Evaluation

In terms of evaluation, we will introduce the exper-
iment setups and illustrate the empirical results of
multiple modules implemented in Easylnstruct to
demonstrate its capability.

4.1 Experiment Setups

Instruction Datasets. We adopt the popular Self-
Instruct (Wang et al., 2023b) and Evol-Instruct (Xu
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et al., 2023) methods implemented in Easyln-
struct to synthesize instruction datasets, contain-
ing instructions paired with instance inputs and
outputs separately. We mainly consider four in-
struction datasets as follows: (a) self_instruct_5k
is constructed by employing the Self-Instruct
method to distill instruction data from text-davinci-
003; (b) alpaca_data_5k is randomly sampled
from the Alpaca dataset (Taori et al., 2023); (c)
evol_instruct_5k is constructed by employing the
Evol-Instruct method; (d) easyinstruct_5k is col-
lected by integrating the three instruction datasets
above and applying multiple Selectors in Easyln-
struct to extract high-quality instruction datasets.
We detail the hyper-parameters for selection in a
configuration file, as shown in Appendix A.2.1.

Implementation Setups. To conduct the experi-
ments on the effect of instruction datasets, we adopt
a LLaMA2 (7B) model (Touvron et al., 2023b), a
popular open-sourced LLM backbone widely used
for instruction-tuning. We fine-tune the LLMs with
LoRA (Hu et al., 2022) in the format following Al-
paca (Taori et al., 2023) with KnowLM’. All hyper-
parameters for training can be found in Appendix
A.3. The evaluation is conducted by comparing the

7ht’cps: //github.com/zjunlp/KnowlLM


https://github.com/zjunlp/KnowLM

[Instruction] Describe the common theme of the following three animals.

[Output] The common theme among the penguin, polar bear and walrus is their ability to survive in cold climates.
All three animals have adapted to thrive in cold Arctic regions, with a heavy layer of blubber or thick fur to keep them

warm and plenty of blubber to provide sustenance.
[Scores] {"mtld_score": 22.68,

, "ppl_score": 22.57, "gpt_score": 4}

[Instruction] Pretend that you are the subject of the following poem. Use the first person voice to write a response to

the poem.

[Input] The gentle swell of the sea,\n Cradling the shore in its serenity.

[Output] I can hear the sound of the waves crashing against the shore. The sea’s serenity is like a soothing cradle that

brings me peace and tranquility.
[Scores] {"mtld_score": 27.10,

, "ppl_score": 26.02, "gpt_score": 4}

[Instruction] Create a function to calculate the total cost of a book order, given the unit price, quantity, shipping cost,

and tax rate.

[Input] Unit Price: 10.99\n Quantity: 3\n Shipping Cost: 5\n Tax Rate: 0.03

[Output] def calculateCost(unitPrice, quantity, shippingCost, taxRate):
totalPrice = (unitPrice * quantity) + shippingCost

totalTax = totalPrice * taxRate
totalCost = totalPrice + totalTax
return totalCost

[Scores] {"mtld_score": 67.76,

, "ppl_score": 18.95, "gpt_score": 5}

Table 2: Examples of the selected instructions in easyinstruct_5k, and their corresponding evaluation scores given

by the Selectors module.

generated results from different fine-tuned mod-
els based on the AlpacaFarm (Dubois et al., 2023)
evaluation set. Following AlpacaFarm, for each
comparison, we employ ChatGPT as the evalu-
ator to automatically compare two outputs from
different models and label which one they prefer,
reporting the win rate as the evaluation metric. For
both instruction tuning and evaluation, we adopt
the same prompt templates used by Alpaca-LoRA3,
as shown in Appendix A.4.

4.2 Experiment Results

Main Results. We compare the generated out-
puts from models fine-tuned separately on the four
instruction datasets with the outputs from the base
version of the LLaMA?2 (7B) model on the Alpaca-
Farm evaluation set. As depicted in Figure 3, there
are improvements in the win rate metric for all the
settings. Moreover, the model performs optimally
under the easyinstruct_5k setting, indicating the
importance of a rich instruction selection strategy.

Instruction Diversity. To study the diversity of
the instruction datasets considered in our experi-
ments, we identify the verb-noun structure in the
generated instructions and plot the top 20 most
prevalent root verbs and their top 4 direct nouns

8https ://github.com/tloen/alpaca-lora
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Il Win Loss
self instruct 5k vs LLaMA2-7b

Win: 53.16 Loss: 46.84

alpaca_data_5k vs LLaMA2-7b

Win: 54.97 Loss: 45.03

evol_instruct_5k vs LLaMA2-7b

Win: 53.73 Loss: 46.27

easyinstruct_5k vs LLaMA2-7b

Loss: 44.72

20 Win rate (%) 80 100

Figure 3: Results of models fine-tuned on four dis-
tinct instruction datasets against those from the base
LLaMA2 (7B) model, using the AlpacaFarm evaluation
set for assessment.

in Figure 4, following the approach of Wang et al.
(2023b). Overall, we see a wide range of intents
and textual formats within these instructions.

Case Study. To conduct a qualitative evalua-
tion of Easylnstruct, we sample several instruction
examples selected by the Selectors module in
easyinstruct_5k for the case study. We also attach
the corresponding evaluation scores for each of
these instruction examples, as shown in Table 2.
We observe that the selected instructions often pos-
sess fluent language and meticulous logic.
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Figure 4: (Inner circle refers to the top 20 most prevalent
root verbs and outer circle indicates their top 4 direct
nouns in the generated instruction datasets considered
in the experiments.

5 Conclusion and Future Work

We present [J EasyInstruct, an easy-to-use instruc-
tion processing framework for LLMs. Easylnstruct
can combine chat data, corpus, KGs and LLMs as
an automated instruction generation tool, reducing
the cost of manual data annotation. Additionally,
EasylInstruct integrates a diverse set of instruction
selection tools to optimize the diversity and distri-
bution of instruction data, thereby improving the
quality of fine-tuning data. EasylInstruct is designed
to be easy to extend, and we will continue to update
new features (e.g., knowledgeable synthetic data
generation) to keep pace with the latest research.
We expect Easylnstruct to be a helpful framework
for researchers and practitioners to facilitate their
work of instruction tuning on LLMs.

Limitations

In this paper, we are committed to unifying all
phases of instruction data processing including in-
struction generation, selection, and prompting. De-
spite our efforts, this paper may still have some
remaining limitations.

The Scope of Instruction Selection Methods.
We implement various instruction selection meth-
ods within the Selectors module. Based on the
evaluation metrics utilized and the model base em-
ployed, the implemented instruction data selection
methods can be divided into three categories: meth-

ods based on a system of indicators, methods uti-
lizing powerful LLMs like ChatGPT, and methods
employing small models (Wang et al., 2024). How-
ever, another line of work (Li et al., 2023a,c,b; Wu
et al., 2023; Chen et al., 2023b; Kung et al., 2023)
employs trainable LLMs like LLaMA for compu-
tation formulas in instruction selection processes,
which are not integrated into the Selectors mod-
ule. Although our design choice is to decouple
instruction processing and model training into two
separate phases, we regard it as a limitation that
may be addressed by future work.

Statistics for evaluating efficiency. In our eval-
uation, we fine-tune a LLaMA2 (7B) model uti-
lizing multiple modules implemented in Easyln-
struct. Compared to models fine-tuned on other in-
struction datasets constructed without EasyInstruct,
our model achieves optimal results, demonstrat-
ing Easylnstruct’s capability. Although we also
qualitatively demonstrate the ease of writing code
for instruction processing with multiple code sam-
ples and configuration files using EasylInstruct, a
limitation is the lack of appropriate statistics for
quantitatively evaluating efficiency.
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A Appendix

A.1 Installation

Currently, EasyInstruct offers three installation op-
tions, each accompanied by its corresponding in-
stallation script. Users can choose the option that
best suits their specific requirements.

A.1.1 Installation from GitHub Repository

The first option is to install the latest version of
Easylnstruct from the GitHub repository. The in-
stallation script is shown in Figure 5.

A.1.2 Installation for Local Development

The second option is to download the source code
for local development. The installation script is
shown in Figure 6.

A.1.3 Installation from PyPI

The third option is to install the package from The
Python Package Index (PyPI), which may not be
the latest version but still supports most of the fea-
tures. The installation script is shown in Figure 7.

A.2  Quick-start

We provide two ways for users to quickly get
started with Easylnstruct. Users can either use
the shell script or the Gradio app based on their
specific needs.

A.2.1 Shell Script

Step1: Prepare a configuration file. Users can
easily configure the parameters of EasyInstruct in
a YAML-style file or just quickly use the default
parameters in the configuration files we provide.
Figure 8 is an example of the configuration file for
Self-Instruct.

Step2: Run the shell script. Users should first
specify the configuration file and provide their own
OpenAl API key. Then, run the following shell
script in Figure 10 to launch the instruction genera-
tion or selection process.

A.2.2 Gradio App

We provide a Gradio app for users to quickly get
started with EasyInstruct. Users can choose to
launch the Gradio App locally on their own ma-
chines or alternatively, they can also try the hosted
Gradio App’ that we provide on HuggingFace
Spaces.

https://huggingface.co/spaces/zjunlp/
EasylInstruct.

A.3 Detailed Hyper-Parameters

See Table 3.
Name LLaMA-2-7b
batch_size 256
micro_batch_size 8
epochs 3
learning rate 3e-4
cutoff len 512
val_set_size 1,000
lora_r 16
lora_alpha 32
lora_dropout 0.05

Table 3: Detailed hyper-parameters we use in experi-
ments.

A.4 Prompt Template for Instruction Tuning

For both training and evaluation, we utilize the
same prompt templates used by Alpaca-LoRA,
shown in Table 4.

Prompt Template for Instruction Tuning

Prompt with Input:

Below is an instruction that describes a task, paired
with an input that provides further context. Write a
response that appropriately completes the request.

### Instruction:
{instruction}

### Input:
{input}

### Response:

Prompt without Input:
Below is an instruction that describes a task. Write a
response that appropriately completes the request.

### Instruction:
{instruction}

### Response:

Table 4: Prompt Template for instruction tuning.

A.5 API Services Available in EasyInstruct

Table 5 lists a range of API service providers and
their corresponding LLLM products that are cur-
rently available in Easylnstruct.
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pip install git+https://github.com/zjunlp/EasyInstruct@main

Figure 5: Installation script from Github repository.

Model Description Default Version

OpenAl

GPT3.5 A set of models that improve on GPT-3 and can understand as well as gpt-3.5-turbo
generate natural language or code.
A set of models that improve on GPT-3.5 and can understand as well as

GPT-4 gpt-4
generate natural language or code.

Anthropic

Claude A next-generation Al assistant based on Anthropic’s research into training claude-2

helpful, honest, and harmless Al systems.

Claude-Instant

A lighter, less expensive, and much faster option than Claude.

claude-instant-1

Cohere

An instruction-following conversational model that performs language tasks

Command
base generative models.

Command-Light

with high quality, more reliably, and with a longer context than cohere’s

A smaller, faster version of Command. Almost as capable, but a lot faster.

command

command-light

Table 5: API service providers and their corresponding LLM products that are currently available in () EasyInstruct.

git clone

— https://github.com/zjunlp/EasyInstruct

cd EasyInstruct
pip install -e

Figure 6: Installation script for local development.

pip install easyinstruct

Figure 7: Installation script using PyPI.

generator:
SelfInstructGenerator:
target_dir: data/generations/

data_format: alpaca
seed_tasks_path:
data/seed_tasks. jsonl
generated_instructions_path:
generated_instructions. jsonl
generated_instances_path:
generated_instances. jsonl
num_instructions_to_generate:
engine: gpt-3.5-turbo
num_prompt_instructions: 8

100

Figure 8: Example configuration file of Generators.
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selector:

source_file_path:

target_dir: data/selections/

target_file_name: case.jsonl

LengthSelector:
min_instruction_length: 3
max_instruction_length: 150
min_response_length: 1
max_response_length: 350

Deduplicator:

RougeSelector:
threshold: 0.7

GPTScoreSelector:
engine: gpt-3.5-turbo
threshold: 4

MTLDSelector:
ttr_threshold: 0.
min_mtld: 8
max_mtld: 22

PPLSelector:
threshold:
model_name:
device: cuda

RandomSelector:
num_instructions_to_sample:
seed: 42

72

200
gpt2

100

Figure 9: Example configuration file of Selectors.

config file=""
openai_api_key=""

python demo/run.py \

—-config Sconfig_file\
——openai_api_key S$openai_api_key \

Figure 10: Shell script for quick-start of EasyInstruct.



Instruction: You are a highly intelligent and accurate relation extraction system. The relation between ‘Barack Obama’
Given a context, a pair of head and tail entities in the context, your task is to extract and ‘Honolulu’ in the context is
the specific type of relationship between the head and tail entities. ‘borninCity’.

Input: Barack Obama was born in Honolulu, Hawaii.

In May, she sold half as many clips as

she did in April: 48 / 2 = 24 clips. Total
Instruction: Natalia sold clips to 48 of her friends in April, and then she sold half as clips = April clips + May clips = 48 + 24

-
many clips in May. How many clips did Natalia sell altogether in April and May? L = =72 clips. So, Natalia sold a total of 72
Y

clips altogether in April and May.

EQSYI"S'I’[‘UCT Preheat the oven. Prepare the pizza
crust. Roll out the dough. Assemble the
pizza. Bake the pizza. Remove and
cool. Garnish and serve.

Instruction: What are steps to cook it? Image:
Caption: a pizza sitting on top of a white plate next to a glass
of wine.

Figure 11: Example features in the Prompts module, including Information Extraction, Chain-of-Thought Reason-
ing, and Multimodal Prompting.

A.6 Example features in the Prompts module
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Abstract

Following the rapid progress in natural lan-
guage processing (NLP) models, language
models are applied to increasingly more com-
plex interactive tasks such as negotiations and
conversation moderations. Having human eval-
uators directly interact with these NLP mod-
els is essential for adequately evaluating the
performance on such interactive tasks. We de-
velop BOTEVAL, an easily customizable, open-
source, evaluation toolkit that focuses on en-
abling human-bot interactions as part of the
evaluation process, as opposed to human eval-
uators making judgements for a static input.
BOTEVAL balances flexibility for customiza-
tion and user-friendliness by providing tem-
plates for common use cases that span various
degrees of complexity and built-in compati-
bility with popular crowdsourcing platforms.
We showcase the numerous useful features of
BOTEVAL through a study that evaluates the
performance of various chatbots on their ef-
fectiveness for conversational moderation and
discuss how BOTEVAL differs from other an-
notation tools.

1 Introduction

As natural language processing (NLP) models be-
come more versatile with the recent advances of
language models and their instruction-tuned coun-
terparts (Ouyang et al., 2022), it is becoming more
common to create language agents (Sumers et al.,
2023) and apply them to complex interactive tasks,
such as negotiations (Chawla et al., 2021a), conver-
sational moderation (Cho et al., 2023), reasoning-
guided response generation (Zhou et al., 2022), and
personalized response generation (Liu et al., 2023).

As noted by Smith et al. (2022), the evaluation
methodology plays a critical role in accurately com-
paring models. For example, rankings between di-
alogue models can change depending on whether
they are evaluated based on single-turn responses
or full conversations. In addition, Cho et al. (2023)

found the evaluators point of view when evaluating
a model is also an important factor. They showed
that human evaluators perceived conversational
moderators as more effective in making the evalua-
tors become more cooperative and respectful when
the evaluators directly interacted with the modera-
tors while acting as the moderated user (first person
point of view) compared to when they evaluated a
completed interaction between a moderator and a
moderated user as a bystander (third person point
of view). However, these factors are overlooked in
previous approaches that have focused on a simpli-
fied evaluation, such as comparing two complete
conversations or individual responses (Smith et al.,
2022; Li et al., 2019), or specific dialogue appli-
cations such as task-oriented dialogue (Cucurnia
et al., 2021; Collins et al., 2019). Therefore, it is
important to develop evaluation tools that enable
an environment that evaluates models in a setting
that best encapsulates how humans actually interact
with models.

To facilitate accurate human evaluations of com-
plex interactive tasks, we developed BOTEvAL,' a
comprehensive evaluation toolkit that focuses on
enabling human - bot” interactions as part of the
human evaluation process. For flexibility, it is dy-
namically configurable to accommodate as many
human agents and model agents to interact with
each other simultaneously with a custom dialogue
manager. It is also designed with modular compo-
nents, such as the interaction interface, instructions,
and survey, so that they can be individually adapted
to accommodate various use cases. While main-

'Source code and documentation for BOTEVAL can
be found at https://github.com/isi-nlp/boteval. We
make the demo video of BOTEVAL available at https:
//justin-cho.com/boteval. In addition, a live demo of
BOTEVAL is also available at https://spolin.isi.edu/
boteval-dev1 where reviewers can complete a sample hu-
man evaluation task.

2We use bot loosely to describe any Al system that a human
being interacts with.
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taining generalizability, BOTEVAL strives to maxi-
mize user-friendliness by providing templates for
frequent use cases that involve human evaluation
where a human evaluator must interact with a NLP
model, multiple models, or another human being
to measure human performance. In addition, it is
integrated with Amazon Mechanical Turk (AMT)?
for crowdsourcing. It can also be deployed inde-
pendently of these platforms so that it can be used
for internal annotations or used with survey tools
that allow for external links, such as Qualtrics4 and
Prolific.’

To showcase the usefulness of BOTEVAL and
demonstrate its key features, we share a case study
that uses BOTEVAL for evaluating models on their
performance on conversational moderation (Cho
et al., 2023). In this study, BOTEVAL is used to
conduct various evaluations: (i) human-bot interac-
tions to compare models; (ii) human-human inter-
actions to measure a human performance threshold;
and (iii) completed human-bot interactions by an-
other evaluator to measure evaluator consistency
and third-person point of view (POV) results.

In summary, BOTEVAL’s main contributions are:

* An open-source and customizable evaluation
tool for interactive NLP tasks that incorpo-
rates human-bot and human-human interac-
tions into the evaluation process.

* Detailed documentation and templates for var-
ious use cases to make modifications easy.

* Flexible deployment options with built-in inte-
gration with popular crowdsourcing platforms
such as AMT and Prolific.

 Evaluation task management features that fa-
cilitate task monitoring and managing crowd-
source workers.

* Dynamically configurable interaction logic
with custom dialogue manager and multi-
human and multi-bot evaluation settings.

2 BOTEVAL System Overview

BOTEVAL is a web application that provides an
evaluation interface, what the human evaluators
(i.e., crowdsource workers) see (Section 2.1), and
an administrator dashboard, what the administrator
uses to manage the evaluation task and evaluators

3https://www.m’curk. com
4https://www.qualtrics.com
Shttps://www.prolific.com

(Section 2.2). We recommend that the bots that
evaluators interact with are provided as separate
APIs that BOTEVAL can make queries to, as this
isolates the management of the bot deployment and
BOTEVAL (Section 2.3). Human evaluators can be
flexibly set to crowdsource workers from AMT or
Prolific or any other evaluators with internet access
by having them create an account directly for a
deployment of BOTEVAL using a public external
link. An evaluation task is configured with a cen-
tral YAML config file that identifies the frontend
components to use, the deployment environment,
and the crowdsourcing platform to use.

2.1 Evaluation interface

A sample evaluation interface for the case study
later described in Section 4.1 is shown in Figure 1.

The evaluation interface consists of three main
components: @ Conversation pane: a section
where the interaction between the human and the
bot takes place. This pane can be easily customized
to contain seed conversations to serve as initial
starting points for interactions to continue off of
or it can instead contain any piece of text or com-
pleted conversation without requiring any interac-
tions from the evaluators, making BOTEVAL also
suitable for simpler annotation tasks. @ Instruc-
tion pane: this is an optional section that shows
the main directions. Evaluators can see detailed
instructions by clicking on the detailed instructions
button. Administrators can choose to show detailed
instructions as part of the consent form if one is
needed to make sure that evaluators have read them.
© Survey pane: this is where the human evaluators
provide their evaluations. In the given example,
it is configured to only be shown after the human
evaluators have interacted with the bot for a set
number of turns.

The conversation pane and instruction pane is
configurable by providing custom HTML scripts,
while the survey pane is even more easily customiz-
able by configuring a YAML config file. An exam-
ple of the YAML config file is shown in Appendix
A.1. An optional consent form can be shown to
evaluators as well, which is also managed with
a separate HTML file. Further detail on how the
consent form can be configured is in Appendix A.2.

2.2 Administrator dashboard

BOTEVAL’s administrator dashboard provides nu-
merous features for managing evaluation tasks and
evaluators. Its main benefit is a GUI that enables
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o 2023-06-09T16:43:57
how? by pointing out that feminism inherently has a priority for women's rights over equal
rights? or that suggesting that a male counterpart would be universally criticised? which is what
has happened.

c 2023-06-09T15:43:57

do you know anything at all about feminism except the name?

a 2023-06-09T15:43:67

yes. do you have a point?

Moderator

2023-06-09T15:44:17

o Instructions: e
« Read the conversation to the left.

= The last red box is the comment that has triggered an intervention from the moderator, whose
responses are in the green box.

« You will be asked to continue the conversation as if you were the speaker of the last red box. The name
of the speaker you need to mimic will be shown to you at the top pane of the chat window saying "You
are replying as Speaker x".

« Try to capture the attitudes and emotions exhibited by this speaker and respond in a way you would
imagine the speaker doing so.

« Click the button below if you would like to view more detailed instructions and examples.

Your remaining turns: @

Please remember to keep the discussion respectful and on topic. Refrain from making personal

attacks or using derogatory language. We encourage healthy debate and sharing of opinions,

but let's maintain a civil and constructive environment. Thank you.

a 2023-06-09T16:13:25

Have | used derogatory language?

Moderator

Apologies for any confusion. The reminder was meant for all participants in the discussion.

Please continue to engage in a respectful and constructive manner. Thank you.

Thanks for participating in the chat! Please submit your ratings to complete this task and receive compensation.

2023-06-09T16:13:49

Detailed Instructions
Ratings from user: ******s*sxsrxe o

Did the moderator make specific i for the given ion to facilitate i

Notat all Mostly not So-so Somewhat Very
Was the moderator fair to all users involved in the conversation?

Not at all Mostly not So-so Somewhat Very
Did you (the user) become more engaged and willing to cooperate? (e.g. provide more details or ask
sincere questions to make the ion more ive or be more i

Not at all Mostly not So-so Somewhat Very

Did you (the user) become more respectful and less abusive? (e.g. less profanity, unconstructive
criticism, or condescending sarcasm)
Not at all

Mostly not So-so Somewhat Very

Figure 1: A snapshot of the admin point of view of an evaluation interface with a completed evaluation example.
The interface is identical for the evaluator except for the text that shows the evaluator’s worker ID (hidden with
asterisks in the figure for privacy). The three main components of the user-facing interface are the @ conversation

pane, @ simple instruction pane, and the @ survey pane.

a non-technical user to easily become an adminis-
trator for human evaluation tasks. The topics page,
shown in Figure 2, is one view that allows the man-
agement of launching and deleting tasks. A topic
refers to any predetermined context, such as seed
conversation or external information relevant for
the evaluation task. These topics are provided to
BOTEVAL as a JSON file. If a user is interested in
general open-domain dialogue evaluation, measur-
ing a model’s general conversational capabilities,
they can use a dummy topic file that contains an
empty dictionary. This will launch an evaluation
task that starts a conversation from scratch, with
the human evaluator initiating the first turn.

After launching tasks, users can use the adminis-
trator dashboard to conveniently examine tasks that
are completed or in progress with the same inter-
face that the evaluators used to complete the task to
easily visualize their work rather than examining a
database or JSON file, as shown in Figure 1. The
user can also directly export individual JSON files
of the collected data if needed. Also, tasks can be
deleted in batches using the parallel management
tool shown in @ of Figure 2.

In addition to these features, we provide conve-
nient AMT-specific features for managing work-
ers and tasks known as human intelligence tasks
(HITs). One of the most convenient features is
being able to directly assign and remove qualifica-

tions for workers after examining their work with-
out having to leave the administrator dashboard.
This is an important convenience feature for ensur-
ing the quality of work for human evaluations are
kept to the desired standard by blocking unreliable
workers. Another is being able to make bonus pay-
ments directly after examining the completed task,
which is useful when each task is expected to in-
volve variable rewards, such as to account for each
HIT taking a different amount of time to complete.

2.3 Bot customization

Users are given multiple options to choose how
they will service the bot that they want to evaluate,
but the recommended setup is to set up a separate
RESTful API and defining a logic within BOTE-
VAL to interface with this API. As shown in @ in
Figure 2, users can define task-specific parameters
for bots that get passed on to the API if the API
allows for it. This is useful if you are using the
same model but adjusting the instruction prompt
(e.g., using OpenAl endpoints). While BOTEVAL
users have the option to launch bots simultaneously
on the same server with BOTEVAL’s process, it is
more efficient to separately manage human evalu-
ation tasks and the processes that load and query
NLP models because most NLP models are better
served with GPUs for reducing latency.
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Topics

External URL: https://spolin.isi.edu/boteval-devl/ Okay? Yes

If you are planning to crowdsource tasks on platforms like MTurk, make sure to have the above URL is accessible via the (public) Internet.

» More Info:

Delete All Tasks

science - The oldest and thickest Arctic ]

0 X Multi-task Creation:
Set maximum thread per user: i
Topics:
Max_threads_per_user: 50
| ca3849b2 -
Set ©9688ebf -

4190ead? -
2136c5a8 -

Multi-task Launch: 2e3bcd21 -

bbce6425 -

worldnews - Worlds 26 richest people own
technology - A defiant 8chan vowed to
worldnews - Syria Says US Should Give
technology - Social media is a threat
news - Man charged after screaming racial

Unlaunched Tasks: 76680380 - worldnews - Christchurch mosque shooting victims receive

fOAfRaBh - crianca - | unchinas wara in nart 2

Endpoint: | gpt4 v

Persona_id: | moderator V\

Max_threads_

per_topic: |3 ‘

Max_turns_per_thread: 3 ‘

max_human_users_per_thread: |1 v

Launch multiple tasks human_moderator:
Revard:
Create Multiple Tasks

Found 58 topics

# Topic e Num Threads

1 ca3849b2 - science - The oldest and thickest Arctic o

Time Actions e

Created 2024-03-19 07:10:05; Endpoint: | gpt4 v

Persona_id: ‘moderator v
Max_threads_per_topic: |3
Max_turns_per_thread: |3

max_human_users_per_thread: (1]
human_moderator:
Reward: I‘LS

l Create New Task ‘

Figure 2: A snapshot of the topics page of the admin dashboard. @ is a parallel management tool that enables
setting global configurations such as how many tasks each evaluator is allowed to complete and launching or
deleting multiple tasks at once. @ is a topics table that shares more information about each topic, such as its name,
how many tasks have been created, and when they were created. @ is a list of parameters that can be chosen for
launching a task, which includes parameters that can be passed on to API queries for the bots.

2.4 Sourcing human evaluators

BOTEVAL can be customized to use with any
crowdsourcing platform, and it is designed to be
directly used with many popular ones such as AMT,
Prolific, and Qualtrics. If the goal is to do inter-
nal annotations, the setup is even simpler as the
user only has to configure BOTEVAL to not use
any. Then the user can share their custom URL
with the evaluators, where they can sign up and
directly work on tasks that are made available to
them without going through any other platform.

3 System Architecture

An overview of BOTEVAL’s system architecture is
shown in Figure 3. BOTEVAL is a web application
(i.e., a client-server model). We describe the front-
and back-end technology stacks in the following
sections.

1

3.1 Frontend

The frontend is a simple web interface (i.e., HTML)
created with Bootstrap stylesheet. While the ma-
jority of the HTML structure is constructed on the
server side using Jinja2, some dynamic updates
such as responses coming from bots or other partic-
ipants in the interaction are achieved using AJAX
and RESTful APIs.

3.2 Backend

The backend is implemented in Python language
using Flask framework, following a model-view-
controller architecture pattern. Models are imple-
mented using Python classes and stored in a rela-
tional database, specifically SQLite. In addition,
we use SQLAIchemy, an object-relational mapper,
to abstract the mapping between Python classes
and database tables. For views, Flask uses Jinja2
for server side templating of HTML pages. Con-
trollers are based on Flask’s builtin URL routers
and RESTful API constructs.

10
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Figure 3: BOTEVAL system architecture. We use pop-
ular frameworks that are well documented and easy to
use.

While internally our server is an HTTP server,
crowdsourcing platforms such as AMT require an-
notation interface be served via secure connections
(HTTPS). HTTPS can be enabled by obtaining and
installing an SSL/TLS certificate. We use free cer-
tificates from Certbot,® and configure Nginx’ as a
reverse proxy server for HTTPS requests.

Some scenarios may require several simultane-
ous instances of BOTEVAL to facilitate multiple
annotation tasks, and obtaining SSL certificate for
each instance maybe cumbersome. We address this
problem by using a different TCP port for each
instance, and configuring a single Nginx (with SSL
certificate) route requests for all instances.

4 Case Study and Use Cases

4.1 Case study: conversational moderation
evaluation

To showcase the usefulness of BOTEVAL, we
share a case study that uses BOTEVAL to con-
duct a study on how effective various zero-shot
instruction-tuned language models (ITLM) and dia-
logue model are in performing conversational mod-
eration (CM) (Cho et al., 2023).8 Instead of iron-
fisted approaches to moderation such as deleting
comments or banning users, which may exacer-
bate societal polarization as these users find refuge
in echo chambers, CM seeks to have moderators
interact with users exhibiting problematic behav-
ior to guide them back to more constructive and
respectful conversations.

®https://certbot.eff.org/

7https://nginx.org/en/

8The BOTEVAL template for this work is avail-
able at https://github.com/isi-nlp/isi_darma/tree/
main/boteval-darma-task.

This study makes full use of BOTEVAL as it re-
quires evaluating multiple bots by interacting with
them for a preset number of turns (in this case 3),
starting with a variety of conversation stubs. The
evaluations were conducted with all desired con-
figurations simultaneously to get the most repre-
sentative and fair results that is not affected by any
confounding factors such as recency bias. The eva-
lution was conducted with AMT, and being able to
easily monitor evaluations enabled rapid iterations
of updating the instructions and giving feedback to
the evaluators.

Therefore, BOTEVAL was integral in being able
to refine the evaluation study efficiently and ulti-
mately collect statistically meaningful results for an
interactive evaluation setup. The study showed that
prompt-engineered ITLMs outperformed proso-
cial dialogue models and that a conflict resolution
prompt based on the Socratic method was the best
performing prompt. In addition, one of this work’s
central findings was discovering that there are dif-
ferences between evaluation results when the mod-
els were evaluated from a first person point of view
(POV) and a third person POV. With BOTEVAL,
collecting human evaluations in these two different
settings was a simple change of updating the top-
ics file such that the conversation stubs were the
completed conversations, rewording the questions
such that it is in third person POV, and setting the
number of turns required for human evaluators to
interact with the bots to zero.

4.2 Main use cases

BOTEVAL’s main differentiation with previous an-
notation tools and frameworks is that it is focused
on, but not limited to, interactive use cases. In
other words, it is useful when the annotated data is
not static, e.g., bot responses over multiple turns
or other dynamic outputs that can change based on
user interaction. Therefore, BOTEVAL is appealing
for evaluating or collecting data for conversational
tasks that usually require multi-turn interactions for
fulfilling the goal, rather than a single generated
output. Many real-life tasks go through multi-turn
interactions, such as negotiations (Chawla et al.,
2021b), counseling (Mehta et al., 2022), and im-
provisational theater (Cho and May, 2020). As
artificial systems become more capable, more will
be applied to completing these complex multi-turn
tasks, and BOTEVAL will serve as a handy starting
point for facilitating their evaluation.

Although BOTEVAL was designed for interac-
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Name Human-bot interaction-focused Crowdsource integration ~Multi-human & bot support Language
BOTEVAL (Ours) v v v Python
Mephisto (Urbanek and Ringshia, 2023) X v X Python
Pigeon!! X X X Python
MATILDA (Cucurnia et al., 2021) X v X Python
LIDA (Collins et al., 2019) X v X Python
INCEpTION (Klie et al., 2018) X X X Java
GATE (Cunningham, 2002) X X X Java
BRAT (Stenetorp et al., 2012) X X X Python
doccano (Nakayama et al., 2018) X X X Python
Potato (Pei et al., 2022) X X X Python
Argilla'® X X X Python
Prodigy!'? X X X Python
DialogueView (Yang and Heeman, 2005) X X X TcK/TK
DART (Weisser, 2016) X X X Perl
Anvil (Kipp, 2001) X X X Java
EZCAT (Guibon et al., 2022) X X X Javascript

Table 1: Comparison overview with other annotation tools. BOTEVAL innately supports evaluations that require
human-bot interactions and allow for multiple human agents or bot agents to be involved in each evaluation sample.

tive tasks, BOTEVAL can also be easily adapt for
simple static annotation tasks by simplifying the
conversation pane in Figure 1. This pane can con-
tain any other modality such as images, video,
and audio, and adjusting the instruction and sur-
vey panes accordingly can make BOTEVAL also
suitable for text classification or conversation-level
or turn-level comparisons, similar to Smith et al.
(2022). As BOTEVAL gets actively used for more
research studies, we will be able to provide a vari-
ety of templates that accommodate a comprehen-
sive set of use cases, further lowering the effort
required to conduct effective human evaluation for
new studies.

5 Related Work

In Table 1, we compare BOTEVAL with other re-
lated annotation tools and discuss differences fur-
ther here.

5.1 General text annotation tools

A popular general annotation tool is Mephisto (Ur-
banek and Ringshia, 2023), which started by isolat-
ing the crowdsourcing features from Parl Al (Miller
et al., 2017). Mephisto provides a general an-
notation framework that interfaces with Amazon
Mechanical Turk and Prolific and includes basic
templates for simple annotation tasks. BOTEVAL
adapted many of its AMT integration features, but
Mephisto is not customized for common interactive
data annotation and evaluation use cases, and thus
requires nontrivial effort to create a human evalua-
tion environment for interactive NLP tasks where a
human evaluator needs to interact with a bot or an-
other human and then evaluate their performance.

ParlALl still provides templates for Mephisto for
human-bot interactions®, but it is not easy to use
with a dialogue model that is not developed with
ParlAl. With BOTEVAL, we also provide a GUI
administrator dashboard for task and worker man-
agement, which is absent in ParlAl and Mephisto.

GATE (Cunningham, 2002) and INCEp-
TION (Klie et al., 2018) are annotation tools that
provide many predefined features, but they are also
not designed for interactive human evaluations.
Other simpler general text annotation tools that
share similar limitations are Doccano (Nakayama
et al., 2018), brat (Stenetorp et al., 2012), Argilla'®,
Potato (Pei et al., 2022) and Pigeon'!, which
are web-based annotation tools that enable rapid
annotations for text classification and machine
translation. Prodigy'? is a commercial annotation
tool for text annotations that provides similar
features.

5.2 Dialogue annotation tools and evaluation
methodologies

A prominent set of annotation tools specific to
dialogue are centered around task-oriented dia-
logue (Budzianowski et al., 2018). LIDA (Collins
et al., 2019) is an annotation tool that provides use-
ful features for efficiently making turn-level anno-
tations, incorporating model-provided label recom-
mendations to speed up annotations, and resolving
inter-annotation disagreements. MATILDA (Cu-
curnia et al., 2021) builds on LIDA for multilin-

9https://parl.ai/docs/tutorial_crowdsourcing.
html

1Oht’cps://argilla.io

Uhttps://github.com/agermanidis/pigeon

Zhttps://prodi.gy
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gual support and improved management of crowd-
sourcing tasks among multiple workers. However,
they do not have built-in compatibility with pop-
ular crowdsourcing platforms and do not support
human-bot interactions to take place within the
crowdsourcing task. A lightweight option for dia-
logue annotations is EZCAT (Guibon et al., 2022),
which provides a web-based serverless annotation
framework that focuses on enhanced accessibility
for conversation-level and turn-level annotations.

Other work have created tools for multi-
modal annotations or speech-based annotations.
Anvil (Kipp, 2001) provides a multi-modal dia-
logue annotation tool that enables annotation of
audiovisual content. DialogueView (Yang and Hee-
man, 2005) is an annotation tool that is focused on
segmenting audio conversations. DART (Weisser,
2016) focuses on enabling efficient annotations
of speech acts and linguistic criteria to facilitate
corpus-based research into pragmatics. Text is still
the primary focus of BOTEVAL and the templates
we provide, but BOTEVAL remains general enough
to be adapted to such cases as well by modifying
the templates we provide.

6 Conclusion

We presented BOTEVAL and its usefulness in col-
lecting human evaluations for interactive tasks that
require live human-bot interactions through a case
study of evaluating various language models on
their ability to conversationally moderate online
discussions. BOTEVAL provides a customizable
interface that can be adapted for various evaluation
and annotation use cases while also providing inte-
gration with popular crowdsourcing platforms and
task management features. We hope that this work
will serve as an important foundation for setting
up custom interactive human evaluation tasks that
facilitate our understanding of more complex NLP
systems as they become increasingly sophisticated
and capable.

Limitations

We designed BOTEVAL to be modular such that
customizing existing templates and modifying the
dialogue manager’s logic is simple, but it is yet not
configured so that the task management process,
shown in Figure 2 is independent of the process
that serves the evaluation, shown in Figure 1. This
means that any updates to BOTEVAL that help with
task management cannot be applied without restart-

ing evaluation tasks that were launched already,
which will interfere with any concurrent tasks that
evaluators are working on. While inconvenient,
this has not been a major issue as restarting can
be done quickly such that it does not interfere the
work of many evaluators and this doesn’t mean
that existing crowdsourcing tasks, as in the case of
AMT, will be deleted and need to be relaunched
again.

Another challenge for using BOTEVAL may
arise from the difficulty of managing a separate
process that serves the bots that the human evalua-
tors will interact with. However, if the BOTEVAL
user is able to launch a bot as part of BOTEVAL,
refactoring the code for that bot such that its re-
sponses are accessed through an API instead is a
simple modification with plenty of online tutorials
and tools, such as FastAPIL.!3
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Appendix
A Evaluation interface configurations

A.1 Sample survey configuration

An example survey configuration is shown in Fig-
ure 4. Survey components are also easily dynami-
cally configurable with common input options such
as radio buttons, Likert scales, freeform text, etc.

Users can create their own survey with HTML as
well, but the customization options we provide
through the YAML file covers most conversation-
level evaluation use cases.

A.2 Consent form configuration

An example of configuring the consent form is
shown in Figure 5. When deployed without a
crowdsourcing platform, these appear as check-
boxes in the sign up process. Within AMT, we au-
tomatically sign up the workers with their worker
ID and do not require a password, but they have to
check the same checkboxes in order to move on to
the task if they are doing the task for the first time.
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ratings:
— question: Did the moderator make specific suggestions for the given conversation
to facilitate cooperation?
choices: &choices
- Not at all
— Mostly not
- So-so0
Somewhat
- Very
— question: Was the moderator fair to all users involved in the conversation?
choices: *choices
- question: Did you (the user) become more engaged and willing to cooperate? (e.g.
provide more details or ask sincere questions to make the conversation more constructive
or be more persuasive)
choices: *choices
- question: Did you (the user) become more respectful and less abusive? (e.g. less
profanity, unconstructive criticism, or condescending sarcasm)
choices: *choices
— question: How much did you agree with the arguments/viewpoints of the user that
you were acting as?
choices: *choices
— question: How much did you like the person that you were acting as?
choices: *choices
— question: How could the moderator have been more effective? (e.g. reduce repetition,
less generic suggestions, more examples, etc.)
freetext:
default: none
required: false
- question: How can we improve the task design or survey questions?
freetext:
default: none
required: false

Figure 4: An example of the survey pane configuration that contains a custom Likert scale and freeform text input
fields. This configuration corresponds to the survey pane partially shown in Figure 1.

onboarding:
agreement_file: user-agreement.html
instructions_file: instructions.html
simple_instructions_file: simple_instructions.html

checkboxes:
instructions_read: I have read the instructions.

iam_adult: I am 18 years or older and I understand that I may have to read and
write using toxic language.

Figure 5: An example of configuring the consent form.
The agreement_file parameter should point to the
HTML file that shows the content of the consent form.
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Abstract

We present GenGO', a system for exploring pa-
pers published in ACL conferences. Paper data
stored in our database is enriched with multi-
aspect summaries, extracted named entities, a
field of study label, and text embeddings by our
data processing pipeline. These metadata are
used in our web-based user interface to enable
researchers to quickly find papers relevant to
their interests, and grasp an overview of papers
without reading full-text of papers. To keep
GenGO available online as long as possible,
we design GenGO to be simple and efficient
to reduce maintenance and financial costs. In
addition, the modularity of our data process-
ing pipeline lets developers easily extend it to
add new features. We make our code available
to foster open development and transparency:
https://gengo.sotaro.io/.?

1 Introduction

The rapidly growing number of scientific papers
makes it difficult for researchers to keep up-to-
date with the state of the literature (Bornmann
and Mutz, 2015). Scholarly document processing
(SDP) aims to support researchers with this chal-
lenge by building tools to process knowledge stored
in research papers (Chandrasekaran et al., 2020)
and has been increasingly drawing attention from
academic and industrial communities. Together
with the recent developments in natural language
processing (NLP), a number of powerful technolo-
gies are now available in SDP. For instance, auto-
matic scientific paper summarization systems pro-
vide short summaries encapsulating the essential
points in a paper so that researchers can grasp the
overview without reading its abstract or even full-
text (Cachola et al., 2020; Yasunaga et al., 2019).
A series of works on paper representation learning
aims to obtain numerical representations of papers

'gengo (%) means ‘language’ in Japanese.

2Demo video: https://youtu.be/yYh9U5IVbIw

that can be used for information retrieval or rec-
ommendation (Ostendorff et al., 2022; Singh et al.,
2023). Automatic information extraction systems
allow repositories of papers to be organized in a
structured manner (Jain et al., 2020; Viswanathan
et al., 2021). There are also system demonstrations
that implement user interfaces to the SDP technolo-
gies to make the aforementioned models available
to scientists. Erera et al. (2019) introduce a system
that lets users consume papers with automatically
generated summaries. Hongwimol et al. (2021) is
a web-based tool where users can explore different
complex concepts and their relations by exploiting
scientific knowledge graphs.

As the NLP community also faces a large num-
ber of publications (Bollmann et al., 2023) with
dynamically changing trends (Schopf et al., 2023),
there are systems which explicitly target this do-
main. The ACL Anthology (Bollmann et al., 2023)
serves as an essential resource for the community
by providing a repository of papers published in
ACL conferences. Schifer et al. (2011) introduce
the ACL Anthology Searchbench that implements
ACL Anthology a more fine-grained structured
search. Ding et al. (2020) device a model-based
semantic search in addition to the lexical search to
provide a powerful literature search infrastructure.
However, currently, there are no works which in-
tegrate different types of SDP technologies (e.g.,
summarization, information retrieval and extrac-
tion) in one system for NLP papers.

In this paper, we describe our system, dubbed
GenGO, equipped with various semantic features to
help researchers consume a large number of papers
efficiently. Specifically, GenGO combines three
types of SDP technologies. (1) Multi-aspect sum-
marization: one paper in GenGO is coupled with
four one-sentence summaries that summarize the
Overview, Challenge, Approach, and Outcome of
a paper. This enables researchers to quickly un-
derstand the overview of a paper from different
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Figure 1: A screenshot exhibits how GenGO presents one paper. Each paper is complemented with multi-aspect
summaries, field of study labels, named entities, and similar papers.

viewpoints. (2) Semantic search: our system can
retrieve papers that are semantically relevant given
user-provided queries. (3) Information extraction:
GenGO automatically extracts technical terms and
predicts the topic of a paper to enable fine-grained
filtering and search. We design GenGO to be effi-
cient and simple using cloud-based software so it
requires low maintenance and financial cost, and
currently achieves to index 30k+ papers.

2 Developments in SDP

In this section, we review existing papers and com-
mercial products that target processing scholarly
documents. The models and datasets used in the
development of GenGO are marked with *.

2.1 Automatic text summarization

Text summarization systems for scientific papers
have been an interest in NLP for decades. One of
the early works, Paice (1980) proposes a system
that aims to automatically produce abstract sections
of papers. Recently, the performance of summa-
rization models drastically improved with the emer-
gence of neural network-based models (Rush et al.,
2015; Gehrmann et al., 2018; Raffel et al., 2020a).
While one straightforward approach for paper sum-
marization would be to feed the texts of a paper
to models to produce summaries, there are works
that exploit unique characteristics in scholarly doc-
uments to improve their performance. Cohan and
Goharian (2015) propose to use citation sentences

to avoid inconsistency between summaries. Xiao
and Carenini (2019) use global and local content in
the paper to improve the summarization of long
research papers. Additionally to the efforts on
modelling, there are also various works that in-
troduce language resources to develop and evaluate
scientific paper summarization systems. Cohan
et al. (2018) constructed a dataset by regarding
the abstract sections in papers as summaries and
the rest as inputs. Cachola et al. (2020)* collected
the summaries written by authors and reviewers of
a paper submitted to an open reviewing platform,
which later extended into a cross-lingual variant by
Takeshita et al. (2022, 2023). The most relevant
summarization work to our system is the ACLSum
dataset introduced by Takeshita et al. (2024a)*, in
which 250 papers published in ACL-related confer-
ences are annotated with abstractive and extractive
summaries on three different aspects, namely Chal-
lenge, Approach, and Outcome.

2.2 Information retrieval

In recent NLP conferences, one proceeding can
have more than 1k papers (EMNLP’23 main track
has 1,047 papers), making efficient means of find-
ing relevant papers essential. Bhagavatula et al.
(2018) propose a method which takes a paper
draft and finds relevant papers using a text em-
bedding model. The aspect-based similarity model
presented by Ostendorff et al. (2020) enables re-
searchers to find papers by queries on different
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aspects. Cohan et al. (2020) introduce SPECTER,
a scientific language model pre-trained using cita-
tion graphs, it produces high-performance paper
embeddings. While it does not solely target scien-
tific documents, all-MiniLM-L6-v2 (Reimers and
Gurevych, 2019)* is a lightweight text embedding
model which is trained on a number of sentence
pair datasets including scientific texts using a con-
trastive objective function.

2.3 Text classification

Scientific documents often do not come with rich
metadata that can be used to form a structured data
repository. Jurgens et al. (2018) introduce a cita-
tion intent classification dataset for the NLP do-
main. This enables richer citation graphs of scien-
tific papers. Schopf et al. (2023)* present a semi-
automatically and manually annotated dataset for
the field of study classification, respectively for
training and evaluation purposes. The classifica-
tion model trained on the dataset enables automatic
analysis of how the research trend in NLP changes
over time.

2.4 Information extraction

The SciencelE task (Augenstein et al., 2017) aims
to develop methods that extract keyphrases from
scientific papers, which can be further used in re-
trieval systems. Jain et al. (2020)* presents, the
SciREX dataset, a document-level information ex-
traction dataset based on machine learning papers.
Viswanathan et al. (2021) propose to use citation
graph to perform information extraction from sci-
entific documents.

2.5 Applications

While the aforementioned works present models
or language resources, they require a user inter-
face to be delivered to researchers. There are a
number of academic system demonstrations and
commercial services that are designed to fill this
gap. The IBM Science Summarizer presents re-
search papers coupled with automatically produced
extractive summaries (Erera et al., 2019). Gokce
et al. (2020) present an online editor where users
can explore the existing papers while writing a
manuscript. Hongwimol et al. (2021) introduce a
web-based interactive tool which visualizes expla-
nations and relationships between concepts using
graph-structured data. A system introduced by Gu
and Hahnloser (2023) enables users to find rele-
vant papers with generated or extracted summaries

given user-provided context and keywords. In addi-
tion to the system demonstrations which are often
done in academic institutions such as universities,
there are also software developed more intensively
including commercial products. Semantic Scholar
(Kinney et al., 2023) is a search engine that also
provides paper summarization and recommenda-
tions. Zeta Alpha (Fadaee et al., 2020) and Elicit?
provide search features and also chat-based inter-
faces based on recent large language models.

To the best of our knowledge, there are no sys-
tem demonstrations that combine automatic sum-
marization, information retrieval and extraction
methods in NLP papers. While web-based applica-
tions developed by private organizations mentioned
such as Semantic Scholar provide similar function-
alities, the closed nature of these software hinders
transparency of how and which models are being
used.

3 System requirements

One pragmatic challenge for a system demonstra-
tion project is to keep the system up and running,
especially when it is maintained by a few devel-
opers with a limited budget. Indeed, 10 out of
27 web-based system demonstrations presented at
ACL 2023 (held in July) are offline after less than
one year (at the time of writing, March 2024). We
speculate that this is due to (1) maintenance effort
and (2) financial costs as mentioned by Bollmann
et al. (2023). To achieve a long lifespan of our
system, we design GenGO to minimize the afore-
mentioned two factors. (1) Maintenance effort: we
minimize the number of servers to be taken care of.
Specifically, our system does not rely on custom
servers that often demand intensive system mainte-
nance. Instead, we opt for a server-less architecture
by making use of managed cloud-based services.
To reduce (2) Financial costs: we designed our
pipeline not to make any online inferences that
require GPUs. Our data processing pipeline can
run fully offline, process each document once, and
store the results in a database. The only online
inference GenGO makes is when to compute a text
embedding of a user-provided query. Instead of
hosting a server to compute embeddings for each
user request, we use a lightweight text embedding
model and perform the inference on the user’s de-
vice. Because of these design decisions, GenGO is
currently running without any financial cost from

3https://elicit.com/
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Figure 2: A screenshot showing how GenGO presents a list of papers retrieved by its semantic search functionality.
Users can apply various filters to the list (e.g., venue, named entities, field of studies, etc...) to efficiently find

relevant papers.

our disposal while indexing more than 30k papers.
By using the cost estimator provided by Qdrant*,
we estimate that when the number of indexed pa-
pers increases by ten times, it would require around
10 Euro per month.

4 GenGO

In this section, we describe the main features of
GenGO (§4.1) and a system overview (§4.2). Table
5 in Appendix lists all the models and datasets with
external links.

4.1 Main features

Multi-aspect summarization. We complement
each paper with automatically generated one-
sentence summaries on four different aspects,
namely Overview (Generic overall summary),
Challenge (The current situation faced by the re-
searcher), Approach (How they intend to carry out
investigation), and Outcome (Overall conclusion).
Refer Fisas et al. (2015) for the detailed definitions.
This enables users to quickly understand these as-
pects of a paper without reading its full-text or even
the abstract.

We use two summarization datasets and two
transformer-based models. To generate Overview
summaries, we use a BART-large model (Lewis
et al., 2020) fine-tuned on the SciTLDR dataset

*https://cloud.qdrant.io/calculator

Dataset R-1 R-2 R-L R-K
SciTLDR - Overview 439 223 36.6 41.36
ACLSum - Challenge 18.9 2.5 13.6  50.27
ACLSum - Approach 448 224 384 55.85
ACLSum - Outcome 423 21.7 350 37.14

Table 1: Performance of summarization models.

(Cachola et al., 2020). To generate multi-aspect
summaries, we fine-tune one T5-base (Raffel et al.,
2020b) on each aspect using the ACLSum dataset
(Takeshita et al., 2024a). Table 1 shows the per-
formance of each model evaluated on correspond-
ing datasets by ROUGE F1 (Lin, 2004) and its
keyword-focused extension, ROUGE-K (Takeshita
et al., 2024b). In GenGO, we follow the cor-
responding papers and use the abstract for the
overview summarization, and the abstract, intro-
duction and conclusion sections for multi-aspect
summarization as inputs.

Semantic search and recommendation.
GenGO can retrieve semantically relevant
documents given a user-provided query, and
provide two types of paper recommendations.
(1) Content-based recommendation: where each
paper is presented with its similar papers in four
different aspects (Overview, Challenge, Approach,
and Outcome). (2) History-based recommendation:
papers relevant to the user’s reading history.
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Dataset NDCG@10 MAP@10 Type Precision Recall F1

SciFact 0.645 0.596 Method 72.18 70.43 71.29

SciDocs 0.216 0.129 Task 65.58 53.41 58.87
Dataset 50.00 53.26 51.58
Metric 72.17 60.27 65.68

Table 2: Performance of retrieval model

Recall
93.99

F1
92.21

Precision

92.46

Dataset

NLP Taxonomy

Table 3: Performance of field of Study classification
models.

We use the all-MiniLM-L6-v2 model® as our
underlying text encoder model. To perform the
semantic search, we compute cosine similarities
between an embedding of a user-provided query
and embeddings of all of the indexed papers and
return the 300 most similar papers. To compute pa-
per embeddings, we use paper titles and abstracts
as inputs to the text encoder. For content-based rec-
ommendation on the Overview aspect, we use an
embedding of the opened paper as a query vector.
For the other three aspects, we use the generated
summaries (refer to Section 4.1) on the correspond-
ing aspect as a query text. To provide reading
history-based recommendations, we use an aver-
age vector from the papers in the user’s reading
history as a query vector. Table 2 shows the per-
formances of the all-MiniLM-L6-v2 model on two
retrieval benchmark datasets from the scientific do-
main, SciDocs (Cohan et al., 2020) and SciFACT
(Wadden et al., 2020). To respect the user’s privacy,
we store the reading history information using the
localStorage property of the user’s web browser.

Field of study filtering. We predict the field of
study labels (g.g., Text Generation) for each paper
to enable users to apply filtering by the topics of
their interests.

We use the model published by Schopf et al.
(2023). Its underlying model architecture is BERT-
base (Devlin et al., 2019) and parameters are initial-
ized using SPECTER model (Cohan et al., 2020)
and the authors fine-tune the model using their clas-
sification dataset. We present the performance of
the model reported in the original paper in Table 3.
In GenGO, we follow the strategy from the original
paper and use titles and abstracts as inputs.

Field of study visualizer. Every time a user sees
a list of papers in GenGO, it is complemented by a

5https://huggingface.co/sentence—transformers/
all-MinilM-L6-v2
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Table 4: Performance of named entity recognition
model.
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Figure 3: A system overview.

bar-graph visualization of the field of study labels.
Users can grasp topic popularity in a conference
proceeding or a publication list of a researcher. Fig-
ure 2 shows an example over a list of search results.

Named entity filtering. We attach named entities
extracted from the paper content as metadata to
achieve fine-grained filtering.

We train the transition-based parser model im-
plemented in spaCy (Honnibal et al., 2020) on the
SciRex dataset (Jain et al., 2020) to extract entities
from titles and abstracts. Table 4 shows the results
of the test split of SciRex.

Save to read later. While this does not require
any NLP-based methodologies, since we intend our
platform to be used to digest many papers quickly,
we implemented this feature so that a user can
"save" a paper while skimming over a long list
of papers for later to study in detail.

We use the localStorage property of web
browsers to save the paper information. This en-
ables to keep the data locally on the user’s device
instead of external servers.

4.2 System description

GenGO stands on three components, data factory,
vector database, and web-based user interface as
depicted in Figure 3. In the remainder of this sec-
tion, we describe each component in detail.

Data factory. This module prepares the pub-
lished research articles from the ACL anthology
to be indexed in our database. Concretely, it first


https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2

downloads a paper in the PDF format from ACL
Anthology, runs Grobid (Lope, 2008-2023) to ex-
tract the full-text, and segments the text into sen-
tences using Spacy®. After having the structure
data of a paper, we run models described in Section
4.1 for each paper. After this enrichment process,
as the final step in the data factory, it uploads the
resulting data to the vector database, described in
the following paragraph. Currently, we opt for rela-
tively lightweight models so that this pipeline can
run even on a consumer laptop without GPUs. For
instance, it takes 4 hours to process 700+ papers
from ACL 2020 on a MacBook Air M2.

Vector database. Instead of traditional relational
databases, we use a vector database to host our en-
riched paper data. Vector databases can store docu-
ments with metadata and use numerical vectors for
indexing to achieve vector-based searching given
a query vector. We can achieve semantic search
by using semantic embedding vectors of papers’
texts and user-provided queries. Among several
available vector database implementations, we opt
for Qdrant’. This is due to that Qdrant is an open-
source software making the retrieval mechanism
transparent, followed by more minor technical rea-
sons such as the support of multiple vectors for one
data point enabling GenGO to retrieve papers on
different aspects, and fast search speed compared
to the other implementations. We host our Qdrant
instance using the managed solution provided by a
company which leads the development of Qdrant.
At the time of writing, GenGO indexes publica-
tions from nine major ACL conferences from 2018
to 2023, resulting in more than 30k papers and
running free of charge. This database is the only
component in our system that requires financial
costs when scaling up the system. In the current
pricing options, we estimate that the Qdrant cloud
solution would require c.a. 10 Euro if we increase
the number of indexed papers by 10 times.

Web-based user interface. Like most modern
web applications, GenGO is developed using
a JavaScript framework to achieve interactivity.
Specifically, we use Svelte®. To achieve responsive
design, we use tailwindcss” as our CSS framework,
and host our frontend application using Vercel'.

6https://spacy. io/
7https://qdrant.tech/
8https://svelte.dev/
9https ://tailwindcss.com/
Yhttps://vercel.com/

5 Limitation of current system

Because the metadata used to build the GenGO
is from the ACL Anthology project, our system
inherits its challenges such as the disambiguation
of author names (Bollmann et al., 2023). In ad-
dition, there are several limitations unique to our
system. (1) Speed and the number of indexed pa-
pers: Compared to similar services developed by
large institutions such as Semantic Scholar, our
system relies on limited computational resources.
This currently results in slower response time espe-
cially when showing a long list of papers, and also
to compensate for the limited size of the data stor-
age, we only index approximately 30% of papers
from the whole ACL Anthology repository. We
are also hindered in applying the most powerful
models available in our data factory due to the lack
of sufficient computational resources. (2) Summa-
rization quality: Hallucination in text generation
remains an open challenge (Dong et al., 2022; Koh
et al., 2022; Ma et al., 2023). During the devel-
opment, we observed cases where the generated
summaries do not convey the full information of
a paper or contain information inconsistent with
the corresponding paper. (3) Retrieval bias: While
the semantic search approach used in our system
can work with paraphrases or synonyms, due to the
‘blackboxness’ of model-based encoders, it remains
unclear whether such models have a bias towards
retrieving certain styles of texts (MacAvaney et al.,
2022).

6 Conclusion

In this paper, we described GenGO, a system to
explore ACL papers with various types of seman-
tically empowered functionalities. Our system en-
ables NLP researchers to quickly find relevant pa-
pers using semantic search and various fine-grained
filters, and grasp paper overviews by reading multi-
aspect summaries. GenGO also provides utility
features such as paper recommendations or ‘read it
later’ to further enhance user experience.
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Name Task URL

BARTLARGE Summarization (Overview)  https://huggingface.co/sobamchan/bart-large-scitldr

TSgase Summarization (Challenge) https://huggingface.co/sobamchan/t5-base-aclsum-challenge-nofilter
TSgase Summarization (Approach) https://huggingface.co/sobamchan/t5-base-aclsum-approach-nofilter
T5sase Summarization (Outcome) https://huggingface.co/sobamchan/t5-base-aclsum-outcome-nofilter
SciTLDR Summarization (Overview)  https://github.com/allenai/scitldr

all-MiniLM-L6-v2 Retrieval https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
Taxonomy classifier  Field of study classification  https://huggingface.co/TimSchopf/nlp_taxonomy_classifier
SciREX NER  https://github.com/allenai/SciREX/

Table 5: A list of models and datasets with external URLs used in GenGO.
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NLP-KG: A System for Exploratory Search of Scientific Literature in
Natural Language Processing

Tim Schopf and Florian Matthes
Technical University of Munich, Department of Computer Science, Germany
{tim.schopf,matthes}@tum.de

Abstract

Scientific literature searches are often ex-
ploratory, whereby users are not yet familiar
with a particular field or concept but are in-
terested in learning more about it. However,
existing systems for scientific literature search
are typically tailored to keyword-based lookup
searches, limiting the possibilities for explo-
ration. We propose NLP-KG, a feature-rich sys-
tem designed to support the exploration of re-
search literature in unfamiliar natural language
processing (NLP) fields. In addition to a se-
mantic search, NLP-KG allows users to easily
find survey papers that provide a quick intro-
duction to a field of interest. Further, a Fields
of Study hierarchy graph enables users to fa-
miliarize themselves with a field and its related
areas. Finally, a chat interface allows users
to ask questions about unfamiliar concepts or
specific articles in NLP and obtain answers
grounded in knowledge retrieved from scien-
tific publications. Our system provides users
with comprehensive exploration possibilities,
supporting them in investigating the relation-
ships between different fields, understanding
unfamiliar concepts in NLP, and finding rel-
evant research literature. Demo, video, and
code are available at: https://github.com/NLP-
Knowledge-Graph/NLP-KG-WebApp.

1 Introduction

The body of natural language processing (NLP)
literature has experienced remarkable growth in
recent years, with articles on various topics and ap-
plications being published in an increasing number
of journals and conferences (Schopf et al., 2023).
To browse and search the increasing amount of
NLP-related literature, researchers may use sys-
tems such as Google Scholar! or Semantic Scholar
(Kinney et al., 2023). Both systems cover a wide
variety of academic disciplines. Although this has
advantages, the lack of focus on NLP literature also
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Figure 1: The architecture of our system. The direction
of an arrow represents the direction of data flow. The red
arrows show how the autoregressive Large Language
Model (LLM) routes the data for the Ask This Paper
feature, while the blue arrows show how the LLM routes
the data for the Conversational Search feature. The pre-
processing module regularly fetches new publications
and processes them to update the knowledge graph and
the vector database.

has disadvantages, e.g., the potential to retrieve lots
of search results containing many irrelevant papers
(Mohammad, 2020). For example, when interested
in NLP literature on emotion or privacy, searching
for it on Google Scholar is less efficient than search-
ing for it on a platform dedicated to NLP literature.
Further, scholarly literature searches are often ex-
ploratory, whereby users are not yet familiar with
a particular field or concept and are interested in
learning more about it (Soufan et al., 2022). How-
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ever, commonly used search systems are usually
optimized for targeted lookup searches, limiting
search and exploration to keyword-based searches
and citation-based exploration.

In this paper, we present a system to support
the exploration of NLP research literature from
unfamiliar fields using a knowledge graph (KG)
and state-of-the-art retrieval approaches. Our main
contributions comprise the following features:

* Graph visualization of hierarchically struc-
tured Fields of Study (FoS) in NLP. FoS are
academic disciplines and concepts, commonly
comprised of (but not limited to) tasks or meth-
ods (Shen et al., 2018). The graph visualiza-
tion offers researchers new to a field a starting
point for their exploration and supports them
to familiarize themselves with a field and its
related areas.

* Semantic search provides a familiar interface
to enable keyword-based searches for publica-
tions, authors, venues, and FoS in NLP.

* Conversational search responds to NLP-
related user questions in natural language and
grounds the answers in knowledge from aca-
demic publications using a Retrieval Aug-
mented Generation (RAG) pipeline. This fea-
ture allows users to ask questions about un-
familiar concepts and fields in NLP and pro-
vides explanations as well as reference litera-
ture for further exploration.

* Ask this paper uses an autoregressive Large
Language Model (LLM) to answer in-depth
user questions about specific publications
based on their full texts. This can support
users to understand papers from unfamiliar
fields.

* Advanced filters can filter the search results
for specific FoS, venues, dates, citation counts,
or survey papers. Especially filtering by sur-
vey papers can support users to quickly get an
introduction to their field of interest.

Our system is not intended to replace commonly
used search engines but to serve as a supplemen-
tary tool for dedicated exploratory search of NLP
research literature.

2 Related Work

Google Scholar, Semantic Scholar (Kinney et al.,
2023), ArnetMiner (Tang et al., 2008), Microsoft
Academic Graph (MAG) (Sinha et al., 2015; Wang

et al., 2020), OpenAlex (Priem et al., 2022), and
Open Research Knowledge Graph (ORKG) (Ja-
radeh et al., 2019; Auer et al., 2020) are all systems
for search and discovery of academic literature cov-
ering a wide range of scholarly domains.

Weitz and Schifer (2012) focus on citation anal-
yses of NLP-related literature. CL Scholar (Singh
et al., 2018) is a system that can answer binary, sta-
tistical, and list-based queries about computational
linguistics publications. Additionally, NLP Scholar
(Mohammad, 2020) provides interactive visualiza-
tions of venues, authors, n-grams, and keywords
extracted from NLP-related publications, while the
NLP Explorer (Parmar et al., 2020) provides FoS
tags and temporal statistics to search and explore
the field of NLP.

3 NLP-KG

A well-organized hierarchical structure of FoS and
an accurate mapping between these FoS and schol-
arly publications can enable a streamlined and sat-
isfactory exploration experience (Shen et al., 2018).
Further, semantic relations between scholarly enti-
ties can be easily modeled in a graph representation.
Therefore, we construct the Natural Language Pro-
cessing Knowledge Graph (NLP-KG) as the core
of our system that links FoS, publications, authors,
and venues via semantic relations. In addition, we
integrate a LLM in our retrieval pipeline that can
enhance the exploration experience by providing
accurate responses to user queries (Zhu et al., 2024).
Figure 1 illustrates how the knowledge graph and
the LLM are integrated into our system.

3.1 Fields of Study Hierarchy Construction

During exploration, users typically navigate from
more well-known general concepts to less well-
known and more specific concepts. Therefore,
we use a semi-automated approach to construct
a high-quality, hierarchical, acyclic graph of FoS in
NLP. As a starting point, we use a readily available
high-level taxonomy of concepts in NLP (Schopf
et al., 2023). At the top level, this NLP taxonomy
includes 12 different concepts covering the wide
range of NLP, and consequently, additional con-
cepts can be considered as hyponyms thereof. In
total, this NLP taxonomy already includes 82 dif-
ferent FoS, to which we subsequently add further
FoS as hyponyms and co-hyponym:s.

Automated Knowledge Extraction For auto-
mated extraction of FoS and hierarchical relations,
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we use a corpus of titles and abstracts of research
publications from the ACL Anthology” and the
cs.CL category of arXiv>. After removing dupli-
cates, the corpus includes a total of 116,053 docu-
ments. For entity and relation extraction, we fine-
tune Packed Levitated Marker (PL-Marker) mod-
els (Ye et al., 2022) on a slightly adapted SciERC
dataset (Luan et al., 2018). Since we do not dis-
tinguish between different entity types in our FoS
hierarchy graph, we process the SciERC dataset
to unify all entity types and transform the original
named entity recognition task into a more simple
entity extraction task. Additionally, we only use
the Hyponym-of relationship to extract hierarchical
relations. Finally, we experiment with BERT (De-
vlin et al., 2019), SciBERT (Beltagy et al., 2019),
SPECTER?2 (Singh et al., 2023), and SciNCL (Os-
tendorff et al., 2022) as base models.

Task — Entity Extraction Relation Extraction
Model | P R F; P R Fy
BERT 68.87 66.63 67.73 70.01 68.28 69.13
SciBERT 6991 67.09 6847 7123 69.63 70.42
SPECTER2 69.99 66.52 68.21 69.66 68.95 69.30
SciNCL 69.59 65.39 6742 71.24 6828 69.73

Table 1: Evaluation results for PL-Marker fine-tuning
on the processed SciERC test set using different base
models. We report micro (P)recision, (R)ecall, and F}
scores.

The evaluation results for PL-Marker fine-tuning
are shown in Table 1. Based on these results, we
select the SciBERT-based PL-Marker models to
extract entities and relations from our corpus of
NLP-related research articles, resulting in large
sets of entities and relations. To resolve duplicate
entities, we use a rule-based approach that recog-
nizes synonyms by unifying special characters and
extracting abbreviations of terms that appear in
parentheses immediately following an entity. In
order to limit the set of eligible entities and rela-
tionships to high-quality ones, we select only those
that are extracted more frequently than the thresh-
olds of tentities = 100 and t;.¢jations = 3.

Manual Correction & Construction The ex-
tracted entities and relationships are passed to do-
main experts for validation and correction. In this
case, the authors of the present work act as domain
experts. If the domain experts consider a candidate

*https://aclanthology.org
3https://arxiv.org

triplet valid, it is manually inserted into the FoS
hierarchy graph at the correct position. Otherwise,
the candidate triplet is corrected, if possible, and
only then inserted. Some candidate triples can-
not be corrected since they involve out-of-domain
terms, e.g., from the legal or medical field, and
are, therefore, intentionally disregarded. Finally,
we use GPT-4 (OpenAl, 2023) to generate short
textual descriptions for each FoS. Table 2 shows
an overview of the resulting FoS hierarchy graph.

# Fields of Study | # Relations | Max Depth
421 | 530 | 7Levels

Table 2: Overview of the resulting FoS hierarchy graph.

3.2 Fields of Study Classification

To automatically assign research publications to
the corresponding FoS in the hierarchy graph, we
use a two-step classification approach. In the first
step, we use the fine-tuned classification model
of Schopf et al. (2023). It achieves an F} score
of 93.21, using the 82 high-level FoS of the NLP
taxonomy as classes, which we use as the starting
point for our hierarchy graph.

In the second step, we use the remaining FoS
of our hierarchy graph as classes. Since we do
not have sufficient annotated data to train a well-
performing classifier, we use a rule-based approach.
Thereby, publications are assigned to FoS depend-
ing on whether the stemmed FoS names or their
stemmed synonyms are contained in the stemmed
publication titles.

3.3 Survey Paper Classification

To enable filtering by survey papers, we train a
binary classifier that can automatically classify re-
search publications into surveys and non-surveys.
To this end, we construct a new dataset of survey
and non-survey publications in NLP. We obtain a
list of candidate survey publications from keyword-
based searches in the ACL Anthology and the arXiv
cs.CL category using search terms such as "survey"”,
"a review", or "landscape”. We then manually an-
notate the candidate publications as positives if we
consider them to be surveys based on their titles
and abstracts. For negative sampling, we use the
corpus of NLP-related publications described in
§3.1, excluding the previously identified positive
examples. From this corpus, we randomly sample
15 times the number of positives as negatives to
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account for the inherent under-representation of
surveys in conferences and journals. This annota-
tion process results in a dataset of 787 survey and
11,805 non-survey publications in NLP.

Using this survey dataset, we fine-tune and eval-
uate BERT, SciBERT, SPECTER?2, and SciNCL
models for binary classification. We create three
different stratified 80/20 train/test splits and train
all models for two epochs. Following the evalua-
tion results in Table 3, we select the SciNCL-based
model as our final classifier.

Model | Precision Recall F Accuracy
BERT 84.35+345 77.4945.92 80.60+2.07 97.68+0.15
SciBERT 83.32+221 82.38+1.84 82.82+0.81 97.87+0.12
SPECTER2 82.134+4.58 85.774534 83.7240.38 97.9240.08
SciNCL 82.38+4.01 86.53+1.74 84.35+1.67 98.04-+0.22

Table 3: Evaluation results for survey paper classifica-
tion as means and standard deviations on three runs over
different random train/test splits. Since the distribution
of classes is very unbalanced, we report micro scores.

3.4 Additional Metadata

To construct the NLP-KG, we additionally use
metadata obtained from the Semantic Scholar API.
This includes short one-sentence summaries of pub-
lications (TLDRs), SPECTER2 embeddings of pub-
lications, author information, as well as citations
and references. Further, we use PaperMage (Lo
et al., 2023) to obtain the full texts of open-access
publications.

3.5 Semantic Search

For semantic search, we use a hybrid approach that
combines sparse and dense text representations to
find the top-k most relevant publications for a query.
To this end, the results of BM25 (Robertson and
Walker, 1994) and SPECTER?2 embedding-based
retrieval are merged using Reciprocal Rank Fusion
(RRF) (Cormack et al., 2009). To give more weight
to the embedding-based approach, we set the «
parameter determining the weight between sparse
and dense retrieval to 0.8. In addition, we use
the S2Ranker (Feldman, 2020) to rerank the top
k = 2000 retrieved publications using additional
metadata from the NLP-KG, such as the number of
citations and the publication date.

3.6 Conversational Search

To answer NLP-related user questions and recom-
mend relevant literature, we use the LLM in a RAG
pipeline. Upon receiving a new user query, the

LLM generates search terms using both the query
and a one-shot example. These terms are then
used for retrieving relevant publications via the
semantic search module. Subsequently, the full
texts of the top five search results are fed back to
the LLM, which generates a response grounded in
the retrieved literature. To make the generated an-
swer verifiable for users and denote the knowledge
sources, the LLM also generates inline citations.
For follow-up queries, the LLM autonomously de-
termines whether to respond using already retrieved
publications or to initiate a new search. To reduce
the hardware requirements of our server, we use
the GPT-4 API for the conversational search and
the Ask This Paper feature.

3.7 Ask This Paper

In addition to the conversational search, the LLM
integration enables user inquiries on specific pub-
lications via a popup window on each publication
page. Users can either pose their own questions
or choose from three predefined ones. Using the
full text of the publication, the LLM generates ver-
ifiable answers supplemented by supporting state-
ments, including section and page references from
the publication text. Subsequently, the LLM gener-
ates three unique follow-up questions based on the
conversation history.

4 Demonstration

Figure 2: Screenshot showing the semantic search and
filtering features.

Our web application is built with Next.js* and
uses Python> for the semantic search and prepro-
cessing modules. The NLP-KG is stored in Neo4j®
and the embeddings are stored in Weaviate’. Our

“https://nextjs.org
Shttps://www.python.org
®https:/meodj.com
"https://weaviate.io
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Figure 3: Screenshot of the FoS view and the hierarchy
graph visualization.

databases encompass publications from the entire
ACL Anthology and the arXiv cs.CL category, en-
riched with metadata from Semantic Scholar. As
illustrated in Figure 1, the preprocessing module
regularly fetches new publications, classifies them,
and updates our databases.

Figure 2 shows the semantic search interface,
allowing users to search for publications, authors,
venues, and FoS using keywords via the top search
bar. The central area shows retrieved publications,
while relevant authors are listed on the right-hand
side. Additionally, the top right corner showcases
the annual publication count among the search re-
sults. On the left-hand side, users can access vari-
ous filtering options, including the ability to filter
by survey publications. Further, a list of FoS re-
lated to the search results is displayed at the top of
the page, enabling users to navigate to dedicated
FoS pages.

Figure 3 shows the FoS page, featuring a brief
description of the respective FoS at the top, along
with statistics on the annual publication count. The
top right corner showcases a relevant section of
the FoS hierarchy, enabling exploration of related

0 0 O s

G | e

Wt conmsmamaion? 8,

Figure 4: Screenshot of the conversational search fea-
ture.
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fields. At the bottom of the page, users can explore
and filter relevant authors and articles published on
this topic.

Figure 4 shows the conversational search feature.
Users can pose NLP-related questions to the LLM,
which generates responses utilizing knowledge ob-
tained from retrieved publications, accompanied
by reference information. To enhance usability, the
web application provides clickable links to refer-
enced papers. Additionally, users can conveniently
access their conversation history on the left-hand
side.

NLP-KG 2

Language Models are Few-Shot Lear

Figure 5: Screenshot of the publication view and the
Ask This Paper feature.

Figure 5 shows the Ask This Paper feature, en-
abling users to inquire about a specific publication.
Accessible via a popup window at each publication
page, users can choose from predefined questions
or ask custom questions using the input field at the
bottom of the chat window.

5 Evaluation

5.1 Fields of Study Hierarchy Graph

To evaluate the correctness of the FoS hierarchy
graph, we conduct a user study involving ten NLP
researchers at the PhD level. Participants list five
NLP concepts related to their expertise while we
ensure their presence in our graph. Subsequently,
participants are presented with a visual representa-
tion of the constructed graph, initially showing only
the first level of FoS in the hierarchy. This requires
participants to expand the view by clicking to show
the related FoS. Participants are then tasked with
locating their provided FoS in the fewest steps pos-
sible, with each click or view extension counting as
one step. Since the participants selected the FoS for
the search themselves, we ensure their familiarity
with the target field and related fields. We observe
and count every step of the participants throughout



their search process. Upon locating their FoS, par-
ticipants evaluate the correctness of the relations
utilized during their navigation and determine po-
tential missing relations. Based on this assessment,
we compute Precision, Recall, and F; scores, as
shown in Table 4, to evaluate the correctness of the
traversed relations.

Furthermore, we use Mean Absolute Percentage
Error (MAPE) to measure the percentage of errors
or extra steps that participants make as they navi-
gate the graph to reach their target FoS. We adopt
the MAPE metric as follows:

1 Total #Steps - Ideal #Steps
MAPE = n Z Ideal #Steps M
where n = 50 denotes the number of FoS

searches over all participants. In this context, a
lower score means that, on average, users were
able to find their target FoS with fewer extra steps.
For example, a score of zero would mean that each
user was able to find their target FoS with the opti-
mal number of steps. Table 4 shows the evaluation
results that demonstrate the high quality of the FoS
hierarchy graph.

Recall Fq
99.65 | 99.80

MAPE
0.478

Precision
99.95

Table 4: Results for evaluating the correctness of rela-
tions in the FoS hierarchy graph.

5.2 RAG Performance

To evaluate the conversational search feature, we
use the RAGAS framework (Es et al., 2024), focus-
ing on the Faithfulness and the Answer Relevance
of generated responses. Faithfulness evaluates if
the generated answer is grounded in the given con-
text, which is important to avoid hallucinations.
Answer relevance evaluates if the generated answer
actually addresses the provided question. We use
GPT-4 to generate 50 random questions related to
NLP, such as "Define perplexity in the context of
language models". Subsequently, we utilize GPT-
3.5 (OpenAl, 2022) and GPT-4 in our conversa-
tional search pipeline described in §3.6 to generate
grounded answers from retrieved publications. Fi-
nally, we use RAGAS to evaluate the generated
responses. As shown in Table 5, both LLMs ex-
hibit high faithfulness and answer relevance scores,
indicating their ability to retrieve relevant publica-
tions from the RAG pipeline to effectively answer
user queries based on provided contexts.

Model Faithfulness Answer Relevance
gpt-3.5-turbo-0125 0.9661 0.8479
gpt-4-0125-preview 0.9714 0.8670

Table 5: Evaluation results of our conversational search
pipeline. Metrics are scaled between 0 and 1, whereby
the higher the score, the better the performance.

5.3 Comparison of Scholarly Literature
Search Systems

We compare NLP-KG with other publicly acces-
sible systems for scholarly literature search, in-
cluding Google Scholar, Semantic Scholar, ORKG,
NLP Explorer, and NLP Scholar. A feature com-
parison is shown in Table 6.

Sehotar | Sehotar | ORKG | gpiorer | sehotar | NLPKG
Keyword-based Search v v v v v v
NLP specific X X X v v v
Fields of Study Tags X v v v X v
Fields of Study Hierarchy X X v X X v
Survey Filter v X X X X v
Ask This Paper X v X X X v
Conversational Search X X X X X v

Table 6: Feature comparison of scholarly literature
search systems.

The comparison shows that NLP-KG offers an
extensive set of features providing users with a
wide range of options to explore NLP research lit-
erature. Unlike popular systems such as Google
Scholar and Semantic Scholar, NLP-KG is tailored
specifically for NLP research, ensuring an accurate
and efficient exploration experience. Moreover,
NLP-KG is not limited to keyword-based searches,
providing users with advanced search and retrieval
features to explore the field of NLP.

6 Conclusion

This paper introduces NLP-KG, a system for
search and exploration of NLP research literature.
NLP-KG supports the exploration of unfamiliar
fields by providing a high-quality knowledge graph
of FoS in NLP and advanced retrieval features such
as semantic search and filtering for survey papers.
In addition, a LLM integration allows users to ask
questions about the content of specific papers and
unfamiliar concepts in NLP and provides answers
based on knowledge found in scientific publica-
tions. Our model evaluations demonstrate strong
classification and retrieval performances, making
our system well-suited for literature exploration.
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Limitations

The construction of the FoS hierarchy graph de-
pends on the personal choices of the domain ex-
perts, which may bias the final result. The hier-
archy graph may not cover all possible FoS and
offers potential for discussions as domain experts
have inherently different opinions. As a counter-
measure, we automatically extracted entities and
relations from a corpus of NLP-specific documents
and aligned the opinions of domain experts during
the manual construction process.

We have limited the database of our system to
papers published in the ACL Anthology and the
arXiv cs.CL category. However, NLP research is
also presented at other conferences such as AAAI,
NeurIPS, ICLR, or ICML, which may not be in-
cluded in our system.

Ethical Considerations

NLP-KG supports the search and exploration of
NLP research literature in unfamiliar fields. To en-
able an intuitive user experience, the application
integrates LLM-based features. However, LLMs
(e.g., GPT-4, used in this work) are computation-
ally expensive and require significant compute re-
sources. Additionally, although we aim to mini-
mize model hallucinations by grounding the model
responses in knowledge retrieved from scientific
publications, the integrated LLM can nevertheless
make mistakes. Therefore, users should always
check important information provided by our LLM-
based features.
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Abstract

Retrieval-augmented question-answering sys-
tems combine retrieval techniques with large
language models to provide answers that are
more accurate and informative. Many existing
toolkits allow users to quickly build such sys-
tems using off-the-shelf models, but they fall
short in supporting researchers and developers
to customize the model training, testing, and de-
ployment process. We propose LOCALRQA,
an open-source toolkit that features a wide se-
lection of model training algorithms, evaluation
methods, and deployment tools curated from
the latest research. As a showcase, we build QA
systems using online documentation obtained
from Databricks and Faire’s websites. We find
7B-models trained and deployed using LOCAL-
RQA reach a similar performance compared to
using OpenAl’s text-ada-002 and GPT-4-turbo.

1 Introduction

Retrieval-augmented question-answering (RQA)
systems enhance large language models (LLMs)
by enabling them to search through a large col-
lection of documents before answering a user’s
query. These systems have shown improved per-
formance in providing more accurate, informative,
and factually grounded answers compared to us-
ing LLMs alone (Guu et al., 2020; Izacard et al.,
2022; Shi et al., 2023). Many existing toolkits,
such as Llamalndex (Liu, 2022) and LangChain
(Chase, 2022), allow users to quickly build such
an RQA system using off-the-shelf models such as
text-ada-002 (OpenAl, 2022a) and GPT-4 (OpenAl,
2023). However, developers often find it costly to
rely on these paid services, but also face difficul-
ties to train/deploy smaller models with competi-
tive performance. Researchers face even greater
hurdles: they need to modify models/training al-
gorithms, compare against prior work, and obtain
* denotes equal contribution.

!GitHub: https://github.com/jasonyux/LocalRQA,
YouTube: https://youtu.be/MEtFIcw7clyY.
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Figure 1: Given a collection of documents, LOCALRQA
provides tools to generate RQA data, to train and test
open-source models, and to deploy the RQA system for
human evaluation or as an interactive chatbot.

human evaluation for their RQA system — all of
which are largely neglected by existing toolkits.

We introduce LOCALRQA, an open-source
toolkit that enables researchers and developers to
easily train, test, and deploy RQA systems using
techniques from recent research. Given a collec-
tion of documents, users can use pre-built pipelines
in our framework to quickly assemble an RQA
system using the best off-the-shelf models. Alter-
natively, users can create their own training data,
train open-source models using algorithms from lat-
est research, and deploy a local RQA system that
achieves similar performance compared to using
paid services such as OpenAlI’s models.

To our knowledge, LOCALRQA is the first
toolkit that provides a wide range of training al-
gorithms and automatic evaluation metrics curated
from the latest research (see Table 1 and Ap-
pendix A). This not only helps researchers to de-
velop new RQA approaches and compare with
prior work, but also helps developers to train and
deploy more cost-effective models. Specifically,
we provide many training algorithms for retrievers
such as: distilling from an encoder-decoder’s cross-
attention scores (Izacard and Grave, 2020a), distill-
ing from a decoder’s language modeling probability
(Shi et al., 2023), and using contrastive learning
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Easy Assembly Flexible Training Automatic Evaluation Local Deployment

Haystack (Pietsch et al., 2019)
LangChain (Chase, 2022)
LLamalndex (Liu, 2022)
FastRAG (Izsak et al., 2023)
LOCALRQA (Ours)

AN N YR

N X X X X%
AR T NI N
N X X X X%

Table 1: Comparing LOCALRQA to related toolkits. Easy Assembly indicates that there are ready-made pipelines
to allow users to easily assemble an RQA system; Flexible Training indicates if there is more than one training
algorithm for retrievers/generators; Automatic Evaluation indicates if the toolkit provides automatic evaluation
methods; and Local Deployment indicates if the toolkit supports methods to locally deploy their RQA system and
allow external users to interact with them through a web interface.

approaches (Karpukhin et al., 2020; Wang et al.,
2022, 2023). We also provide training algorithms
for generative models such as: supervised fine-
tuning using gold question-passage-answer pairs
(Lewis et al., 2021), fine-tuning with a frozen re-
triever (Guu et al., 2020), and fusion-in-decoder
training (Izacard and Grave, 2020b; Izacard et al.,
2022). Then, to automatically evaluate the sys-
tem’s performance, we implement metrics used in
retrieval and question-answering domains, such as
Recall@k, ROUGE (Lin, 2004), and GPT-4 Eval
(Zheng et al., 2023a; Liu et al., 2023).

Furthermore, LOCALRQA provides two deploy-
ment methods to support researchers and develop-
ers to obtain human feedback for their RQA sys-
tems. First, we offer a static evaluation webpage
where users can directly assess the system’s per-
formance using a test dataset. This can be used
to complement automatic evaluation. Next, we of-
fer an interactive chat webpage where users can
chat with the system and rate the helpfulness and
correctness of each generated response. These rat-
ings can be used to further improve models’ ca-
pability using techniques such as Reinforcement
Learning from Human Feedback (RLHF, Ouyang
et al. (2022)). To reduce latency and improve user
experiences, our toolkit also integrates acceleration
frameworks used to speed up document retrieval
(Johnson et al., 2019) and LLM inference (Hug-
gingface, 2023; Kwon et al., 2023; Zheng et al.,
2023b). Together with our large collection of train-
ing algorithms and automatic metrics, LOCALRQA
opens the possibility of future work to easily train,
test, and deploy novel RQA approaches.

2 Background

RQA systems combine retrievers with powerful
LLMs to provide answers that are more accurate
and informative. Given a user query, a retriever first

selects k most relevant passages from a collection
of documents. Then, a generative model produces
an answer conditioned on the user’s query, selected
passages, and a chat history. Popular methods to
achieve this include concatenating all inputs into
a single string and generating with decoder-only
models (Chase, 2022; Ram et al., 2023), or process-
ing the k passages in parallel and generating with
fusion-in-decoder techniques (Izacard and Grave,
2020b; Izacard et al., 2022).

3 LOCALRQA

We introduce LOCALRQA, a Python-based toolkit
designed to help users flexibly train, test, and de-
ploy RQA systems. As shown in Figure 2, our
toolkits employ a modular design to allow users to:
generate and prepare RQA data (Section 3.1), train
retrieval and generative models (Section 3.2 and
Section 3.3), build an RQA system (Section 3.4),
evaluate the system (Section 3.5), and finally de-
ploy the system (Section 3.6).

3.1 Prepare Data

A prerequisite for training and evaluating RQA sys-
tems is a dataset of (question, answer, passage)
pairs, denoted as (g, a, p). However, full (q, a, p)
pairs may not always be available in practice. To
cater to various scenarios, our toolkit provides: 1)
scripts to generate (g, a, p) pairs from a collection
of documents, and 2) scripts to convert existing QA
datasets into (g, a, p) pairs. These scripts can be
useful for researchers to create RQA datasets for
new domains, or for developers to prepare train-
ing/testing data for specific applications.

Generate RQA Data Given a collection of docu-
ments, our scripts first use a sampling algorithm to
select a set of gold (and hard negative) documents,
and then use LLMs to generate questions and an-
swers from each gold document (see Appendix C
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Figure 2: An overview of the LOCALRQA toolkit, which supports the entire pipeline of developing an RQA system:
from data processing to training, testing, and serving an RQA system. Different from many existing toolkits, we
feature a wide selection of training, testing, and serving methods curated from the latest RQA research.

for more details). These scripts can be used to
create (g, a, p) pairs not only from a collection of
documents, but also from a collection of (g, p) pairs
(e.g., from information retrieval datasets).

Convert from Existing Datasets Many existing
QA datasets include supporting passages for each
gold question-answer pair. We provide scripts to
download and reformat these datasets into (g, a, p)
pairs compatible with the rest of our toolkit. This
includes popular datasets such as Natural Questions
(Kwiatkowski et al., 2019), TriviaQA (Joshi et al.,
2017), and MS-Marco (Bajaj et al., 2018). These
scripts allow researchers to easily compare against
prior work that also uses these datasets.

3.2 Train Retrievers

Given a dataset of (g, a, p) pairs, users can train a
retriever to select the most relevant passages for
a given query. Prior work shows that using better
retrievers often leads to more performant RQA sys-
tems (Karpukhin et al., 2020), and that fine-tuning
them with task-specific data can greatly improve
their performance (Izacard et al., 2021; Wang et al.,
2022). To this end, LOCALRQA implements: 1)
lexical-based and embedding-based methods, and
2) various trainers that finetune open-source em-
bedding models to achieve a better performance.

Supported Models For lexical-based methods,
we support BM25 (Trotman et al., 2014). For
embedding-based methods, we support all hugging-
face (Wolf et al., 2020) encoder models such as
Contriever (Izacard et al., 2021), ES (Wang et al.,
2022), and BGE (Xiao et al., 2023).

Trainers We implement trainers for encoders
that distill from a down-stream LM, and trainers

that perform contrastive learning using a dataset
of (g, p) pairs (and optionally hard negative exam-
ples). This includes trainers that: (1) distill from
cross-attention scores of an encoder-decoder model
(Izacard and Grave, 2020a); (2) distill from a de-
coder model’s LM probability (Shi et al., 2023);
and (3) train using contrastive learning (Izacard
et al., 2021; Wang et al., 2022, 2023)). We provide
easy-to-use Python scripts for each trainer, where
all training hyperparameters can be specified in a
single command line.

3.3 Train Generative Models

Besides improving retrievers, using better gener-
ative models can more effectively incorporate re-
trieved passages. To this end, our toolkit provides:
1) direct support for many open-source generative
models, and 2) various training algorithms to fine-
tune these models to improve their task-specific
performance.

Supported Models We support all huggingface
(Wolf et al., 2020) decoder-only models such as
LLaMA-2 (Touvron et al., 2023), and all T5 based
encoder-decoder models such as FLAN-TS (Chung
et al., 2022). The former is compatible with our
supervised trainers, and the latter is compatible
with our fusion-in-decoder trainers.

Trainers We implement supervised fine-tuning
trainers that concatenate input queries with ground-
truth or retrieved passages, and fusion-in-decoder
trainers that process retrieved passages in parallel.
This includes trainers that: (1) supervised finetune
a decoder using ground-truth (g, a, p) pairs (Lewis
et al., 2021); (2) supervised finetune a decoder with
a frozen retriever (Guu et al., 2020); and (3) train

138



an encoder-decoder with fusion-in-decoder training
(Izacard and Grave, 2020b; Izacard et al., 2022).
We provide easy-to-use Python scripts for each
trainer, where all training hyperparameters can be
specified in a single command line.

3.4 Assemble an RQA System

Given a retriever and a generative model, users can
now assemble an end-to-end RQA system. Similar
to frameworks such as Llamalndex, LOCALRQA
uses a modular design to support arbitrary combi-
nations of retrievers, generative models, as well
as user-defined modules (see ?? for more details),
such as safety filters and decision planners (Kim
et al., 2023; Peng et al., 2023). For a quick start,
users can use ready-made RQA pipelines to assem-
ble a system within five lines of code (Listing 1).
These built-in pipelines support: retrievers avail-
able on huggingface, retrievers trained from Sec-
tion 3.2, BM25 (Robertson and Zaragoza, 2009),
and OpenAl embedding models (OpenAl, 2022a);
generative models available on huggingface, mod-
els trained from Section 3.3, and OpenAl models
such as ChatGPT (OpenAl, 2022b).

Alternatively, a user can also customize an RQA
pipeline by implementing new/modifying exist-
ing modules. As an example, we provide an im-
plementation of a (dummy) safety filter added to
the SimpleRQA pipeline in Listing 2 in Appendix.
In Listing 2, the DontKnowSafetyFilter module
will ignore the answers generated by the previous
components of the SimpleRQA modules, and al-
ways return “I don’t know.” as an answer.

In general, users can easily add new modules to
an existing pipeline by: 1) implementing a class
that inherits from Component, which requires defin-
ing a run method and run_input_keys, and 2)
append the module to the components field. Alter-
atively, researchers can create a fully customized
pipeline by inheriting from the RQAPipeline class.
For more documentation and examples, please refer
to our GitHub pages.

3.5 Evaluate an RQA System

Given an RQA system, LOCALRQA implements
many automatic evaluation metrics to help users
measure their system’s performance. This can
be used by researchers to compare their system’s
performance against prior work, or by develop-
ers to find the most cost-effective models/training
methods suitable for their applications. We pro-
vide scripts to automatically evaluate the perfor-

1

2

3

Listing 1 Assembling an RQA system.
from local_rqga import ...
### pre-built RQA Pipeline
rga = SimpleRQA.from_scratch(
database_path="db_path/",
embedding_model_name_or_path="...",

n

ga_model_name_or_path="...",

)
response = rqa.qa(
batch_questions=['What is ...?'],
batch_dialogue_session=[
DialogueSession()
1,
)

mance of any RQA system that inherits from the
RQAPipeline class. These scripts will also save
the evaluation results in a JSONL file, which can
be used to further obtain human evaluation using
our serving methods (see Section 3.6). We describe
the supported automatic metrics below.

Retrieval To test the performance of a retriever,
we provide an evaluation script that measures: (1)
Recall@k and nDCG @k score, and (2) runtime.
Recall and nDCG scores are often used in informa-
tion retrieval benchmarks such as BEIR (Thakur
et al., 2021) and MTEB (Muennighoff et al., 2022).
Runtime is important for real-world applications.

End-to-End To test the end-to-end performance
of an RQA system, we provide an automatic evalua-
tion script that measures: (1) retrieval performance
such as Recall @k; (2) generation performance such
as BLEU (Papineni et al., 2002), ROUGE (Lin,
2004) and GPT-4 Eval (Zheng et al., 2023a; Liu
et al., 2023); and (3) end-to-end metrics such as
runtime. BLEU and ROUGE scores are often used
in open-ended generation tasks such as machine
translation and summarization. GPT-4 Eval is a re-
cent method using GPT-4 (OpenAl, 2023) to evalu-
ate the quality of model-generated responses (Liu
et al., 2023; Zheng et al., 2023a).

3.6 Deploy an RQA System

Finally, researchers and developers may want to
showcase their RQA systems to the public, or to
collect human feedback to further improve their
systems using techniques such as RLHF (Ouyang
et al., 2022). We provide: (1) support for efficient
retrieval and LLM inference acceleration methods
to reduce latency during interactive chats, and (2)
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Figure 3: Researchers can launch an interactive chat page with LOCALRQA using three commands. LOCALRQA
uses a model controller back-end (Zheng et al., 2023a) to handle load-balancing. Chat histories are automatically
saved for researchers to conduct further analysis or model training.

implementations to easily launch an interactive chat
webpage or a static evaluation webpage, given a
user-built RQA system.

Acceleration Frameworks To speed up docu-
ment retrieval, we support FAISS (Johnson et al.,
2019), a library for efficient similarity search across
billion-scale document datasets. To speed up LLM
inference, we support Text Generation Inference
(TGI, Huggingface (2023)), vLLM (Kwon et al.,
2023), and SGLang (Zheng et al., 2023b). These in-
ference acceleration frameworks support many de-
coder architectures such as LLaMA-2 and encoder-
decoder architectures such as FLAN-TS.

Interactive UIs We provide (1) a static evalu-
ation webpage where users directly evaluate the
quality of pre-generated responses (e.g., computed
from a test set); and (2) an interactive chat web-
page where users can chat with a system and rate
the correctness and helpfulness of each response.
Both web interfaces can be easily launched with
our toolkits, which not only support a variety of
models (see Section 3.4) but also integrate with
acceleration frameworks mentioned in the previ-
ous paragraph. See Figure Al for an example of
the human evaluation page, and Figure 3 for the
interactive chat page.

4 Applications

To showcase our toolkit, we built two RQA systems
using data scraped from Databricks and Faire’s on-
line documentations (under consent). Databricks
provides the world’s first data intelligence platform
powered by generative Al, providing products that
facilitate building, sharing, and maintaining data at
scale. Faire is an online wholesale marketplace that
connects independent retailers and brands around
the world. Since the documents we obtained in-
clude many company/product-specific details, we
believe this is an ideal use case for RQA systems.
First, we describe the documentation datasets
we collected in Section 4.1. Then, we describe
our model training, baselines, and evaluation pro-
cedures in Section 4.2, Section 4.3, and Section 4.4.
Finally, we present our main results in Section 4.5.

4.1 Datasets

Databricks We use data provided by Databricks’
technical team, which includes documentations
such as API references and technical tutorials from
docs.databricks.comand kb.databricks. com.
After applying our data processing scripts, we ob-
tain a dataset of 11,136 passages with a maximum
length of 400 tokens. See Appendix E for examples
of preprocessed documents.
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Databricks Faire
Retriever Generator Retrieval Generation Retrieval Generation
Recall@1l Recall@4 ROUGE-L GPT4-Acc Recall@l Recall@4 ROUGE-L GPT4-Acc

text-ada-002 GPT-3.5-turbo 47.36 67.11 46.47 86.84 44.00 76.00 35.59 81.33
text-ada-002 GPT-4-turbo 47.36 67.11 36.62 89.47 44.00 76.00 32.55 86.67
Contriever (DCA) FastChat-T5-3B (FiD) 34.21 50.00 20.20 19.73 26.67 65.33 23.64 44.00
Contriever (RPG)  StableLM-3B (SFT) 28.94 53.94 43.30 52.63 34.66 68.00 47.53 68.00
Contriever (CTL)  StableLM-3B (SFT) 28.94 60.52 45.86 61.33 42.66 69.33 46.27 72.00
Contriever (CTL)  Vicuna-7B (SFT) 28.94 60.52 42.95 72.37 42.66 69.33 45.72 75.68
E5 (CTL) Vicuna-7B (SFT) 34.21 77.63 45.35 73.68 40.00 76.00 46.16 76.00
Contriever (CTL)  Vicuna-7B (SwR) 28.94 60.52 44.10 60.53 42.66 69.33 48.72 76.00
E5 (CTL) Vicuna-7B (SwWR) 34.21 77.63 50.02 69.33 40.00 76.00 47.98 72.00
E5 (CTL) Starling-7B (SFT) 34.21 77.63 42.06 72.36 40.00 76.00 46.32 78.67
E5 (CTL) Mistral-7B (SFT) 34.21 77.63 51.56 80.26 40.00 76.00 49.63 77.33
BGE (CTL) Starling-7B (SFT) 39.47 77.63 51.67 76.32 37.33 77.33 50.64 86.67
BGE (CTL) Mistral-7B (SFT) 39.47 77.63 49.49 77.63 37.33 77.33 51.18 84.00

Table 2: Retrieval-augmented QA systems locally trained and tested using the LOCALRQA framework. Training
algorithm used is denoted as “model(trainer name)”. All generation results use the top-4 passages retrieved. GPT4-
Acc is GPT-4 evaluation of whether the generated answer is correct. Best is highlighted in bold, and runner-up is

highlighted in gray.

Faire We first crawled guides and FAQ docu-
ments from faire.com/support, and then pro-
cessed the data to only keep raw texts (e.g., re-
moving image hyperlinks). Similar to Databricks,
we then apply the data processing scripts and ob-
tain a dataset of 1,758 passages. See Appendix F
for examples of preprocessed documents.

Since both datasets only contain document pas-
sages p, we use LOCALRQA to generate (g, a, p)
pairs for training and testing. See Appendix H for
more details.

4.2 Models and Training Algorithms

LoCALRQA supports a large variety of models and
training algorithms. To demonstrate the flexibility
of our toolkit, we experiment with all available
trainers and the most capable open-source models.

Retrievers We consider the best open-source en-
coder models according to the MTEB benchmark
(Muennighoff et al., 2022) as of Jan 24, 2024. How-
ever, as these models vary greatly in capability
and size, for simplicity we use the best models of
similar sizes. This includes E5-base (Wang et al.,
2022), Contriever-base (Izacard et al., 2021), and
BGE-base (Xiao et al., 2023). We also consider
all trainers in our toolkit including: (1) distilling
from cross-attention scores, denoted as DCA; (2)
distilling LM probability, denoted as RPG; and (3)
training with contrastive learning, denoted as CTL.

Generators We consider the best generator mod-
els according to the Chatbot Arena leaderboard
(Zheng et al., 2023a) as of Jan 24, 2024. Since
training LLMs is time and resource intensive, we

focus on the best open-source models up to 7B
parameters. This includes encoder-decoder mod-
els such as FastChat-T5-3B (Zheng et al., 2023a;
Chung et al., 2022), and decoder-only models such
as: StableLM-3B (Tow et al., 2023), Vicuna-7B
(Chiang et al., 2023), Starling-7B (Zhu et al., 2023),
and Mistral-7B (Jiang et al., 2023). We also con-
sider all trainers in our toolkit including: (1) super-
vised fine-tuning, denoted as SFT'; (2) supervised
fine-tuning with a frozen retriever, denoted as SwR;
and (3) fusion-in-decoder training, denoted as FiD.

4.3 Baselines

Since LOCALRQA features developing new RQA
systems locally, we compare against the most pow-
erful models accessible remotely. This include us-
ing text-ada-002 (OpenAl, 2022a) as the retriever,
and prompting GPT-3.5-turbo (ChatGPT) and GPT-
4-turbo as the generative models.

4.4 Metrics

We present a subset of automatic evaluation metrics
from LOCALRQA, and also include human evalua-
tions on the best-performing models using Uls from
Section 3.6. To measure retrievers’ performance,
we report Recall@1 and Recall @4 which are com-
monly used in information retrieval (Thakur et al.,
2021; Muennighoff et al., 2022). To measure the
final generation performance, we report ROUGE-L
(Lin, 2004) and GPT-4 Eval (Zheng et al., 2023a;
Liu et al., 2023), which are used in open-domain
generation tasks (Zheng et al., 2023a). For the best
models, we additionally perform human evaluation
and report the accuracy of the generated answers.

141


faire.com/support

Retriever Generator Databricks Faire
1ev Human-Acc Human-Acc
text-ada-002  GPT-3.5-turbo 78.00 86.00
text-ada-002  GPT-4-turbo 84.00 88.00
E5 (CTL) Mistral-7B (SFT) 78.00 90.00
BGE (CTL) Starling-7B (SFT) 80.00 88.00

Table 3: Comparing the best LOCALRQA-trained mod-
els in Table 2 against ChatGPT and GPT-4. Human-Acc
is authors’ judgement of whether the final answer is
correct. We use the first 50 test samples for evaluation.

4.5 Main Results

Table 2 presents our non-exhaustive combination of
retrievers and generators trained and tested using
LocALRQA. First, we find contrastive learning
(CTL) most effective for training retrievers. We
believe this is because CTL was also used to pre-
train all the encoders we investigated (Izacard et al.,
2021; Wang et al., 2022; Xiao et al., 2023). We
also find that simple supervised fine-tuning (SF7T)
with gold (g, a, p) pairs is suitable for generators,
given the answers in the training data are generated
only using the gold passage.

Next, we find using more powerful retriever mod-
els (BGE-base and E5-base) and generator models
(Mistral-7B and Starling-7B) improves Recall @4
and GPT4-Acc score. This is understandable since
these models have a better base performance. We
also find that ROUGE-L does not correlate well
with GPT4-Acc (or our human evaluation). This
is consistent with Cohan and Goharian (2016);
Nekvinda and Dusek (2021), since open-ended gen-
erations are inherently difficult to evaluate using
automatic metrics.

Lastly, we use the best models from Table 2 ac-
cording to GPT4-Acc scores, and further validate
their performance with our human evaluation Ul
(see Section 3.6). In Table 3, we find the best local
models reach a similar performance as the Ope-
nAl’s baselines, despite being only 7B in size (see
Appendix G for some examples). These results un-
derscores the effectiveness of our toolkit in training
and developing cost-effective RQA systems.

5 Conclusion

We present LOCALRQA, a Python-based toolkit
designed to help users develop novel retrieval-
augemented QA systems. Different from existing
frameworks such as Llamalndex and LangChain,
our toolkit features a wide collection of train-
ing algorithms, evaluation metrics, and deploy-

ment methods to help users quickly develop cost-
effective RQA systems. Strong results using mod-
els and training algorithms from recent research
pave the way for future work to explore RQA meth-
ods in both practical and academic settings.

6 Limitations and Future Work

Model Size We performed all of our experiments
using a single A100 80G GPU, and investigated
a large combination of model choices and train-
ing methods. Therefore, we considered the best-
performing models up to 7B parameters due to time
and resource concerns. We believe experimenting
with larger, more capable models could further im-
prove the systems’ performance, and we leave this
for future work.

More Training Algorithms Besides providing
tools to help users easily build an RQA system,
LOCALRQA features a collection of training al-
gorithms and evaluation methods curated from
latest research. However, this collection is non-
exhaustive (Zhong et al., 2022; Asai et al., 2022;
Min et al., 2023; Asai et al., 2023; Ram et al., 2023).
We commit to add support for more models, train-
ing algorithms, and testing methods to reflect on-
going advancements in RQA research.

Compute Requirement LOCALRQA features
methods to help users develop novel RQA systems
locally. Compared with using paid services such as
OpenAl’s text-ada-002 and GPT-4, this approach
is less expensive but requires access to compute re-
sources (e.g., GPUs). To make our toolkit more ac-
cessible, we not only support open-source models
from huggingface of various sizes, but also support
using “remote” models such as OpenAI’s ChatGPT
and GPT-4.

7 Ethical Considerations

Our work describes a toolkit that can be used to
help researchers develop new RQA systems. LO-
CALRQA offers a suite of tools, starting from data
generation to locally training, testing, and serv-
ing an RQA system. While most toolkits are not
designed for unethical usage, there is often poten-
tial for abuse in their applications. In our demo
(Section 4), we apply our toolkit to train RQA sys-
tems based on documentations obtained from two
companies’ website, Databricks and Faire. How-
ever, since our toolkit can be used with any kind of
data, it is possible to use it for unethical tasks, such
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as scamming and generating harmful responses
(Gehman et al., 2020; Welbl et al., 2021). We do
not condone the use of LOCALRQA for any unlaw-
ful or morally unjust purposes.
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A Comparison against Existing Toolkits

Many existing toolkits, such as Haystack,
LangChain, and LLamalndex help users quickly
build an RQA system (Pietsch et al., 2019; Chase,
2022; Liu, 2022). However, these frameworks pro-
vide very little support for researchers to train, test,
and serve their RQA systems using recent advances
in retrieval-augmented QA research. For instance,
Llamalndex only includes basic supervised finetun-
ing methods to train “LLaMA-2 for better text-to-
SQL”, or finetune “GPT-3.5-turbo to distill GPT-
42, We provide three different retriever training
algorithms (Section 3.2) and three different genera-
tor training algorithms (Section 3.3). We highlight
our main contributions compared to other existing
toolkits in Table 1.

B Supported Data Formats

LoCcALRQA support data coming from many dif-
ferent sources, by providing integration with frame-
works such as LangChain (Chase, 2022) and Lla-
malndex (Liu, 2022). This not only includes load-
ing data of different formats (e.g., JSON, HTML,
PDF files), but also data from different locations
(e.g., Google Drive, S3 bucket, websites and more).
For more details on data loading, please refer to
our project website.

C Details on Data Generation

LoCcALRQA provides data generation scripts that
can be used to create questions ¢ from a set of
documents p, and answers from a set of (g, p) pairs.
These scripts can also be easily modified to use: 1)
custom prompts to generate a question or answer,
and 2) custom filtering functions to use a subset of
the documents for question/answer generation.

Question Generation Given a set of documents,
LocALRQA first creates a set of gold passages by
sampling. Since contrastive learning (Section 3.2)
benefits from using hard negative passages (related
passages but does not contain the answer), we also
sample nearby passages as hard negatives. This is
achieved by first organizing all passages according
to their source s; (e.g., URL or title):

{pg", 01 o o, POt Y
and then sample from {p;};; as hard negatives
for p7. Next, an LLM of choice (e.g., ChatGPT) is
2https://docs.llamaindex.ai/en/stable/

optimizing/fine-tuning/fine-tuning.html, visited on
Feb 12, 2024.

prompted to generate k questions given a sampled
gold passage. To filter duplicate questions, LOCAL-
RQA uses ROUGE-L score (Lin, 2004) to remove
questions with high word overlap with others.

Answer Generation Given a set of (g, p) pairs,
LocALRQA prompts an LLM of choice (e.g.,
GPT-4) to generate answers conditioned on the
question ¢ and the gold passage p.

See Appendix E for examples on how to cus-
tomize the data generation scripts and Appen-
dices E and F for examples commands.

D More Details on Serving RQA Pipelines

LocALRQA offers two serving methods: 1) an
interactive chat page where users can chat with
an RQA system while also providing ratings for
each generated response, and 2) a static evalua-
tion page where users directly evaluate the qual-
ity (e.g., accuracy, helpfulness, harmlesness) of
the pre-generated response. The front-end Uls are
created using Gradio (Abid et al., 2019), and the
model back-end (for interactive chat) is modified
from Zheng et al. (2023a). We provide an exam-
ple of using each serving method in Figure 3 and
Figure A1, respectively.

E More Details on Databricks Demo

Collected Documents We use documents pro-
vided by Databrick’s technical team, which are
already cleaned and parsed into markdown format.
We present an example in Table Al.

QA Generation We generate questions and an-
swers using the data generation scripts in LOCAL-
RQA. We first customize the prompts and filtering
functions in order to obtain high-quality questions
based mostly on technical tutorials rather than ver-
sion release notes>. This only requires:

1. creating a new python script with from
scripts.data.doc_to_q import =*

2. defining a custom prompt and filter function

3. assigning filter_fn=your_filter_fn
and doc2qg_prompt=YOUR_PROMPT in the
imported main function

For a complete example, please refer to our
scripts/data/doc_to_qg_databricks.py. Fi-
nally, we run the above question generation script

3https://docs.databricks.com/en/release—notes/
runtime/index.html
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Databricks Example Document

Faire Example Document

<a id="configure-access’></a>

## Step 3: Configure access to the ‘default.people1Om* table
Enable the user you created in [Step 1](#add-a-user) to access
the ‘default.people10m‘ table you created in [Step 3](#create-
a-table).

*Please note these settings are applicable to all
products, if you’d like to change these settings
on a product level, you can do so in the ‘Catalog
Synchronization’ tab.

# API Token

content  You can configure access using [Data Explorer](#data-explorer) This is where you will enter the API token
or [SQL editor](#sql-editor). provided by Faire. Once entered, you will also
receive a message to confirm that the connection
### Data explorer is confirmed between Faire and Prestashop.
- Click the <Data Icon> **Data** in the sidebar.
- In the drop-down list at the top right # Catalog Import for Wholesale
This is ...
"source": "https://docs.databricks.com/.../admin-set-up-user "source": "https://www.faire.com/support/artic-
-to-query-table.html", les/8726114634779",
metadata "seq_num": 574, "seq_num": 426,
"description": "", "subtitle": "Prestashop Integration with Faire",

nonoon

"text": "...

"title": "Prestashop Integration with Faire"

Table Al: Example documents collected from Databrick’s documentation pages and Faire’s support pages. Omitted

w9

details are indicated as “..

Databricks Faire
Train 1,185 575
Validation 74 74
Test 76 76

Table A2: Number of (g, a, p) pairs used in training, val-
idation, and testing. During testing, we use all available
documents to measure an RQA system’s retrieval and
generation performance.

followed by our answer generation script to obtain
a collection of (g, a, p) pairs. We used ChatGPT
(OpenAl, 2022b) and GPT-4-turbo (OpenAl, 2023)
to generate questions and answers, respectively.

Model Training To show the flexibility of Lo-
CALRQA training, we present at least one run of
using trainer in our main experiments Table 2. All
trainings are performed on a single A100 80G GPU.
Please refer to our GitHub for more details on train-
ing hyperparameters and other command-line ar-
guments used. We note that we did not rigorously
hyperparameter-tune each model and trainer com-
bination due to the large number of experiments
to perform. We believe results in Table 2 may be
further improved if a hyperparameter search is ran
for each method.

F More Details on Faire Demo

Collected Documents We contacted Faire’s
Sales team and crawled documents from faire.
com/support according to their suggestions. We
only kept raw texts by removing all hyperlinks for
images and other websites. We present an example
in Table Al.

QA Generation Since document data from Faire
include simpler guides and QAs compared to
Databricks, we find using the default generation
script in LOCALRQA sufficient to obtain high-
quality questions and answers. Therefore, we sim-
ply ran scripts/data/doc_to_g.py to generate
questions, and scripts/data/docq_to_a.py to
generate answers. Similar to Databricks, we used
ChatGPT (OpenAl, 2022b) and GPT-4-turbo (Ope-
nAl, 2023) to generate questions and answers, re-
spectively.

Model Training Similar to the training process
implemented in Databricks, we conduct experi-
ments across various trainers and model choices.
See Table 2 for an example. We note that we did not
rigorously hyperparameter-tune each model and
trainer combination due to the large number of
experiments to perform. We believe results in Ta-
ble 2 may be further improved if a hyperparameter
search is ran for each method.
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G Example Model Answers

We provide example generated answers and re-
trieved documents in Table A3 and Table A4 for
Databricks and Faire, respectively. In Table A3, the
weaker retrievers fail to find the relevant document
given the user’s query. As a result, the generative
models also fail to provide the correct answer. This
shows the benefit of training and using more accu-
rate retrievers. In Table A4, despite all methods
retrieved the correct document, the weaker gen-
erative models failed to incorporate all relevant
information in its response. This underscores the
importance to fine-tune capable generative models
to improve the RQA system’s performance.

H Dataset Statistics

We follow the procedure outlined in Appendix E
and Appendix F to obtain (g, a, p) pairs from doc-
umentation data. For Databricks, we first use our
sampling algorithm to obtain 600 passages for train-
ing, and 75 for validation and for testing. For Faire,
we sampled 300 passages for training as Faire has
fewer documents, and 75 for validation and for test-
ing. We then use ChatGPT (OpenAl, 2022b) as the
LLM to generate two questions for each sampled
passage, and GPT-4-turbo (OpenAl, 2023) to gener-
ate an answer for each (g, p) pair (see Appendix C
for more details). This results in a training, evalua-
tion, and testing dataset with statistics reported in
Table A2.
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Databricks RQA Example

User: How many catalogs can a metastore have in Databricks?

text-ada-002+
GPT-3.5-turbo

text-ada-002+
GPT-4-turbo

E5(CTL)+
Mistral-7B(SFT)
BGE(CTL)+
Starling-7B(SFT)

In Databricks, a metastore can have multiple catalogs. There is
no specific limit on the number of catalogs that can be associated with a
metastore. Catalogs are used to organize [...] Users can see all catalogs on which
they have been assigned the ‘USE CATALOG® data permission.

A metastore in Databricks can contain multiple catalogs. [...]  There
isn’t a specified limit to the number of catalogs a metastore can have mentioned
in the documentation, which suggests that users can create multiple catalogs as
needed to manage their data in an organized manner [...].

As of August 25, 2022 , a metastore can have up to 1000 catalogs .

As of August 25, 2022 , a metastore in Databricks can have up to 1000 catalogs .

reference document:

# <UC> GA release note
**August 25, 2022%*
<UC> is now generally available on <Databricks>.
**This article describes <UC> as of the date of its GA release.** It focuses primarily
on the features and updates [...]
As of August 25, 2022
- Your <Databricks> account can have only one metastore per region
- A metastore can have up to 1000 catalogs.
- A catalog can have up to 10,000 schemas.
- A schema can have up to 10,000 tables.
For current <UC> quotas, see [...].

Table A3: Example answers generated by different RQA systems. Questions come from the test dataset for
Databricks, which is described in Appendix H. Due to space limitations, we display the most relevant document
amongst all documents retrieved. In this example, text-ada-002 failed to retrieve the most relevant documents,
causing GPT-3.5-turbo and GPT-4-turbo to produce incorrect answers.
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Faire RQA Example

User: How should I crop my feature image for it to be approved?

text-ada-002+ To ensure that your feature image is approved, you should crop it to a square shape.
GPT-3.5-turbo The image must fill a 1:1 ratio , meaning that the width and height should be equal.
By cropping your image to a square, you can meet this requirement and increase the
chances of approval.
text-ada-002+ To ensure your feature image gets approved, you should follow these cropping and
GPT-4-turbo content guidelines:
1. **Square Crop Ratio**: Crop your image to a perfect square. The
aspect ratio should be 1:1 , which means [...].

2. **No Overlaid Text or Logos** : Avoid adding any text or logos [...].
3. **Simplicity is Key**: Steer clear of using collages or images that are too busy.
A simple, singular focus on the product [...].

4. **Visual Context**: Provide context by showing the product in use or in a
setting where it is naturally found [...].
5. **Avoid Direct Eye Contact**: When including models, aim to
avoid direct eye contact with the camera. [...]
E5(CTL)+ To have your feature image approved, you should ensure that it is cropped to
Mistral-7B(SFT) fit a square aspect ratio, which must fill a 1:1 ratio. Additionally, it should
not include any words or logos . The recommended approach is to choose a high-
resolution lifestyle image that showcases your best-selling product(s) in use, such
as a cheese knife with cheese and grapes on a cutting board. Also, you should
provide some visual context in [...]
BGE(CTL)+ To have your feature image approved, you should crop it to a square shape that
Starling-7B(SFT) fills a 1:1 ratio .

reference document:  ## Feature image guidelines
Crop your image to a square. It must fill a 1:1 ratio .
Don’t include overlaid text or logos .

Avoid collages and keep it simple. Collages cause clutter in a space already
crowded with many other brands. Choose a single image with a clear product
focus. Simple, uncluttered often stand out more, as they provide rest to the shopper’s
eye that may be weary from browsing many pages of content.

Provide visual context (avoid plain white backgrounds). While it’s true that great
packaging design attracts people all by itself, showing your product in use helps get
people excited about your brand and helps tell a more visual story about what you
have to offer.

Avoid showing models with direct eye contact. [...]

Table A4: Example answers generated by different RQA systems. Questions come from the test dataset for Faire,
which is described in Appendix H. Due to space limitations, we display the most relevant document amongst all
documents retrieved. In this example, all methods retrieved the correct document, but GPT-3.5-turbo and Starling-7B
failed to include details other than “fill a 1:1 ratio"" (c.f. Table 3).
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Figure Al: Researchers can launch a human evaluation page using LOCALRQA in a single command line. Given a
prediction file (see Section 3.5), LOCALRQA launches a web server that allows other users to evaluate the quality
of pre-generated responses. Evaluation results are automatically saved for researchers to conduct further analysis.

Listing 2 Adding a custom component to the SimpleRQA pipeline. In general, researchers can easily
extend an existing pipeline by editing the . component field, or create new pipelines by inherting from the
RQAPipeline class
from local_rqga import
### pre-built RQA pipeline
rqa = SimpleRQA.from_scratch(
database_path="db_path/",
embedding_model_name_or_path="...",

i

ga_model_name_or_path="...",

### custom module: safety filter
class DontKnowSafetyFilter (Component):
run_input_keys = [
"batch_questions”,
"batch_source_documents”,
"batch_dialogue_session”,
"batch_answers”,

def run(self, xargs, x*kwargs):
return RQAOutput(
batch_answers="1 don't know.",
batch_source_documents=kwargs["batch_source_documents”],
batch_dialogue_session=kwargs["batch_dialogue_session”],

rqa.components. append(DontKnowSafetyFilter())

### run QA!
rqa.qa(...) # output: "I don't know."
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JORA: JAX Tensor-Parallel LoRA Library for Retrieval Augmented
Fine-Tuning

Anique Tahir
Arizona State University
699 S. Mill Avenue
Tempe, AZ
research@anique.org

Open-source repository:
https://github.com/aniquetahir/JORA
Supplementary video:
https://youtu.be/-
auF_9wF2S07si=050HBySZjTpjtWR_

Abstract

The scaling of Large Language Models (LLMs)
for retrieval-based tasks, particularly in Re-
trieval Augmented Generation (RAG), faces
significant memory constraints, especially
when fine-tuning extensive prompt sequences.
Current open-source libraries support full-
model inference and fine-tuning across mul-
tiple GPUs but fall short of accommodating the
efficient parameter distribution required for re-
trieved context. Addressing this gap, we intro-
duce a novel framework for PEFT-compatible
fine-tuning of GPT models, leveraging dis-
tributed training. Our framework uniquely uti-
lizes JAX’s just-in-time (JIT) compilation and
tensor-sharding for efficient resource manage-
ment, thereby enabling accelerated fine-tuning
with reduced memory requirements. This ad-
vancement significantly improves the scalabil-
ity and feasibility of fine-tuning LLMs for com-
plex RAG applications, even on systems with
limited GPU resources. Our experiments show
more than 12x improvement in runtime com-
pared to Hugging Face/DeepSpeed implemen-
tation with four GPUs while consuming less
than half the VRAM per GPU.

1 Introduction

Large Language Models (LLMs) like Chat-
GPT (Achiam et al., 2023) have revolutionized the
field of natural language processing, paving the
way for open-source alternatives that offer more
flexibility in fine-tuning. Llama-2 (Touvron et al.,
2023), a prominent LLM, exemplifies this trend,
offering extensive customization at the architec-
ture level. Alongside, Parameter Efficient Fine-
Tuning (PEFT) (Fu et al., 2023) techniques like
Low-Rank Adaptation have emerged, optimizing

Lu Cheng
University of Illinois Chicago
851 S. Morgan St.
Chicago, IL
lucheng@uic.edu

Huan Liu
Arizona State University
699 S. Mill Avenue
Tempe, AZ
huanliu@asu.edu

resource utilization in training these models. Re-
trieval Augmented Generation (RAG) (Lewis et al.,
2020a) is a paradigm that leverages a corpus to en-
rich LLM prompts with relevant context. However,
when fine-tuning on retrieval-based context, the
quadratic memory scaling of transformer models
with prompt length poses significant challenges, es-
pecially when integrating large context sizes. The
training process, which employs teacher-forcing
at each step of the sequence, exacerbates memory
demands, creating a bottleneck for effective LLM
utilization in RAG.

Current machine learning frameworks facilitate
LLM fine-tuning on distributed systems, employ-
ing model and pipeline parallelism strategies. How-
ever, these frameworks lack support for PEFT,
specifically in the context of parallel training.
While libraries such as DeepSpeed (Rasley et al.,
2020) and Accelerate (Gugger et al., 2022) offer
data parallelism for fine-tuning the entire model,
these libraries lack support for tensor-parallel train-
ing in the PEFT setting. In addition, combin-
ing multiple libraries adds unnecessary boilerplate
code to glue together dependencies required for
parameter-efficient and distributed training. These
libraries also require boilerplate code for configu-
ration since they target multiple models.

To bridge this gap, we introduce JORA (JAX-
based LORA), a library tailored for Llama-2 mod-
els, designed to enhance the fine-tuning process
for RAG applications. Utilizing JAX’s just-in-time
(JIT) compilation and innovative tensor-sharding
techniques, JORA not only accelerates the fine-
tuning process but also significantly optimizes
memory usage (Bradbury et al., 2018). Our evalu-
ations across standard training GPUs demonstrate
substantial improvements in training time and mem-
ory efficiency, addressing the critical challenges of
PEFT in retrieval-based training. Our library also
provides valuable helpers for using instruct format
datasets, merging LORA parameters, and convert-
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ing fine-tuned models to Hugging Face compatible
formats. Our work makes PEFT more accessible
and efficient for LLMs, particularly in resource-
constrained environments. By enhancing the scal-
ability and efficiency of LLMs in retrieval aug-
mented fine-tuning (RAFT), JORA opens new av-
enues for advanced natural language processing
applications.

2 Background

JORA introduces the concept of RAFT. This work-
flow employs retrieved knowledge and outcomes
to create context and expected outputs. The fine-
tuning process encourages the model to learn a ra-
tionale to derive the output from the knowledge.
Prior related work focuses on RAG, the infer-
ence counterpart of RAFT, whose bottleneck is
the sequence length used for context in the prompt.
Since RAFT shares the same bottleneck, our frame-
work focuses on adding efficiency by providing
a memory-efficient and distributed backend while
exposing an intuitive API. We highlight the impor-
tance of RAG and the capabilities of other libraries
which aim to solve related problems. We highlight
how our library fills the gap.

2.1 Retrieval Augmented Generation

RAG has gained significant attention in recent
years, with various approaches exploring it to en-
hance LLM generation. The integration of dense
and sparse retrievers with LLMs, as discussed in
(Robertson et al., 2009; Seo et al., 2019), high-
lights the diversity in retrieval techniques used for
augmenting LMs. Chen et al. (2017), Clark and
Gardner (2017), and others have contributed to
conditioning LMs on retrieved documents, demon-
strating significant improvements in knowledge-
intensive tasks (Lee et al., 2019; Guu et al., 2020;
Khandelwal et al., 2019; Lewis et al., 2020b; Izac-
ard and Grave, 2020; Borgeaud et al., 2022; Murez
et al.,, 2020). The concept of chain-of-thought
prompting in combination with retrieval mecha-
nisms, as proposed by Wei et al. (2022), marks a
novel approach in this domain. The evolution of
LMs into agent-like models, capable of generating
queries and performing actions based on prompts,
is evident in the works of Thoppilan et al. (2022),
who introduced models like LaMDA. Menick et al.
(2022), Komeili et al. (2021), and Nakano et al.
(2021) further explored the generation of internet
search queries by LMs.

2.2 Parallel Training Libraries

Several open-source libraries expose an interface
for multi-GPU training for LLMs. Hugging Face
implementation of Transformer models allows
multi-GPU inference. The Transformers library
also includes a trainer. Hugging Face’s Acceler-
ate (Gugger et al., 2022) library is a tool designed
to simplify the process of running PyTorch train-
ing scripts on different devices, including CPU,
single GPU, multiple GPUs, and TPUs while sup-
porting mixed precision and distributed settings.
It offers an easy-to-use API that allows users to
run their PyTorch code across any distributed con-
figuration with minimal changes, making training
and inference at scale more straightforward. Deep-
Speed (Rasley et al., 2020) is an open-source op-
timization library for PyTorch developed by Mi-
crosoft. It is designed to accelerate the training and
inference of deep learning models, mainly focus-
ing on large-scale models. The library addresses
challenges such as memory constraints and slow
training times, aiming to enhance deep learning
workflows’ performance and efficiency. Accelerate
utilizes DeepSpeed or FSDP for distributed train-
ing.

JORA solves several issues with prior libraries:
i) we target specific models to reduce the boiler-
plate required for the training process, ii) we uti-
lize JAX’s jit optimizations for training to improve
training performance compared to PyTorch. iii) we
provide a tensor-parallel, multi-GPU implementa-
tion of training, and iv) we provide utility functions
to simplify the data loading experience, fine-tuning
the model, and compatibility with the Hugging
Face ecosystem.

3 JORA Framework

JORA is a library for RAFT. Its purpose is to make
fine-tuning based on retrieved context more user-
friendly. In addition, it is designed to make RAFT
faster and more resource-efficient. Figure 1 gives a
high-level overview of JORA.

3.0.1 JAX

One of the highlights of our library is that it
allows LoRA training of LLMs using the JAX
framework. JAX provides composable trans-
formations of numerical functions e.g. auto-
matic differentiation (grad), vectorization (vmap),
parallelization (pmap), and just-in-time compila-
tion (jit) (Bradbury et al., 2018). A function must
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Figure 1: JORA is a library that aids in Retrieval Augmented Fine-Tuning by eliminating unnecessary boilerplate
and introducing memory efficient training through tensor-parallelism and LoRA.

be pure and statically composed to benefit from
these transformations. Functions compiled by JAX
use the Accelerated Linear Algebra (XLA) library.
Jit compilation allows program optimizations to the
XLA to improve execution speed which is ideal for
compute-heavy architectures such as transformers.

3.0.2 Dataset Loading and Training

L
{

"instruction”: "Calculate the area

of the following shape in square
centimeters.”,

"input”: "rectangle of size 4 cm x 5
cm”,

"output”: "20cm*2"

}’

Listing 1: An example of Alpaca format data.

Even though JORA is compatible with general-
purpose fine-tuning pipelines, we provide helper
functions for loading training data in alpaca for-
mat (Taori et al., 2023). The Alpaca dataset format
is ideal for RAFT since it follows the instruction-
tuning format. Each sample in this format may
contain an instruction, input (optional), and output.
Listing 1 shows an example of this data format. Re-
trieved knowledge can be used as the input and sep-
arated from the instruction and output. The output
represents the sequence that the model generates.

class AlpacaDataset(Dataset):
def __init__(self, *x, path: str,
split=Union[Literal[’train’],
Literal[’test’]],
split_percentage=0.8,
tokenizer=None, max_len=512,
alpaca_mix=0.3) -> None:

We provide the class ‘AlpacaDataset’ for user-
friendly data loading, which inherits from Py-
Torch’s ‘Dataset’ class. Listing 2 shows the sig-
nature for the constructor for this class. In addition
to loading the dataset, the alpaca_mix parame-
ter allows merging a percentage of the original al-
paca dataset to prevent overfitting on the fine-tuned
data. The class also provides the ability to create
training and testing splits based on the provided
split percentage. The AlpacaDataset collators ap-
ply instruction-masking by default.

3.0.3 Training API

How fine-tuning proceeds depends on a variety
of parameters. Since this library aims to sim-
plify the training process, JORA provides com-
mon defaults for starters. In addition, it al-
lows customization of the training process for
more advanced usage. Listing 3 shows the
configuration class. JAX_PARAMS_PATH
specifies the location of the model parameters.
LLAMA2_HF_PATH specifies the location of
Meta’s model in Hugging Face format. Our library
uses the Hugging Face model path to access it’s
tokenizer. Since the release of JAX native LLMs,
such as Gemma (Team et al., 2024), our library
supports loading models without a Hugging Face
format. For the sake of brevity, our examples fol-
low the datastructures for Llama-2. Other model
configurations follow suit with model specific nam-
ing schemes.

Listing 2: Function signature for the constructor for
AlpacaDataset.

class ParallamaConfig(NamedTuple):
JAX_PARAMS_PATH: str
LLAMA2 _HF_PATH: str
LORA_R: int = 16
LORA_ALPHA: int = 16
LORA_DROPOUT: float = .05

Listing 3: JORA allows the common defaults for the
configuration with room for specificity.
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3.0.4 Model Transfer API

Most open-source libraries that utilize LLM’s are
compatible with Hugging Face’s model format.
Since JORA uses JAX for its training procedure,
the caveat is incompatibility with the popular li-
braries. To overcome this limitation, we provide a
simple script to convert models trained using our
library to the Hugging Face format. Listing 4 pro-
vides a description of the conversion script usage.

JORA builds on LLM implementations in JAX
which uses jit and vmap. GPT-based models use the
decoder component of the transformer architecture
to produce text autoregressively. Since transformer
models consist of multi-headed self-attention, the
memory used at the inference stage scales quadrat-
ically with the input sequence length. This is a
significant drawback for RAFT since augmenting a
prompt with retrieved-context adds to the sequence
length. As such, one of the aims of our library is
to assuage the memory utilization requirements by
efficiently distributing memory usage across GPU
resources.

SYNOPSIS
huggingface_merger.py
HUGGINGFACE_PATH JAX_PATH SAVE_PATH

POSITIONAL ARGUMENTS
HUGGINGFACE_PATH
Type: str

path to the HuggingFace llama
model
JAX_PATH

Type: str

path to LoRA parameters fine-
tuned by JORA
SAVE_PATH

Type: str

path to save the updated
HuggingFace llama model

Listing 4: Hugging Face conversion script can be
invoked from the command-line. The converted model
can be used with other Hugging Face compatible
libraries such as LangChain.

For our implementation of LoRA, we follow
the suggestions presented by Hu et al. (2021),
i.e., the query and value attention weights are en-
hanced. Specifically, the approach suggests that
the computation, Wyx + by, can be tuned through
Wox + by + BAx where Wy are subset of the
models weights, B, A are the trainable count-
ports of W, added by LoRA, Wy, BA € R™*",
AeR™™ BeR™" andr << m,n.

Here, B and A are the trainable weights. W and
bo represent the weights and biases of a specific
neural network component. Composing the train-

able parameters to lower rank values significantly
reduces the total parameters involved in backprop-
agation. Generative models are trained to predict
the next token, given past tokens auto-regressively.
Thus, the objective, £, of the LLM is to reduce
the discrepancy between the next predicted token
Jt+1 and the next ground truth token y;11, given
the past tokens in the ground truth sequence, y}.
Consequently, the trained language model predicts
the next token, given the past predicted tokens, g

For our implementation of LoRA, we add the
LoRA parameters to the original weights as high-
lighted in Equation 1. The values of B and A are
initialized from zeros and normal sampling, respec-
tively.

Output = Wox + by + BAx

= (Wo+ BA)x + by &
JORA parallelizes all parameters of the Llama
model using JAX’s positional sharding module.
Transformers inherently support distributed compu-
tations through the use of parallel decoder blocks.
GPT’s consists of several layers of parallel decoder
blocks. We utilize the inherent design and shard
on the decoder axis. Projection and Embedding
layers are sharded on the non-sequential dimension
to avoid variation due to the input.

3.0.5 Library Usage

One of the core aims of JORA is to make fine-
tuning easily accessible to the end-user. Compared
to Hugging Face, JORA significantly reduces the
lines of code to get started. In addition, JORA pro-
vides a GUI for fine-tuning LLMs. The following
code can be used to fine-tune a model with minimal
changes to default training parameters:

from jora import train_lora,
ParallamaConfig,
generate_alpaca_dataset

config = ParallamaConfig(
MODEL_SIZE=model_size,
JAX_PARAMS_PATH=jax_path,
LLAMA2_META_PATH=hf_path)
dataset = generate_alpaca_dataset(
dataset_path, ’train’, config)
train_lora(config, dataset,
checkpoint_path)

Alternatively, the GUI can set the fine-tuning
parameters and training. Fig. 2 shows the interface
for the GUL. It can be invoked with the following
command:
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Llama-2 pretrained path

Set Llama-2 path
hf_models/path

JAX model path

jax_model.pkl Set JAX model path

Dataset path (Alpaca format)

Set dataset path
dataset.json

Checkpoints path

Set checkpoints path
checkpoints.

Train

Figure 2: JORA provides a simple GUI for fine-tuning.

python -m jora.gui

4 Experiments

We measure the improvement introduced by JORA
in terms of memory utilization and computation
speed, conducting experiments using Hugging
Face/DeepSpeed for comparison. Our setup con-
sists of a node of the SOL supercomputer (Jen-
newein et al., 2023) with 4 x A100 with 40GB of
VRAM each, an AMD EPYC 75F3 32-core Pro-
cessor, and 512GB of RAM. The GPUs are cross-
connected using NVLink. All experiments use 16-
bit brain floating point for parameter precision for
a fair comparison.

4.1 Memory Utilization Analysis

We compare the memory utilization of our imple-
mentation with that of the Hugging Face trainer
using Accelerate and PEFT. Our implementation
is adapted from the examples in the official Hug-
ging Face PEFT library, which uses Accelerate
and DeepSpeed for parallel computation. Through
parallelization, several parameters are replicated
across multiple GPUs. As such, the total memory
utilized by parallel training is greater than that used
in a single GPU setting. However, the advantage
of multi-GPU training is that the memory used by
each GPU individually is less than that used in
single-GPU training. JAX pre-allocates memory
to avoid fragmentation, which makes measuring
active allocation a challenge. For memory utiliza-

tion analysis, we override this behavior by setting
the XLA_PYTHON_CLIENT_ALLOCATOR en-
vironment variable to ‘platform.” This environment
variable informs JAX to allocate and deallocate
memory as needed but impacts performance. Thus,
for the performance evaluation, we use the default
configuration.

For parallel training, DeepSpeed distributes pa-
rameters using data parallelism. Thus, though a
single sample cannot be distributed, multiple sam-
ples can be aggregated, improving performance.
Thus, JORA is beneficial since it allows a single
lengthy sequence to backpropagate across multiple
GPUs. Table 1 shows that JORA uses less memory
per resource as the number of resources increases.
The only case where Hugging Face/DeepSpeed
consumes lower memory is where only one GPU
is available.

4.2 Computation Time Comparison

We also measure computation time using the same
RAFT dataset for the Hugging Face and JORA im-
plementations over iterations of 1, 2, and 4 GPUs.
Table 1 presents these results. JORA shows con-
sistently better performance than Hugging Face
implementation, with JORA implementation being
over 12 times faster than the baseline with 4 GPUs.
Since DeepSpeed used data parallelism, we ob-
serve a performance impact in multi-GPU settings,
with the bottleneck being the slowest GPU/sample
for backpropagation. In addition to improved per-
formance, since JORA uses JAX’s jit functionality
to run compiled computations, the performance of
the implementation shows more consistency. We
observe a computation performance drop between
single and multiple GPUs. This drop could be at-
tributed to cross-GPU communication overhead.

5 An Example Usage Scenario

JORA is designed to aid in RAFT. In this section,
we demonstrate a RAFT use case by fine-tuning it
on a social media dataset (Papasavva et al., 2020)
to help LLMs enable social-context understanding.
The purpose of RAG is to add additional context to
a prompt by searching for knowledge and adding
additional information. For RAFT, data can be
created based on retrieved knowledge. The LLM
learns to generate the retrieved answer based on
the context since the key rationale is held back. A
simple example is a database query, which corre-
sponds to a process that may be taken to produce
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GPUs 1 2 4
. 20645.2 23056 /23024 23978 /23921 /23463 /23397
Hugging Face PEFT w/  — Mem (MB) (39.81) (14.63/29.29) (47.87/50.39/31.96 / 17.46)
Microsoft DeepSpeed ZeRO-3 456 281 545
Performance (secs) © 0 1) © 62) © (')9)
Mem (MB) 23102 16068 /16008 11460/ 11448 /11448 /11400
JORA (Ours) (0.00) (0.00/ 0.00) (0.0/0.00/0.00/0.00)
0.19 0.79 0.44
Performance (secs) (0.00) (0.00) (0.00)

Table 1: JORA shows significant improvement w.r.t. Hugging Face implementation of PEFT paired with DeepSpeed
for parallelization. JORA uses tensor-parallelism to distribute memory allocation for parameters across GPU
resources. The number in the brackets denotes the standard deviation across five runs.

an output by evaluating the database. If the query is
not provided but rather a natural language equiva-
lent is provided, the LLM must learn the heuristics
represented by the hidden query.

Since prompt tuning is insufficient for models
to develop social-context understanding (Gandhi
et al., 2023), we use a fine-tuning process consist-
ing of two phases to add knowledge to an LLM.
Both phases of fine-tuning use PEFT. For our prob-
lem setting, rather than just predicting the follow-
ing words, we aim to gain an understanding of the
relation across different comments in a social me-
dia session. For instance, a comment in a social
media session may target the previous comment,
the original post that spawned the session, or some
comment in the middle of the discourse. To glean
insight into the target of the comment in terms of
its context, reasoning between the structure of the
conversation is critical. Unfortunately, the LLM
pre-training does not consider these relationships
specifically, and there is no public data related to
reasoning at the comment level in social media dis-
course. Thus, we rely on other general-purpose
structured data as a surrogate to learn structure and
reasoning. We use the WikiTableQuestions (Pasu-
pat and Liang, 2015) dataset to infuse structural
intelligence into the model. This dataset consists
of various independent tables, questions based on
one of the tables, and a corresponding answer. To
answer these questions, using the data in the in-
put table is vital. Some answers require aggregate
reasoning.

For the directionality analysis task (which post is
targeted by another comment in the same session),
we leveraged a corpus of 4chan threads (Papasavva
et al., 2020). This dataset consists of ~3 million
threads and ~100 million posts. Since 4chan al-
lows its users to tag whom they reply to, we use
this data as the ground truth for directionality in-
formation. We examine whether our RAFT phases

Target Post Reply Post p(Reply | Target)
7B 0.082 0.153 0.643
13B 0.159 0.200 0.815
7B-RAFT 0.865 0.541 0.558
13B-RAFT 0.971 0.847 0.855

Table 2: The veracity of the directionality identification
improves with the RAFT fine-tuning phases w.r.t. the
baselines. Given the conversation as context, the values
represent the accuracy of detecting the respective posts.
Llama-2 models are used.

improve (i) the model’s ability to detect the post
we are targeting for behavior comprehension and
(i) the model’s ability to distinguish who is be-
ing targeted by the poster. 4chan allows posters
to mention more than one comment as the target
of the reply. Here, we consider the model suc-
cessful if one of the multiple comments is identi-
fied. Table 2 shows the result of our experiment.
The RAFT model significantly improves perfor-
mance over the pre-trained counterparts. This il-
lustrates the application of RAFT to improve LLM
performance in social media analysis. Social me-
dia conversation threads can provide important
context but they can span large sequences. JORA
helps in the training process here by splitting a
discourse sequence’s computation tensors across
multiple GPUs. This is not possible using Hugging-
Face/Deepspeed since Data-Parallelism in these
frameworks distributes the workload between dif-
ferent data instances rather than dividing the com-
putation for a single data instance among multiple
accelerators.

6 Conclusion

This paper presents JORA, a JAX-based library for
Retrieval Augment fine-tuning of Llama-2 mod-
els. JORA provides convenient functions for data
manipulation and training. In addition, it imple-
ments best practices for memory efficient and per-
formant training. By using a combination of LoRA,
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tensor-parallelism, and jit, JORA can significantly
improve memory efficiency and computation time
over a distributed environment compared to Hug-
ging Face/DeepSpeed. Finally, JORA can export
trained models to the popular Hugging Face model
format for downstream usage with other Hugging
Face-compatible libraries.
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Abstract

Deploying Large Language Models (LLMs)
locally on mobile devices presents a signif-
icant challenge due to their extensive mem-
ory requirements. In this paper, we introduce
Lingualinked, a system for decentralized, dis-
tributed LLM inference on mobile devices. Lin-
gualinked enables collaborative execution of
the inference task across multiple trusted de-
vices and ensures data privacy by processing in-
formation locally. LinguaLinked uses three key
strategies. First, an optimized model assign-
ment technique segments LLMs and uses linear
optimization to align segments with each de-
vice’s capabilities. Second, an optimized data
transmission mechanism ensures efficient and
structured data flow between model segments
while also maintaining the integrity of the orig-
inal model structure. Finally, LinguaLinked in-
corporates a runtime load balancer that actively
monitors and redistributes tasks among mobile
devices to prevent bottlenecks, enhancing the
system’s overall efficiency and responsiveness.
We demonstrate that Lingualinked facilitates
efficient LLM inference while maintaining con-
sistent throughput and minimal latency through
extensive testing across various mobile devices,
from high-end to low-end Android devices.

1 Introduction

The past decade has witnessed a seismic shift in the
machine learning (ML) landscape, particularly with
the rise of large language models (LLMs), which
are built atop transformer decoders (Vaswani et al.,
2023). These LLMs (Brown et al., 2020; Kaplan
et al., 2020, Hoffmann et al., 2022; Chowdhery
et al., 2022; Zhang et al., 2022; Touvron et al.,
2023; Workshop et al., 2023) have achieved state-
of-art performance on Natural Language Process-
ing (NLP) benchmarks such as text generation,
question answering, machine translation, and text

%% Equally contributed.

Yurun Song*
UC Irvine
yuruns@uci.edu

Simeng Liu
UC Irvine
simenl3@uci.edu

Sangeetha Abdu Jyothi
UC Irvine, VMware Research
sangeetha.aj@uci.edu

Hi, Tell me about UCI

ﬁ
J

data

data

37

LinguaLinked

Figure 1: *Trusted” mobile devices working collabora-
tively for LLM inference in Lingual.inked.

summarization, and led to commercial offerings
such as OpenAl ChatGPT and Github Copilot. Re-
cent research has established that as the number of
parameters in these models increases, they demon-
strate enhanced capabilities in various language
tasks (Alabdulmohsin et al., 2022; Clark et al.,
2022; Huang et al., 2020; Patel and Pavlick, 2022,
Hendrycks et al., 2021; Cobbe et al., 2021).

However, deploying these LL.Ms on mobile de-
vices is challenging due to their significant mem-
ory and processing requirements. Traditional
server-based inference raises privacy and band-
width issues. An alternative is distributed infer-
ence, where LLMs are split into smaller segments
across multiple devices, reducing the need for
heavy model weight quantization and maintaining
accuracy. While previous studies have looked into
distributed model deployment on mobile comput-
ing platforms (Hu et al., 2019; Naveen et al., 2021;
Zeng et al., 2021; Zhou et al., 2019), these have
largely concentrated on smaller-scale models used
in computer vision applications, which have a much
smaller memory footprint compared to LLMs and
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Figure 2: Overview of Lingualinked System Design.

typically do not need iterative inference.

In this paper, we present LinguaLinked', a de-
centralized distributed inference system for LLM
deployment on mobile devices. The core concept
behind LinguaLinked is distributing model seg-
ments across ’trusted’ devices shown in Figure 1,
such as personal smartphones and tablets. This
approach overcomes the limitations of individual
device capacities, privacy concerns, and bandwidth
constraints. However, it faces challenges like man-
aging diverse device capabilities, handling data de-
pendencies between model segments, and adjusting
to dynamic resource availability.

Lingualinked addresses these challenges with
three key components: optimized model assign-
ment that aligns model segments with device ca-
pabilities while minimizing data transmission, run-
time load balancing to redistribute tasks and pre-
vent bottlenecks, and optimized communication
to ensure efficient data exchange between model
segments. We perform a thorough evaluation of
Lingualinked on high-end and low-end Android
devices. In a single-threaded setting, compared
to the baseline, Lingualinked achieves an infer-
ence performance acceleration of approximately
1.11x to 1.61x across both quantized and full-
precision models. With multi-threading, the system
exhibits further improvements, achieving acceler-
ation rates of approximately 1.73x to 2.65x for
both quantized and full-precision models. Run-
time load balancing yields an overall inference ac-
celeration of 1.29x to 1.32x. Importantly, our
findings indicate that Lingualinked’s performance

"https://github.com/zjc664656505/
LinguaLinked-Inference

gains are more pronounced with larger models, sug-
gesting enhanced scalability and effectiveness in
handling complex, resource-intensive tasks. We
develop an Android application to demonstrate Lin-
gual.inked’s effectiveness in a typical mobile com-
puting environment, showing how LLMs can oper-
ate on devices with diverse capabilities.

2 Related Works

Autoregressive LLMs and Computational Chal-
lenges. Recent advancements in NLP have been
driven by autoregressive LLMs like GPT-3 (Brown
et al., 2020), OPT (Zhang et al., 2022), and LLaMA
(Touvron et al., 2023), which generate text sequen-
tially. While effective for tasks such as language
generation and translation, their sequential nature
leads to computational inefficiencies, especially for
longer texts (Lin et al., 2021; Floridi and Chiriatti,
2020; Lee, 2023). Traditionally, these models have
been processed on centralized servers (Aminabadi
et al., 2022; Borzunov et al., 2022; Du et al., 2023),
with innovations aimed at reducing latency and
enhancing efficiency (Wang et al., 2023; Romero
et al., 2021; Gunasekaran et al., 2022). However,
centralization raises privacy concerns and can intro-
duce latency due to data transmission requirements
(Khowaja et al., 2023; Sebastian, 2023; Renaud
et al., 2023; Kshetri, 2023; Elbamby et al., 2019;
Liang et al., 2020a; Park et al., 2019; Mao et al.,
2017b).

Mobile Constraints and Model Optimization.
Deploying LLMs on mobile devices presents chal-
lenges due to limited computational and memory
resources (Wu et al., 2019; Zhao et al., 2022; Chen
and Ran, 2019; Zhang et al., 2019). Techniques like
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quantization (Gholami et al., 2022; Bondarenko
etal., 2021; Coelho et al., 2021), distillation (Liang
et al., 2020b; Gu et al., 2023; Jiao et al., 2019), and
pruning (Blalock et al., 2020; Hoefler et al., 2021;
Liang et al., 2021) help mitigate these issues but
may compromise model performance. Frameworks
such as TensorFlow Lite (TensorFlow, 2023), TVM
(Chen et al., 2018), and ONNXRuntime (Runtime,
2023), along with advanced quantization methods
(Yao et al., 2022; Frantar et al., 2022; Xiao et al.,
2023), facilitate mobile deployment, yet challenges
persist, especially on lower-end devices.
Distributed Inference Solutions. Addressing
the limitations of single-device deployment, dis-
tributed inference strategies like Lingualinked
partition LLMs across multiple devices, reducing
the memory load on individual devices and en-
abling broader device participation in inference
tasks. Frameworks such as DeepHome (Hu et al.,
2019), MODNN (Mao et al., 2017a), and EdgeFlow
(Hu and Li, 2022) have explored data parallelism
and model partitioning, primarily for vision mod-
els. However, the adaptation of these strategies
for LLMs on mobile devices remains an underex-
plored area, with a need for solutions that consider
real-time device performance fluctuations and load
balancing (Xu et al., 2022).

3 LinguaLinked

As shown in Figure 2, the Lingualinked system fa-
cilitates LLM distribution across mobile devices by
transforming the LLM into a computational graph
on a coordinator server, then partitioning it into
sub-modules for optimized allocation to devices
based on their performance metrics. It employs
primary and secondary optimizers for task distri-
bution and load balancing, with a communication
strategy that minimizes data transmission between
devices, ensuring efficiency and privacy as all data
remains local to the devices.

3.1 System Monitor

The system monitor in Lingualinked is comprised
of server and device modules to track and man-
age performance metrics like bandwidth, latency,
memory, and processing speed across devices. The
server module controls monitoring activities and
processes data for optimization, while the device
module assesses performance indicators. Band-
width is measured by transferring data between
devices and calculating the transfer rate, while pro-

LinguaLinked

Welcome to LinguaLinked Inference.

You 2024-03-10 22:55:25
what's the most authentic Chinese food?

LinguaLinked 2024-03-10 22:56:55

Chinese cuisine can range wild from region-to-regional. It
depends a bit where one comes in terms from the cuisine and
the specific dish. The authentics of the food from different
areas can be diverse

You 2024-03-10 22:57:33
what's the weather of London city?

LinguaLinked 2024-03-10 22:58:56

London city currently has high humidity due to:

London is situated along waterfront, with high levels of air and
sea breezes from its proximity to sea. The air humidity can be

up around 75%

Figure 3: Android chat application that runs full-
precision BLOOM 1.7b on 2 Google Pixel 7 pro.
The demo video can be found at https://youtu.be/
4UhXzKUkOuI

Enter Message

cessing speed (FLOP/s) is determined by timing
a test model’s execution on each device, offering
insights into the system’s operational efficiency.

3.2 Optimized Model Assignment

Subgraph Extraction from LLMs. The first step
in preparing LLMs for mobile deployment involves
converting them into computational graphs and
then segmenting these graphs into smaller, inde-
pendent subgraphs. These subgraphs are designed
to operate separately on different devices, and their
extraction is based purely on the computational
characteristics of the LLM, without considering
the current state of the devices. Nodes within the
graph that process inputs from a single node and
output to multiple nodes are identified as key points
for partitioning. These nodes typically represent
distinct layers or operations within the model, mak-
ing them ideal for creating subgraphs that can be
independently executed. The process results in a
series of subgraphs, each representing a functional
segment of the original LLM, allowing for efficient
distribution across the available mobile devices.

Subgraph Dependency Search. To handle de-
pendencies between nodes in separate subgraphs
of an LLM, we employ a subgraph dependency
search algorithm, creating two key maps: the resid-
ual dependency map (RDM) and the sequential
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dependency map (SDM). The SDM tracks direct
dependencies between adjacent subgraphs, ensur-
ing that outputs from one subgraph serve as inputs
for the next. The RDM identifies dependencies be-
tween non-adjacent subgraphs, capturing instances
where a subgraph relies on nodes from an earlier
subgraph, not directly preceding it.

Model Assignment Optimization. After segment-
ing LLMs into subgraphs, the next step involves as-
signing these subgraphs as executable sub-modules
to mobile devices, considering device constraints
and aiming to minimize computation and data trans-
mission times. This involves compiling subgraphs
into sub-modules, profiling each for FLOP count,
memory needs, and data output size, and then us-
ing this information alongside device performance
metrics to optimize sub-module allocation. The
optimization termed as a primary optimizer, for-
mulated as a linear optimization problem, balances
local computation and data transmission efforts to
reduce total inference time. Constraints ensure that
the memory usage of sub-modules on any device
does not exceed a predetermined portion of the
device’s available memory.

3.3 Runtime Load Balancing

Load Balancing Optimization. The load balanc-
ing mechanism refines the initial model assignment
optimization termed as a secondary optimizer by in-
troducing a strategy to overlap sub-modules across
devices, categorizing them as movable or unmov-
able. Movable sub-modules can be dynamically
allocated or removed to balance the load, whereas
unmovable ones stay fixed. This approach uses
linear programming to minimize data transmission
and optimize memory usage, enhancing system
performance and robustness during intensive tasks.
The optimization allows for potential overlaps of
sub-modules to the left or right of their current
allocation, improving memory utilization within
device constraints and facilitating efficient load dis-
tribution across the network.

Hop3

Residual Hop

D =

Device 2

A

[ =

Device 1

1]

Device 3

Figure 4: System Design For Device Communication.

3.4 Optimized Communication

Model Deployment with Load Balancing. Lin-
guaLinked initiates load balancing based on real-
time device performance metrics. When an imbal-
ance is detected, it combines the initial model as-
signment with the secondary optimization to update
the task distribution. Unmovable modules remain
in place, while movable modules are reassigned as
dictated by the load balancing optimization. De-
vices then adjust their loads according to this new
strategy, pausing computations only locally to re-
duce disruptions.

Decentralized Device Communication. In our
system, devices communicate in a decentralized,
ring-structured manner, where each device sequen-
tially receives, computes, and forwards data to the
next device until it reaches the Header again, as
illustrated with a solid red line in Figure 4. This
efficient communication is facilitated by a mes-
sage queue utilizing the ROUTER-DEALER pat-
tern, allowing devices to alternate between sending
(ROUTER) and receiving (DEALER) roles, which
enhances scalability and ensures balanced load dis-
tribution. The cycle of data processing involves
devices acting first as receivers to perform compu-
tations, then as senders to pass on results, main-
taining a continuous and organized flow of data
throughout the network.

Multi-Threaded Inference. Our system imple-
ments multi-threaded inference, allowing paral-
lel processing where each thread independently
manages a task and progresses to the next one
immediately after completion. Due to the non-
threadsafe nature of message queue sockets, we
ensure thread safety by using multiple sockets
and ports instead of sharing or locking sockets
in multi-threads, thereby preventing performance
bottlenecks and reducing communication latency.
Furthermore, multi-threaded inference boosts CPU
efficiency by accommodating varying batch sizes
and enabling flexible processing strategies, such
as dividing large batches into smaller mini-batches
or adjusting batch sizes dynamically, optimizing
system performance.

Sequential & Residual Communication. In
sequential communication, devices in our system
form a circuit where each transmits data to the next
in line, creating a flow where only sequential data
is exchanged. It leads to inefficiencies as devices
pass along residual data not immediately needed
by them. To overcome these limitations, we intro-
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duced a residual communication strategy, allowing
for direct transmission of data to target devices,
as depicted by green dashed lines in Figure 4. It
reduces unnecessary data carriage and latency.

Pixel 7 pro CUBOT X30
SoC Google Tensor G2~ Mediatek MT6771
CPU  Cortex-X1/A78/A55  Cortex-A73/A53
RAM 12GB 8GB
(0N Android 13 Android 10

Table 1: Test Hardware Platforms in Evaluation.

3.5 Implementation and Methodology

LinguaLinked Prototype. We build Lin-
gualinked atop PyTorch (Paszke et al., 2019),
leveraging the torch. fx library (Reed et al., 2022)
for computational subgraph extraction and PyTorch
sub-module compilation, with performance pro-
filing done via Deepspeed (Rasley et al., 2020).
These sub-modules are then prepared for mobile
deployment by conversion to ONNX format (Bai
et al., 2019) and optimized using int8 precision
quantization through ONNXRuntime (Runtime,
2023). Optimization for model distribution and
load balancing is achieved with the MILP solver
Gurobipy (Gurobi Optimization, LLC, 2023), al-
lowing the deployment of optimized sub-modules
on mobile devices through an Android applica-
tion that utilizes ONNXRuntime’s C++ API. For
efficient mobile device communication and dis-
tributed inference, ZeroMQ (Zer) with a ROUTER-
DEALER socket pattern is integrated, enhancing
asynchronous communication in the mobile envi-
ronment.

Chat Application. We develop an Android ap-
plication that allows users to chat with LLMs in
a distributed decentralized way as shown in Fig-
ure 3. Our application features two distinct modes:
header and worker. The header mode focuses on di-
rect user interaction with the LLM such as sending
prompts and receiving responses. In contrast, the
worker mode dedicates itself to the heavy lifting
of model computation, showcasing the synergy be-
tween devices to accomplish LLM inference tasks
efficiently.

4 Evaluation

4.1 Evaluation Setup

Hardware. In evaluating the LinguaLinked system,
we utilize four mobile devices: three Google Pixel
7 Pros and one CUBOT X30. The specific hard-
ware configurations of these devices are detailed

in Table 1. Our analysis focuses on CPU perfor-
mance, reflecting the system’s compatibility with
the current CPU-only support of ONNXRuntime
for LLMs. This approach is deliberate, anticipating
future integration with GPU acceleration capabili-
ties as ONNXRunti<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>