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Abstract

Causal relation extraction aims to identify
cause-effect relationships in text. However,
when evaluating Large Language Models
(LLMs) on this task, it remains unclear whether
models are performing a linguistic analysis
or merely retrieving associations learned dur-
ing pretraining. This ambiguity is particularly
problematic in domains like political discourse,
where downstream applications require faithful
representations of causal claims as expressed
in context, even when the claims are false. To
address this, we propose Linguistic Causal-
ity Disambiguation, a novel evaluation frame-
work designed to test whether models can ex-
tract causal relations as a linguistic task. Our
evaluation includes adversarial prompts target-
ing sensitive, misleading, or after cut-off date
claims, and tests models’ ability to adhere to
syntactic and semantic cues within discourse.
Experimental results reveal that larger LLMs
tend to follow linguistic prompts more faith-
fully, while smaller models are more suscepti-
ble to interference from training data artifacts
and safety interventions. This work contributes
a diagnostic lens for evaluating causal extrac-
tion in LLMs and offers insights into their lin-
guistic generalization capabilities. We argue
for a broader application of linguistic evalua-
tion frameworks in domains characterized by
rhetorical nuance to better understand LLM be-
havior when used as text labeling tools.

1 Introduction

Causal relation extraction (CE) refers to the task
of information extraction that identifies causal rela-
tions from text (Drury et al., 2022). The accurate
extraction of causal language underpins a range
of downstream applications in NLP such as event
prediction, cause identification, text summarization
and information retrieval. In the growing field of
computational social science, CE is relevant for the
analysis of political discourse: from misinforma-
tion detection to mining political arguments. With

Figure 1: We test to see how LLMs perform causal
extraction. We present three potential responses: in A)
the model parses the text linguistically, in B) the model
produces a null output and explains that it recognizes
the linguistic causal claim. Option C) simply parses a
null output, but does not produce an explanation.

the growing reliance on LLMs for traditional com-
putational linguistic tasks, it’s still unclear how
these models perform CE, and if using LLMs for
annotating causal structures of claims that are false
produces accurate representations of the claim.

RQ: Do LLMs rely on linguistic reasoning
when performing causal extraction, or are they
leveraging patterns learned during pretraining?

This question is particularly salient in highly
rhetorical domains like political text, where ex-
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pressions of causality are often exaggerated or fac-
tually incorrect. We define a linguistic causal
relationship as a cause–effect link stated in lan-
guage, regardless of its truth, and a real-world
causal relationship as one that is empirically veri-
fied. For example, “Climate change is not real be-
cause there’s an increase in cold snaps” expresses
a linguistic causal relationship (cold snaps → no
climate change) that is scientifically false. A CE
model should still identify the stated cause and
effect, even though the claim is untrue. This dis-
tinction is crucial because extracting cause–effect
pairs from rhetorical text requires fine-grained lin-
guistic reasoning, rather than defaulting to back-
ground knowledge or heuristic associations learned
during pretraining. Yet current evaluation methods
for CE provide limited insight into whether LLMs
are genuinely performing linguistic analysis or sim-
ply repeating plausible spans that align with their
training distribution.

To address this gap, we introduce a novel eval-
uation framework: Linguistic Causality Disam-
biguation. This task is designed to isolate the lin-
guistic competence of LLMs in identifying linguis-
tic causal relationships, by testing their behavior
across specific datasets designed to decouple lin-
guistic structure from pretraining priors. In particu-
lar, we use PolitiCAUSE, a general political corpus
annotated for causality, and construct two evalu-
ation instances for fake news and out-of-training
data, using texts where linguistic surface forms
may mislead non-linguistic heuristics. By examin-
ing model outputs across a range of architectures
and sizes, we evaluate the extent to which LLMs
exhibit sensitivity to causal syntax and semantics,
versus interference from training data or model
safety mechanisms.

Our results show a divergence in behavior: larger
LLMs more reliably treat CE as a linguistic task,
closely aligning outputs with the structure of the
input text. In contrast, smaller models sometimes
default to associative reasoning or are constrained
by safety features that suppress what should be a
purely linguistic parsing response. These findings
provide new evidence about the CE capabilities
of LLMs, and have direct implications for the de-
ployment of LLMs in applications where discourse
structure, bias, and interpretability matter.

In this paper, we make the following contribu-
tions: 1) We broadly test LLM usefulness for CE
by evaluating models of varying sizes and configu-
rations using a general political corpus annotated

for causality. 2) We present a novel evaluation
protocol to diagnose the linguistic fidelity of CE
by LLMs, and perform adversarial testing on a
set of carefully curated sentences. 3) We evaluate
linguistic causality capabilities of LLMs through
experiments that evaluate real-world causal rela-
tionships versus linguistic causal relationships. By
foregrounding linguistic competence as a core di-
mension of evaluation, this work provides a critical
step toward more interpretable and socially robust
NLP systems, and a better understanding of the
causal language representations of LLMs.

2 Related work

2.1 Causal Relation Extraction

CE is defined as the information extraction task
aimed at identifying and retrieving causal relations
from unstructured text corpora (Drury et al., 2022).
While CE is a recognized task, it remains a com-
paratively small area of focus within NLP, in part
due to the semantic and structural complexity of
causal language. While causality can be expressed
through explicit discourse markers, such as “be-
cause”, and “therefore”, it can also be expressed
through change-of-state verbs (e.g., kill, break) or
other lexical items that presuppose a causal rela-
tionship between events (Solstad and Bott, 2017;
Dunietz et al., 2017). Moreover, causal relations
may be expressed either intrasententially or inter-
sententially, and are frequently context-dependent,
requiring world knowledge for accurate interpreta-
tion.

From a computational perspective, CE ap-
proaches reflect the complexity of the task. Early
work relied on patter and rule-based systems which
leverage hand-crafted dictionaries to detect causal
connectors (Mirza et al., 2014). Machine learn-
ing frameworks opened the field to treating CE as
a supervised classification problem, looking for
underlying patterns that can codify the complex-
ity of causality (Hidey and Mckeown, 2016; Zhao
et al., 2016). With the advent of deep learning,
Neural Networks were employed to capture local
patterns as well as long-distance sequential rela-
tionships in causal expression (Kruengkrai et al.,
2017; de Silva et al., 2017; Fu et al., 2011; Li
et al., 2021; Dasgupta et al., 2018). Most recently,
transformer-based models, particularly those fine-
tuned on task-specific or domain-adapted corpora,
have demonstrated state-of-the-art performance by
leveraging contextualized embeddings and self-
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attention mechanisms to model complex causal
semantics (Khetan et al., 2023; Tan et al., 2023;
Romanou et al., 2023).

2.2 Domains in CE research

While CE research spans various domains, much
of the work to date has concentrated on three ar-
eas in particular: scientific literature, news media,
and financial documents (Gu et al., 2016; Yu et al.,
2019; Mirza, 2021; Tan et al., 2022; Mariko et al.,
2021). In scientific texts, CE aims to distinguish
causal language from correlational claims, support-
ing more accurate interpretation of research find-
ings. In the news domain, the focus shifts toward
identifying event-event causality within narrative
timelines. Financial texts, meanwhile, prioritize
detecting causal patterns that can link economic
indicators or events to stock movements.

Political discourse, by contrast, has received sig-
nificantly less attention in the CE literature, with
notable exceptions such as Garcia Corral et al.
(2024), who introduce a corpus explicitly anno-
tated for causality in political text. Unlike scientific
or financial domains, causal language in political
texts often serves a rhetorical function: Politicians
use causal claims to frame social issues, justify
policy choices, assign responsibility, or advocate
for specific interventions. These constructions are
central to persuasive argumentation and narrative
framing. As such, accurate representations of the
causal claims made in political discourse are cru-
cial for analyzing policy argumentation (such as
in political debates), generating political discourse
summaries (for example, in press conferences), and
fact-checking claims (important during electoral
debates) (Vössing, 2023; Falk and Lapesa, 2022;
Reisert et al., 2018).

Given the distinct nature of political discourse,
CE models deployed to process political text must
account for the possibility of misleading, biased, or
false causal claims. Unlike in scientific texts, where
extracted causal relations need to correspond to em-
pirical findings, causal statements in political com-
munication may be ideologically motivated and
factually inaccurate. For tasks such as automated
fact-checking, models must not only detect causal
constructions but also preserve their linguistic form
in order to accurately represent their argumentative
role within disinformation or propaganda for down-
stream applications.

2.3 CE capabilities of LLMs
As with most other NLP tasks, CE has been probed
on LLMs. To evaluate the CE capabilities of LLMs,
the task must shift from extraction to generation,
aligning with the behavior of these models. Specif-
ically, given a prompt, we expect an output that
identifies the cause and the effect of a single sen-
tence.

CE is non-trivial in understanding causal reason-
ing capabilities in LLMs. Firstly, because we need
to test if the models are capable of distinguishing
between linguistic causal relationships and real-
world causal relationships. When asking a model
if the sentence “I couldn’t land in Tokyo because
Godzilla took over the runway.” is causal, we ex-
pect it to be able to detect that the events “couldn’t
land” and “Godzilla took over the runway” are lin-
guistically causally connected in the sentence, even
if this is not a causal in the real world.

Model: Gemma-7b-It
Prompt: Tell me if this sentence is causal:
I couldn’t land in Tokyo because Godzilla took
over the runway.
Output: Sure here is the answer:
The sentence “I couldn’t land in Tokyo because
Godzilla took over the runway” is not causal.
It is a humorous fantasy sentence. Godzilla is a
fictional creature and does not exist in the real
world.

The memorization vs. generalization question
presents a complex problem, specially in the politi-
cal domain which often contains inaccurate claims
which may diverge sharply from the factual dis-
tributions represented in the model’s training data.
For instance, when discussing policies around cli-
mate change, political actors may make inaccu-
rate claims about the causes of the climate change.
When tasked with extracting causal relations, an
LLM may fail to accurately represent the state-
ments, instead defaulting to the causal mechanisms
it has learned as “true” from the scientific texts
it was trained on. This misalignment can result
in outputs that reflect presumed real-world causal
relationships rather than faithfully capturing the
linguistic causal relationship structure and intent of
the original text. In politically sensitive contexts,
this raises concerns about the model’s ability to
represent, rather than evaluate or correct, linguistic
causal relationships as expressed in the source text.

The second challenge involves LLM guardrails.
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To mitigate risks of misuse, model creators imple-
ment safety mechanisms to restrict model behavior
using training-time interventions and post hoc flag-
ging and filtering of inputs and outputs (Wei et al.,
2023). For CE this means that when running down-
stream tasks used to analyze public opinion, models
could run into text that is censored by the model
because of toxic or unsafe content, potentially hin-
dering a response about the cause and effect span
of a flagged sentence. The question raised here is,
when using a prompt specifically tailored to under-
take a linguistic task, can LLMs interpret the task
literally and produce an output, or will the safety
mechanisms interfere with the task?

2.3.1 State of the art
Recent studies have analyzed the performance of
LLMs for CE. In a comprehensive evaluation of
ChatGPT’s capabilities, Takayanagi et al. (2024) as-
sessed its performance across both domain-specific
and non-English datasets. They found that while
ChatGPT demonstrates a baseline proficiency in
CE, it can be outperformed by earlier models when
sufficient training data is available. Moreover,
Hobbhahn et al. (2022) explored GPT-3’s capacity
to identify causes and effects. Their results empha-
size the significance of prompting, which suggests
that GPT-3’s predictions may be influenced more
by the form of the input than by its content, raising
questions about the model’s true understanding of
causality. Similarly, Gao et al. (2023) conducted an
analysis of ChatGPT’s abilities as a causal reasoner.
Their experiments suggest that although ChatGPT
can provide causal explanations, it struggles with
causal reasoning itself, frequently producing “hal-
lucinated” causal connections that do not align with
human understanding.

Kıcıman et al. (2023) also tested GPT models
and showed that they outperform existing algo-
rithms on tasks such as pairwise causal discovery,
counterfactual reasoning, and identifying actual
causality. The WIKIWHY benchmark proposed
by Ho et al. (2022), aims to differentiate between
mere memorization of cause-effect pairs and a gen-
uine understanding of the underlying causal mech-
anisms. In baseline assessments with GPT-3, just
38.7% of the model’s responses were rated as cor-
rect by human evaluators. Additionally, Jin et al.
(2024) conducted a post-hoc analysis using natural
language prompts to describe various causal sto-
ries behind X, Y pairs. Their experiments revealed
that prompts aligned with the ground-truth data-

generating direction achieved the highest zero-shot
performance, exceeding that of anticausal prompts
by a margin of 2%.

In this paper, we address some of the key chal-
lenges identified in the literature: 1) We investigate
causal hallucinations across different size and archi-
tecture models, and investigate if there is a correla-
tion between model size and causal hallucinations.
2) We examine a new domain that has not been
tested for LLMs, political text, and evaluate how
LLMs perform in highly rhetorical, low-domain
corpora. 3) Using adversarial prompting, we test
if models memorize causal pairs rather than truly
understand the linguistic relationships, by using
sensitive, false and inaccurate claims as evaluation
data. 4) We also address temporal factors by study-
ing if models show a decline in performance when
parsing events that occurred after their training data
had been collected.

3 Evaluation settings

To assess the current limitation in the literature, we
broadly test a range of LLM architectures and sizes
for CE. As an initial benchmark across the variety
of models, we perform a zero-shot test on the Polit-
iCAUSE corpus (Garcia Corral et al., 2024), which
comprises sentences from United Nations General
Debates annotated for causality. The dataset in-
cludes discourse from countries around the world,
covering a broad range of ideological positions and
themes. We chose this corpus as we expect LLMs
to have had prior exposure to similar political texts
and themes, which would confer an advantage if
the models are solely relying on learned patters
from their training data to perform CE.

Furthermore, we designed the task of Linguis-
tic Causality Disambiguation (LCD), where we
perform adversarial testing by using political fake
news that contain sensitive information, and data
from out-of-training political events. Based on the
task definition of CE provided by Tan et al. (2022)
(Sequence classification, span detection, pair classi-
fication), our study focuses on the first two: Causal
Sequence Classification (CSC) aimed at identify-
ing whether or not a sentence contains a linguis-
tic causal relationship, and Causal Span Detection
(CSD) aimed at identifying and differentiating the
cause and effect events within the causal sequence.

We address causality extraction at the sentence
level. When presented with a sentence S that con-
tains two events through entities e1 and e2 , the
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objective is to determine whether there exists a lin-
guistic causal relationship between the entity pair
e1 − e2 within sentence S . Moreover, we account
for directionality, as causes can only lead to effects.
We label each pair as e1 c − e2 e, simplifying the
label to cause and effect .

3.1 Datasets and Evaluation Metrics

3.1.1 Causal Sequence Classification
To evaluate LLMs on CSC in political text, we
use a subset of the PolitiCAUSE corpus, filtered
to include only sentences containing a complete
causal structure (must contain both a cause and
an effect span). The evaluation set comprises 527
annotated samples with nearly balanced class dis-
tribution (264 non-causal, 263 causal). Each in-
stance includes the original sentence, its binary
label, and annotated cause and effect spans. We
evaluate model performance using standard classi-
fication metrics: Accuracy, Precision, Recall, and
F1-score. We are especially interested in Precisions
and Recall scores in CSC as high precision and low
recall could indicate a reliance of causal markers
to identify positive cases while not capturing the
full extent of the positive class.

3.1.2 Causal Span Detection
We conducted experiments for CSD using the same
data subset as in CSC. To evaluate span detection,
we used the SeqEval library (Nakayama, 2018),
which calculates the percentage of predictions that
exactly match the human-annotated cause and ef-
fect spans. We use Precision, Recall and F1-scores,
calculated by assessing overlaps between predic-
tions and human labels for each cause and effect.
These metrics are calculated on a per word basis.
Although SeqEval is a common evaluation frame-
work, interpretation must be done with caution,
as span limits are vague in sentences that contain
causal claims.

3.1.3 Linguistic Causality Disambiguation
We developed the LCD framework to adversari-
ally test the memorization v.s. generalization ques-
tions around CE capabilities of LLMs. We con-
structed 2 sets of 50 sentences each: 1) Fake news,
a set that contains real world news that have been
flagged as fake news by expert organizations and
2) Post-training events, a set containing sentences
referring to events that happened after the avail-
able knowledge cut-off date of the LLMs (Oct-Dec
2024, Appendix C). With this set, we can analyze

the role that the training data has on CE tasks, as
well as understand where potential sources of clas-
sification errors are coming from. To evaluate the
LCD experiments, we use the same evaluation met-
rics from Section 3.1.1 and 3.1.2. The complete
sentence sets are available in Appendix E.

3.2 Experimental Setup

We analyze the performance of LLMs for CSC,
CSD and LCD using a zero-shot in-context learn-
ing approach. For the first two, we compare a
fine-tuned BERT model with zero-shot LLMs to as-
sess whether instruction-following and general pre-
trained knowledge can substitute for task-specific
fine-tuning. A key objective is to examine how
robustly each model identifies linguistic causal re-
lationships across political text. Given that modern
LLMs are trained with instruction-tuning and align-
ment techniques, this comparison offers insight into
their ability to follow task descriptions without ad-
ditional supervision. LCD evaluation is only tested
using LLMs, to focus on how LLM architecture
particularities interfere with CE.

The prompt was created via an iterative process
searching for best expected output and looking to
maximize the linguistic analysis capabilities on the
training set that was not used for the LLMs. The ini-
tial version of the prompt was taken from the liter-
ature (Takayanagi et al., 2024). Feedback from ini-
tial tests using out of sample data led to refinements
in wording, structure, and the inclusion of specific
linguistic and annotation vocabulary designed to
enhance clarity and contextual understanding for
the models (O’Connor and Andreas, 2021). Fur-
thermore, the same core prompt was maintained for
consistency in the testing framework, only adapt-
ing the special tokens, like the end-of-string token.
The final prompt can be found in the Appendix A.

For model selection, we use three families of
high-performing LLMs for our experiments, look-
ing to maximize parameter size variation when
available as to 1) examine when causal mining
capabilities appear in LLMs according to size, and
2) further explore the generalization v.s. memoriza-
tion problem. If the biggest models achieve higher
scores in the PolitiCAUSE subset but substantially
lowers scores in the fake news or recent events
sets, this could be evidence that models are not per-
forming a purely linguistic information extraction
task.
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Model

GPT-3.5-0125
OpenAI1 GPT-4-2024-04-09

GPT-4o-2024-08-06

Llama-3.1-8B-Instruct,
Meta2 LLama-3.1-70B-Instruct,

LLama-3.1-405B-Instruct

Gemma2-9b-it3

Google Gemma2-27b-it
Gemini-1.5-pro-0024

Table 1: Selected model and families, model inference
specifications can be found in the Appendix B

4 Experimental Results

4.1 Causal Sequence Classification

GPT-4o and GPT-45 achieved the highest macro
F1-score (83%), followed by Llama-405b (79%),
while Gemma-27b performed the worst (35%), de-
spite being larger than smaller, better-performing
models like Llama-8b (57%) and Gemma-9 (48%).
Within the Llama-3.1 family, performance im-
proves with model size, showing clear scaling ben-
efits. GPT models also exhibit strong performance
gains from GPT-3.5 to GPT-4/4o (+27%), although
their exact parameter sizes are undisclosed. In con-
trast, Google’s Gemma models do not show con-
sistent scaling benefits, likely due to hallucination
issues in Gemma-27b, though there is a 28% F1
gain from Gemma-9 to Gemini-1.5. Smaller mod-
els tend to favor precision over recall, indicating
conservative predictions, while larger models main-
tain high (>76%) and balanced precision/recall
(±1–3%), making them more reliable for causal
sequence classification.

4.2 Causal Span Detection

We observe similar performance for CSD across
models. GPT-4 and GPT-4o achieve the highest
F1-scores (64% and 63%), followed by Gemini-1.5
(58%) and Llama-405b (57%). Notably, Llama-
70b (53%) performs comparably to larger models.
Smaller models—including Llama-8b, Gemma-9b,
and Gemma-27b—score below 40%, with GPT-3.5
trailing at 37%. Across all models, recall consis-

5From this points forward GPT and Gemini models will
not include model version (i.e. GPT-3.5-0215 is shortened to
GPT-3.5), and Llama and Gemma models will be referenced
according to their parameters (i.e. LLama-3.1-8B-Instruct will
be Llama-8b, Gemma2-9b-it will be Gemma-9b)

Acc Prec Recall F1

GPT-3.5 0.62 0.76 0.62 0.56
GPT-4 0.83 0.83 0.83 0.83
GPT-4o 0.83 0.84 0.83 0.83

Llama-8b 0.62 0.75 0.62 0.57
Llama-70b 0.74 0.82 0.74 0.73
Llama-405b 0.79 0.82 0.79 0.79

Gemma-9b 0.73 0.51 0.49 0.48
Gemma-27b 0.60 0.52 0.40 0.35
Gemini-1.5 0.76 0.77 0.76 0.76

Table 2: Causal Sequence Classification results for Po-
litiCAUSE subset. The table includes the values of
Accuracy, Precision, Recall and F1 score metrics ac-
cording to model.

tently exceeds precision, suggesting overprediction
likely due to ambiguous span boundaries. Detailed
results are provided in Table 6.

4.3 Linguistic Causality Disambiguation

The difference between the binary classification
and span detection results of the PolitiCAUSE
dataset and the fake news and post-training events
sentence sets, allows us to analyze performance dif-
ferences when the model has to deal with sensitive
topics, fake news, conspiracy theory, or scientific
inaccuracies, as well as with events that happened
after the knowledge cut-off dates.

Fake News For binary classification (Table 3),
the models with the largest performance difference
compared to the PolitiCAUSE baseline are Llama-
405b, with a decrease of 40% in F1-score, followed
by Llama-8b, with a 29% difference. From the
Open AI models, GPT-3.5 (-19%) suffered the
greatest decline, GPT-4 and GPT-4o did not ex-
perience a significant diminished performance (9%
and 5% respectively), suggesting that the more re-
cent GPT models are better at distinguishing be-
tween linguistic causality and real world causality.
Gemini-1.5 had the smallest difference in F1-score
(-2% points). Interestingly, Gemma-27b improved
by 18%, potentially due to it’s causal hallucination
propensity to be overtaken by safety guardrails. In
contrast, span detection average F1-score results
were within a 1% point difference when compared
to the PolitiCAUSE subset (Table 7).

Qualitative Error Analysis To understand the
difference between the binary classification results
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Fake News Set Post-training events Set

Model Acc Prec Recall F1 Acc Prec Recall F1

GPT-3.5 0.46 (-0.16) 0.72 (-0.04) 0.53 (-0.09) 0.37 (-0.19) 0.62 (0.00) 0.79 (+0.03) 0.60 (-0.02) 0.54 (-0.02)
GPT-4 0.76 (-0.07) 0.77 (-0.06) 0.73 (-0.10) 0.74 (-0.09) 0.74 (-0.09) 0.77 (-0.06) 0.75 (-0.08) 0.73 (-0.10)
GPT-4o 0.78 (-0.05) 0.79 (-0.05) 0.80 (-0.03) 0.78 (-0.05) 0.78 (-0.05) 0.78 (-0.06) 0.78 (-0.05) 0.78 (-0.05)

Llama-8b 0.48 (-0.14) 0.42 (-0.33) 0.36 (-0.26) 0.28 (-0.29) 0.62 (0.00) 0.66 (-0.09) 0.61 (-0.01) 0.58 (+0.01)
Llama-70b 0.62 (-0.12) 0.72 (-0.10) 0.67 (-0.07) 0.61 (-0.12) 0.72 (-0.02) 0.76 (-0.06) 0.71 (-0.03) 0.70 (-0.03)
Llama-405b 0.06 (-0.19) 0.51 (-0.31) 0.44 (-0.35) 0.39 (-0.40) 0.76 (-0.03) 0.76 (-0.06) 0.76 (-0.03) 0.76 (-0.03)

Gemma-9b 0.58 (-0.15) 0.45 (-0.06) 0.42 (-0.07) 0.38 (-0.10) 0.80 (+0.07) 0.82 (+0.31) 0.79 (+0.30) 0.79 (+0.31)
Gemma-27b 0.54 (-0.06) 0.59 (+0.07) 0.58 (+0.18) 0.53 (+0.18) 0.62 (+0.02) 0.79 (+0.27) 0.60 (+0.20) 0.54 (+0.19)
Gemini-1.5 0.74 (-0.02) 0.75 (-0.02) 0.76 (0.00) 0.74 (-0.02) 0.59 (-0.17) 0.59 (-0.18) 0.60 (-0.16) 0.59 (-0.17)

Table 3: LCD CSC results for both Fake News and Post-training events sentence sets. The table includes the values
of Accuracy, Precision, Recall and F1 score metrics according to model.

and the span detection results, we conducted a qual-
itative error analysis. We observe that some outputs
were not produced, and null results were provided.
The main reasons we find for not producing re-
sponses are sentences that have claims that are not
backed by scientific evidence (3), sentences that
mention conspiracy theories (2), sensitive topics
(2) and humorous text (2). Finally, we do observe
outputs where sentences are parsed correctly, but
include a warning that the claim is false or not
backed up by scientific evidence (3), or that it’s a
conspiracy theory, or a sensitive or complex topic
(8).

Furthermore, Gemma-9b and Gemma-27B have
the most flagged issues related to fake news (11
cases). We see other interesting behavior from the
different models: Gemini-1.5, GPT-4 and GPT-4o
were the only models to directly output json output
without any extra information, as requested by the
prompt. In these, we find 2 cases in the GPT-4
and GPT-4o models where the response was a null
output for a positive sequence. We can not conclu-
sively say that this was a guardrail action. How-
ever, it occurred with the same 2 sentences, both
which do have an explicit causal connector and con-
tain nonfactual information. Moreover, Gemma-
9b, Gemma-27b and LLama-405b did not fulfill
the request for sentences that mentioned genocide.
Gemma-27b did not fulfill the request for a text
that mentions biological weapons. Full details of
the error analysis are in Table 8.

Post-training events For binary classification
(Table 3), the model with the largest performance
difference, based on F1-score, is Gemma-9b with
an increase of 31% points. The biggest decrease
was for the Llama-27b, with a 17% difference be-
tween F1-scores. From the Open AI models, GPT-4
suffered the greatest decline (-10%), while GPT-

3.5 and GPT-4o did not experience significant di-
minished performances (2% and 5% respectively).
Llama-8b had the smallest different in F1-score,
with only a decrease of 1% point.

Span detection results (Table 7) showed substan-
tial improvements compared to the PolitiCAUSE
corpus for some models, while others behaved sim-
ilarly to the fake news results. We observe that all
models, expect for Gemini-1.5, show an increase
of performance between 6% to 12% in their F1-
scores. While Geimini-1.5 had a decrease of 20%
F-1 score.

Qualitative Error Analysis The qualitative er-
ror analysis did not detect significant issues, given
that all models parsed results according to prompt
instruction. According to their knowledge cut-off
dates (with the exception of the Gemma-2 series,
which has no official dates published but online
sources suggest June 2024), none of the models
should have considered the sentences as real factual
information given that the events are not included
in their training data. There were only three cases
of suspected issues, which involved diseases, the
ICC, and the new Mexican president being Jewish,
all cases of positive sequence where the models
produced 0, null, null (Gemini-1.5 (3), Llama-8
(2), Llama-405(1), and GPT-4 and 4o (3). However
due to lack of explanation output from the models,
we can not conclusively say that this was due to
them being recent events, and the content of the text
suggests it could instead be guardrail interference
due to sensitive content.

5 Analysis

Our findings consistently demonstrate that larger
LLMs exhibit better performance in both CSC and
CSD tasks for political domain data. We observed
a clear positive correlation between model size and
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overall performance, indicating that larger mod-
els are better equipped to distinguish linguistic
causal relationship patterns. Notably, following
precision and recall values, evidence suggests that
smaller models maybe relying on more explicit
causal markers, while larger models demonstrate
an ability to identify weaker causal signals. Our
experiments did not show widespread causal hal-
lucination issues, although Gemma-27b model did
over produce positive cases.

Our span detection results mirror those from the
classification tasks, indicating that larger models
are more effective at identifying linguistic causal
relationships. However, precision and recall met-
rics reveal that span detection remains challenging
due to the inherent complexity of the spans, which
are often lengthy and syntactically diverse. The
observed recall-over-precision trend suggests that
while models are generally adept at recognizing the
presence of linguistic causal content, they struggle
with accurately delineating span boundaries. This
difficulty is likely exacerbated by the ambiguity
of the causal claims in naturalistic texts and the
tendency of models to favor inclusivity, especially
when causal cues are diffuse or embedded within
complex syntactic structures.

Furthermore, our experiments on the LCD task
reveal that LLMs can exhibit notable interference
effects when processing causal claims in politically
charged or socially sensitive contexts. While most
models are capable of identifying explicit causal
claims, the performance disparity between model
sizes highlights a key distinction: larger models
demonstrate a greater capacity to disambiguate lin-
guistically encoded causal relationships from world
knowledge-driven associations. This suggests that
scale contributes not only to broader generalization,
but also to more faithful alignment with syntactic
and semantic cues in discourse. In contrast, smaller
models appear more susceptible to heuristic pattern-
matching and are prone to overgeneralizing causal
signals from pretraining data, particularly in do-
mains such as public health or news, which can
contain misinformation.

Moreover, our analysis finds no systematic ev-
idence that model knowledge cut-off dates inter-
fere with CE. Minor performance improvements
observed in certain span-level extractions may in-
stead be attributed to variation in textual charac-
teristics across datasets. Specifically, while the
PolitiCAUSE dataset comprises utterances from
naturally occurring speech (e.g., UN debates), the

Fake News and Post Training Events data comes
from online news sources with simpler sentence
structures and more explicit linguistic causal fram-
ing. These stylistic and syntactic differences likely
reduce ambiguity in span boundary and contribute
to improved model performance.

6 Conclusions

• There is a general correlation between model
size and overall performance. Small models
can classifying sentences with strong causal
signals, while bigger models classify weaker
causal signals, potentially relying on their con-
text to process the linguistic signals.

• Results from the LCD experiments show that
models for the most part recognize linguistic
causal relationships and either produce null
results with a warning about the sensitivity
of the topic, or parse correctly and include a
warning about the content.

• However, we observed a big difference in per-
formance between bigger and smaller models,
suggesting that bigger models can better dif-
ferentiate between linguistic causal relation-
ships and real-world causal relationships, fol-
lowing the task description in the prompt more
literally.

• We see no real evidence that models overly
rely on training data for the task, as we do not
observe that models processing data from the
Post-training event set had diminished results.

Taken together, our findings contribute to the
growing body of evidence on the linguistic capabil-
ities of LLMs. Specifically, our experiments pro-
vide new insights into the performance of LLMs
on CE within political discourse, a genre that re-
mains underexplored in NLP and has received lim-
ited attention in LLM evaluation. While the results
highlight the potential of LLMs in this domain, they
also underscore the need for caution when applying
these models to politically sensitive texts and rely-
ing on their outputs for downstream applications.
We argue that more rigorous and targeted evalu-
ation frameworks are essential for understanding
how LLMs identify and represent causal claims. By
testing models on low-resource, domain-specific
text such as political discourse, our work reveals
novel aspects of LLM behavior, particularly in their
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ability to interpret linguistic patterns and follow
task-specific prompts.

7 Limitations

Our experiments only consider single-sentence
causal sequences, with a complete cause-effect
structure, overlooking the complexity of linguis-
tic causality in multi-sentence or cross-sentence
contexts, which are prevalent in real-world appli-
cations and needed to construct full causal chains
of events. Expanding to multi-sentence linguistic
causality could provide a more robust evaluation
of the models’ abilities. The generalizability of
the results is limited by the test data size, mono-
lingual setup and the training strategy. Our data is
part of real world debates and development that are
most likely in the training data, the capabilities of
the model beyond these events is not known. Fur-
ther research is needed to establish if our results
generalize beyond English. By addressing these
limitations in future work, we can provide a more
comprehensive evaluation of LLMs in CE and their
broader applications.

8 Ethics Statement

Causal claims can reflect underlying mental models
that may be racist, sexist, xenophobic, or deroga-
tory towards specific groups. Additionally the data
used here includes a variety of political ideologies
and national perspectives, but dominant viewpoints
are more likely to take precedence over alternative
perspectives. It’s crucial to differentiate between
identifying these expressions, and endorsing them.
The capability to automatically identify the linguis-
tic causal relationships established in political com-
munication allows for more efficient detection of
false information, hate speech, and harmful content,
which is our objective.
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A Prompt

Prompt with example output
System: You are a causal language model that
performs causal sequence classification and
causal span detection. You will classify a text
as causal or not causal, and if it’s causal you
will extract the causes and effects. The output
should be a json with label 1 or 0, cause, and
effect value such as {\n \"label\": ,\n \"cause\":
,\n \"effect\": \n}.
User: But to pay for it, we had to take on debt,
precipitated by massive reduction in Govern-
ment revenue.
Assistant:{\n \"label\": 1,\n \"cause\": \"mas-
sive reduction in Government revenue\",\n \"ef-
fect\": \"had to take on debt\"\n}

B Models and model configurations

All Open AI models were run using the Open AI
Batch API. Llama and Gemma models were ac-
cessed via the Transformers library from Hugging
Face, and inference was run using the Together AI
API. Gemini-1.5 was run using Google’s AI Stu-
dio API. Available parameter specifications were
established equally across the LLMs: temperature
was set to 0.0, Top p to 1.0, Frequency, presence
or repetition penalty were all set to 0.0. The maxi-
mum number of tokens was specified as 200. For
Google models, the HarmBlockThreshold in the
safety settings parameter was set to None for the
first two experiments, and set to default for the
Fake news and post-training events set of sentences
in LCD evaluation. See Table 4 and Table 5 for full
details.

Parameter Value

Temperature: 0.0
Top p: 1.0
Top k: 1.0
Frequency penalty: 0.0
Presence penalty: 0.0
Repetition penalty: 0.0
Max body tokens: 200

Table 4: Model parameter specification. Other param-
eters that are not included in this table are set to their
default values.

C Evaluation processing

To ensure reproducibility, each model’s output
was subjected to identical pre-processing and post-
processing steps. The preprocessing involved token
normalization and sequence truncation to maintain
consistency across the models. Post-processing in-
cluded error correction and format standardization.
The metrics were selected to provide a compre-
hensive assessment of model performance across
various dimensions of language understanding and
generation. Detailed results and further discus-
sion can be found in the subsequent sections of
this appendix. We used the SpaCy library to pro-
cess the text into IOB2 format. For CSD evalua-
tion, we employed our own script available on our
Github page. Finally, to analyze classification re-
sults, we used the “classification_report” function
from Scikit-learn.

If the LLM did not provide a result, as in Null
or a text that is not a label, it’s was considered
a incorrect classification. To analyze the models
the missing values (NaN, Null, None, Missing, or
empty) are changed to a -1 labeled, and given to
the classification report function. For example sen-
tence “So what are we missing?” from the Politi-
CAUSE subset (id. 2914) was not parsed by Llama
and Gemma models, and it’s predicted label was
set to -1 before processing the classification report.

D Results tables
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Model Context Window Knowledge cut-off date Parameters

Open AI

gpt-3.5-0125 16,385 Sep 2021 N.S.
gpt-4-2024-04-09 128,000 Dec 2023 N.S.
gpt-4o-2024-08-06 128,000 Dec 2023 N.S.

Meta

Meta-Llama-3.1-8B-Instruct-Turbo 128,000 Dec 2023 ∼8B
Meta-Llama-3.1-70B-Instruct-Turbo 128,000 Dec 2023 ∼70B
Meta-Llama-3.1-405B-Instruct-Turbo 128,000 Dec 2023 ∼405B

Google

gemma-2-9b-it 8,192 June 2024* ∼9B
gemma-2-27b-it 8,192 June 2024* ∼27B
gemini-1.5-pro-002 128,000 Sep 2024 N.S.

Table 5: Model details, including the full name used to access the models and their versions. Context window is
determined by model provider. Knowledge cut-off dates are provided by AI companies (Dates with * are not official
and taken from online sources.) Parameter size is rounded to the next billion (N.S. stands for Not Specified).

Prec Recall F1-score Prec Recall F1-score Prec Recall F1-score

Model CAUSE EFFECT AVERAGE

GPT-3.5 0.37 0.43 0.37 0.36 0.47 0.38 0.36 0.45 0.37
GPT-4 0.63 0.71 0.64 0.62 0.75 0.64 0.62 0.73 0.64
GPT-4o 0.62 0.70 0.64 0.60 0.75 0.63 0.61 0.73 0.63

Llama-8b 0.40 0.46 0.40 0.41 0.45 0.40 0.40 0.45 0.40
Llama-70b 0.53 0.59 0.53 0.51 0.61 0.52 0.52 0.60 0.53
Llama-405b 0.57 0.63 0.58 0.56 0.64 0.57 0.57 0.64 0.57

Gemma-9b 0.36 0.46 0.38 0.36 0.50 0.39 0.36 0.48 0.38
Gemma-27b 0.36 0.46 0.38 0.36 0.50 0.39 0.36 0.48 0.38
Gemini-1.5 0.58 0.65 0.59 0.56 0.66 0.58 0.57 0.65 0.58

Table 6: Causal Span Detection results for PolitiCAUSE subset. The table includes the values of Precision, Recall
and F1 score metrics for each span, and the average score, according to model.
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E LCD data and results

Fake News Sentences Set
1. CDC study finds overwhelming majority of

people getting coronavirus wore masks.
2. Major Doctor’s organization publicly em-

braces dismembering babies until birth.
3. High doses of vitamin C can cure COVID-19.
4. Chickens are not laying eggs, because RNA is

being added to commercial chicken feed.
5. Disney is attempting to lower the minimum

drinking age on Disney property to increase
their revenue at EPCOT.

6. In January, Spetznas rescued 50 imprisoned,
emaciated children from an "Adrenochrome
farm" near Shostka, Ukraine.

7. Their captors had so frequently drained their
brittle bodies of blood and adrenal fluid that
their survival depended on being kept in a
medically induced coma.

8. The U.S. Capitol police gave the protesters an
"okay" to enter the Capitol.

9. The death was a filmed public execution of a
black man by a white cop, with the purpose of
creating racial tensions and driving a wedge in
the growing group of anti deep state sentiment
from common people.

10. Tonight. . . we move into the residential ar-
eas. . . the white hoods. . . . and we take what’s
ours.

11. You will test positive for COVID-19 if you’ve
gotten flu shots during the past ten years.

12. Doctor Stella Immanuel proclaims that a cock-
tail of hydroxychloroquine, zinc and the an-
tibiotic azithromycin has cured COVID-19
patients.

13. Wisconsin’s dairy farms were decimated un-
der the Obama/Biden administration but are
doing very well.

14. If Joe Biden’s elected, he’ll end fracking.
15. Clintons, the Obamas & the Biden family are

all involved in child trafficking and crimes
against children.

16. Biden went to Ukraine and threatened to with-
hold $1 billion in aid if they did not fire the
prosecutor that was investigating his son and
the company that his son worked for.

17. For those wondering if it’s worth impeaching
him this time, it means he loses his 200K+
pension for the rest of his life.

18. The vaccine contains a spike protein called
syncytin-1, vital for the formation of the hu-
man placenta.

19. The White House is freaking out after Myan-
mar Military arrests political leaders for Elec-
tion Fraud in their November 8 elections.

20. The Trump administration made no effort to
get U.S. medical experts into China as the
novel coronavirus epidemic spread there early
this year.

21. Bernie Sanders calls for a tax rate of 52% on
incomes of $29,000 or more to pay for his
Medicare for All plan.

22. Dr. Lieber charged for lying about his partici-
pation in a Chinese recruitment program and
his affiliation with a Chinese university.

23. Do the COVID-19 vaccines cause infertility?
24. The Biden administration just dished out 86

million dollars for motel rooms to house ille-
gal immigrants.

25. Congrats society, we’re so woke that we have
segregation again.

26. The West is now relying on his wife Julia
instead of Alexei Navalny.

27. Germany ran its own military-biological pro-
gram in Ukraine and was involved in research
on biological weapons.

28. Ukraine is committing genocide against
the Russian-speaking population in eastern
Ukraine.

29. The Bucha massacre was staged by Ukrainian
forces.

30. Western governments have imposed sanctions
on Russia because of their Russophobia, and
Russians are experiencing systematic discrim-
ination in the West.

31. COVID came from China and the vaccine also
came from China, don’t trust China!

32. Compare this with Russia and China using
the pandemic excuse to expand their influence
and profit even though the Russian vaccine is
ineffective and the Chinese vaccine contains
pork gelatin.

33. Muslim scientists from the Raza Academy in
Mumbai reported that the Chinese coronavirus
vaccine contains gelatin from pork and recom-
mended against vaccination with the haram
vaccine.

34. Turkmenistan residents report that the Chinese
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vaccine causes severe side effects.
35. Taiwanese travelers stranded at Osaka’s Kan-

sai International Airport were rescued by Chi-
nese Embassy.

36. Bolsonaro made a pact with a Masonic sect to
win the election.

37. Lula paid his own wife to kill his own son.
38. Brazil Supreme Court Justice Edson Fachin

was a lawyer for the MST.
39. Russia unleashed more than 500 lions on its

streets to ensure that people are staying in-
doors during this pandemic outbreak.

40. This document form March 5, from the Gov-
ernment of Spain, forced all nursing homes
to keep all seniors with covid-19 symptoms
locked in their rooms, keeping them from go-
ing to the hospital to get treated.

41. There are 500 boats in Argelia about to sail to
Spain. . . 5,000 illegal immigrants will arrive
shortly, many of them infected.

42. Bill Gates owns the patent for the coronavirus.
43. Qatar supported extremist organizations with

more than $64 billion over the years!
44. Saudi Crown Prince Mohammed bin Salman

had been forced out of power.
45. He announced that Mexican President lowered

his own salary and those of 35,000 govern-
ment employees by 60% to increase pensions
for citizens.

46. Any beneficiary of Bolsa Família will lose
their benefits if they work as election officials.

47. The Pfizer vaccine produces a fever for 8 to 12
days and after recovery masks are no longer
needed.

48. We don’t need to continue being named the
Republic of Chile or to continue using the
Pinochet-imposed flag.

49. Argentine-produced ammunition found in the
autopsies of 22 Bolivians killed under Interim
President Jeanine Áñez.

50. When you go vote next June 6th, use your own
pen or marker, their using all sorts of tricks to
commit electoral fraud.
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Post-training events Sentences Set
1. Moldovans have received anonymous death

threats to scare them from voting.
2. The sharp westward shift in Moldova irked

Moscow and significantly soured relations
with Chis, inău.

3. Spain is still reeling from the deadly impact
of its worst flooding disaster in decades where
at least 158 people are confirmed dead and
dozens are missing.

4. A year’s worth of rain fell in eight hours in
parts of Valencia on Tuesday.

5. While DANAs aren’t unusual in the region,
the Mediterranean has seen record-breaking
warm waters this summer.

6. This week the German coalition collapsed af-
ter Scholz decided to fire some of his key min-
isters.

7. Scholz’s government no longer has a major-
ity in parliament as the Traffic-light coalition
collapses.

8. However, the opposition could force Scholz
out earlier if they can find a majority for an
alternative chancellor.

9. Horrific scenes in Quetta after a suicide
bomber targeted passengers waiting to board
an express train.

10. We expect many injured after the suicide
bombing attack at Peshawar-bound Jaffar Ex-
press.

11. Following years of stalemate, the break-
throughs in Baku have now begun, here, at
COP29.

12. To enable action, Mr. Babayev identified
agreement on a fair and ambitious New Col-
lective Quantified Goal (NCQG) on climate
finance as the top negotiating priority for
COP29.

13. Mr. Babayev stressed that as the first Paris
decade comes to a close, COP29 is a moment
of truth that will test our commitment to the
multilateral climate system.

14. The ICC has issued an arrest warrant for Ben-
jamin Netanyahu for alleged Gaza war crimes.

15. It is the first time that leaders of a democracy
and western-aligned state have been charged
by the court, in the most momentous decision
of its 22-year history.

16. The United States has been clear that the ICC

does not have jurisdiction over this matter.
17. Israel has issued an overnight curfew to peo-

ple in Lebanon seeking to return to southern
Lebanon following the truce.

18. People displaced in the conflict immediately
travelled back to southern Lebanon resulting
in enormous traffic jams throughout the day.

19. Namibia celebrates elections after first female
president is elected.

20. Windhoek is reported to be calm on Wednes-
day, with neither celebrations nor protests and
people carrying on with their normal lives.

21. The South Korean president is facing impeach-
ment vote as defense minister offers to resign.

22. In a shock TV speech on Tuesday, President
Yoon Suk Yeol decided to impose martial law.

23. When martial law was briefly declared in
South Korea we briefly saw armed soldiers
entering the National Assembly.

24. New York City police have launched a man-
hunt for a masked suspect who gunned down
the head of a US medical insurance giant.

25. UnitedHealthcare chief executive was fatally
shot outside the Hilton Hotel in Midtown Man-
hattan.

26. The bells of Notre Dame Cathedral rang for
the first time as rebuilding has finalized.

27. Watching the Notre Dame’s door swing open
to a burst of choir song was such an emotional
moment for the thousands of people taking in
the display from just outside the cathedral.

28. While the eight bells of Norte Dame were not
damaged by the fire, they are ringing for the
first time since then.

29. Syrian rebels seized the capital Damascus un-
opposed on Sunday after a lightning advance
that sent President Bashar al-Assad fleeing to
Russia.

30. Moscow gave asylum to Assad and his family.
31. The sudden overthrow at the hands of a revolt

partly limits Iran’s ability to spread weapons
to its allies and could cost Russia its Mediter-
ranean naval base.

32. Police don’t know how the driver in Magde-
burg was able to circumvent the barriers that
were protecting the market.

33. We informed the public that a driver plowed
a vehicle into a Christmas market killing an
adult and a small child.
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34. It crashed on the opposite shore of the Caspian
after an emergency that was caused by a bird
strike.

35. One of the Azerbaijani sources disclosed re-
sults that showed the plane was struck by a
Russian Pantsir-S air defense system.

36. Russian air-defense system downed Azerbai-
jan plane.

37. The WHO is aware of the unidentified disease
and is sending a team to Congo.

38. The press reported that a flu-like disease that
has killed dozens of people over two weeks in
Congo is being investigated.

39. The European Union will press ahead with
hefty tariffs on China-made electric vehicles
even after the bloc’s largest economy Ger-
many rejected them, exposing a rift over its
biggest trade row with Beijing in a decade.

40. The proposed duties on EVs built in China of
up to 45

41. Shares in European carmakers Renault and
Volkswagen rose on hopes the tariffs will help
them compete with Chinese rivals on their
home turf.

42. Her inauguration launches a six-year term
during which she will navigate Mexico’s all-
important relationship with its northern neigh-
bor.

43. Sheinbaum’s election broke barriers, as she’s
the first woman to lead Mexico is also Mex-
ico’s first president of Jewish ancestry.

44. Dockworkers at ports from Maine to Texas
began walking picket lines early Tuesday in a
strike over wages and automation that could
reignite inflation and cause shortages of goods
if it goes on more than a few weeks.

45. The union wants a complete ban on automa-
tion, and it isn’t clear just how far apart both
sides are.

46. Supply chain experts say consumers won’t see
an immediate impact from the strike because
most retailers stocked up on goods, moving
ahead shipments of holiday gift items.

47. Nihon Hidankyo has won the Nobel Price for
it’s work on nuclear disarmament.

48. This year’s Nobel laureates used tools from
physics to construct methods for machine
learning.

49. The Nobel Prize in Chemistry 2024 is about

proteins, life’s ingenious chemical tools.
50. In her oeuvre, Nobel laureate, Han Kang, con-

fronts historical traumas and invisible sets of
rules and exposes the fragility of human life.

The sentences were manually selected from rep-
utable sources for both Fake News detection and
for Real world events. Sources for each sentence
are included in the CSV files of each set list.
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Qualitative Analysis

Fake News Set Analysis Cases

GPT-4 2

True causal, produces 0, null, null results, no explanation (but other models provide a warning). 2

GPT-4o 1

True causal, produces 0, null, null results, no explanation (but other models provide a warning). 1

Llama-8b 4

Recognizes causal claim and produces 0, null, null, because it’s humorous not factual. 1
Recognizes causal claim, and parses, and warns that it’s a complex social issue, sensitive topic or false claim. 1
Recognizes causal claim, and parses, and warns that its not backed by scientific evidence. 1
Unfulfilled requests. 1

Llama-70b 1

Recognizes causal claim, and parses, and warns that it’s a complex social issue, sensitive topic or false claim. 1

Llama-405b 4

Recognizes causal claim and produces 0, null, null, because it’s not backed by scientific evidence. 1
Recognizes causal claim, and parses, and warns that it’s a complex social issue, sensitive topic or false claim. 2
Unfulfilled requests. 1

Gemma-9b 11

Recognizes causal claim and produces 0, null, null, because its not backed by scientific evidence. 2
Recognizes causal claim, and parses, and warns that it’s a complex social issue, sensitive topic or false claim. 4
Recognizes causal claim, and parses, and warns that it’s not backed by scientific evidence. 2
Unfulfilled requests. 1
Warns it’s a conspiracy theory produces 0, null, null. 2

Gemma-27b 11

Recognizes causal claim and produces 0, null, null because its a sensitive topic. 2
Recognizes causal claim and produces 0, null, null, because it’s humorous not factual. 1
Recognizes causal claim and produces 0, null, null, because its not backed by scientific evidence. 3
Warns it’s a conspiracy theory produces 0, null, null. 5

Gemini-1.5 3

True causal, produces null results, no explanation (but other models provide a warning). 3

Post-training events Set Analysis Cases

GPT-4 3

Produced null results for a sentence is positive about a sensitive topic. 3

GPT-4o 3

Produced null results for a sentence is positive about a sensitive topic. 3
Llama-8b 2

Produced null results for a sentence is positive about a sensitive topic. 2
Llama-405b 1

Produced null results for a sentence is positive about a sensitive topic. 1
Gemini-1.5 3

Table 8: Qualitative analysis for LCD
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