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Abstract

We present the pilot edition of the GermEval
2025 Shared Task on Candy Speech Detec-
tion in German YouTube comments. This
shared task includes two subtasks which aim
to identify the presence of candy speech in a
given YouTube comment (Subtask 1), and de-
termine the exact types and spans of candy
speech expressions (Subtask 2). The dataset
consists of 46,286 comments extracted from
a corpus of German YouTube comments (Cot-
grove, 2018). The shared task had 11 partici-
pating teams submitting 20 runs for Subtask 1
and 16 for Subtask 2. The shared task website
can be found at https://yuliacl.github.
io/GermEval2025-Flausch-Erkennung.

1 Introduction

Candy speech refers to expressions of positive at-
titudes on social media toward individuals or their
output, such as videos, comments and other con-
tent (Clausen and Scheffler, 2025). The purpose of
candy speech is to encourage, cheer up, support,
and empower others. It can be seen as the counter-
part to hate speech (Schmidt and Wiegand, 2017),
as it similarly seeks to influence the self-image of
the target person or group, but in a positive manner.
Beyond this, candy speech can serve as a valuable
resource for fine-grained sentiment analysis, rep-
resenting a specific subtype of positive sentiment,
which is directed at giving support for specific peo-
ple. It may also have applications in computational
social science, such as identifying group member-
ship or fandom affiliation.

Numerous methods have been developed for de-
tecting and censoring negative speech (e.g., hate
speech or offensive or harmful language) on so-
cial media platforms. However, there is much
less focus on identifying and promoting positive
supportive discourse in online communities, even
though the importance of the automatic detection
of positive online language has already been ac-
knowledged, for example, in shared tasks on hope
speech detection (Chakravarthi and Muralidaran,
2021; Chakravarthi et al., 2022; Jiménez-Zafra
et al., 2023; García-Baena et al., 2024) and the
identification of empowering language (Njoo et al.,
2023). However, there exists no systematic ap-
proach to identifying such utterances, specifically
with respect to clear definitions and standardized
annotation procedures. The GermEval 2025 Shared
Task on Candy Speech Detection aims to address
this gap and encourage researchers to focus more
closely on the identification and analysis of pos-
itive expressions in digital media. This is a task
of identifying the presence of candy speech (on
the span level) in German YouTube comments and
classifying each such expression in one of the pre-
defined categories. The annotations are based on a
theoretically grounded definition of candy speech
and follow clearly defined annotation guidelines
(Clausen and Scheffler, 2025).

This shared task is part of GermEval, a series
of evaluation campaigns that focus on natural lan-
guage processing for the German language, which
has been held since 2014. The topics of the previ-
ous shared tasks range from named entity recogni-
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tion, lexical substitution, sentiment analysis, and
hierarchical classification of blurbs, text complex-
ity classification, speaker attribution, easy language
detection to the identification of offensive language.
Teams from both academia and industry are in-
vited to develop and evaluate their approaches on
datasets provided by the organizers. The shared
tasks are run informally by self-organized groups of
interested researchers. Our Shared Task on Candy
Speech Detection was endorsed by the Special In-
terest Groups for German Sentiment Analysis (IG-
GSA) within the German Society for Computa-
tional Linguistics (GSCL).

The remainder of this paper is structured as fol-
lows. We describe the task in Section 2 and give an
overview of related work addressing the subtasks
in Section 3. The dataset is described in detail in
Section 4. In Section 5, we briefly comment on the
evaluation we conducted, while in Section 6, we
discuss the results. Section 7 concludes the paper.

2 Task Description

Teams could participate in both or only one of the
following subtasks. Every team was allowed at
most three submissions per subtask.

Subtask 1: Coarse-Grained Classification. The
goal of Subtask 1 was to identify whether a given
YouTube comment contains candy speech or not
(a binary classification task). The dataset has
been manually annotated for the presence of candy
speech (see Section 4).

Subtask 2: Fine-Grained Classification. The
goal of Subtask 2 was to identify the exact span of
each candy speech expression in a given comment
and classify it into one of the predefined categories.
The dataset has been manually annotated for ten dif-
ferent types of candy speech expressions, such as
positive feedback, compliment, and group member-
ship; see Table 1 for the full list of types along with
examples. This task is a multilabel span detection
task at the character level, similar to named entity
recognition, since individual phrases expressing
candy speech can overlap.

3 Related Work

The automatic detection of hate speech and various
forms of offensive language in social media data
has become one of the most active research areas in
natural language processing (see, e.g., Vidgen and
Derczynski, 2020; Risch et al., 2021a). Since 2018,

the detection and classification of offensive content
have been the focus of several shared tasks. For
the German language in particular, three editions
of the GermEval shared task series have addressed
this challenge (Struß et al., 2019; Wiegand et al.,
2019; Risch et al., 2021b). Other shared task initia-
tives that include German-language data have also
contributed to advancements in this field (Mandl
et al., 2020, 2021).

In contrast, efforts on the identification of posi-
tive online language remain relatively limited. Re-
cent initiatives have begun addressing this gap, but
are typically limited to specific types of positive
speech, specific data types, and few languages.
These include the identification of empowering lan-
guage in English Reddit posts (Njoo et al., 2023)
and shared tasks on hope speech detection in var-
ious languages. The shared task on Hope Speech
Detection for Equality, Diversity, and Inclusion
focuses on the binary classification (hope speech
vs. non-hope speech) of YouTube comments and
tweets in English, Tamil, Malayalam, Kannada,
Spanish, Bulgarian and Hindi (Chakravarthi and
Muralidaran, 2021; Chakravarthi et al., 2022; Ku-
maresan et al., 2023). The HOPE: Multilingual
Hope Speech Detection Shared Task comprises bi-
nary (hope vs. non-hope) and multiclass (gener-
alized, realistic or unrealistic hope) classification
tasks in English and Spanish YouTube comments
and tweets (Jiménez-Zafra et al., 2023; García-
Baena et al., 2024).

To further promote awareness and understand-
ing of positive, supportive online language, we
introduce a novel task on candy speech detection
in German, which involves both binary classifica-
tion (candy speech vs. non-candy speech) and fine-
grained detection of distinct candy speech types.

4 Data and Resources

The data for the shared task is sourced from the
NottDeuYTSch corpus (Cotgrove, 2018), which
contains over 33 million words drawn from approx-
imately 3 million YouTube comments published be-
tween 2008 and 2018 by a young German-speaking
audience. For this task, 16 videos, together with all
associated user comments, were randomly selected
from the corpus. These videos were authored by
seven different creators representing diverse sec-
tors, such as music, lifestyle and fitness. The com-
ments were labeled by two annotators with linguis-
tic background. The inter-annotator agreement is
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Type Short Definition Example (orig. + Engl. translation)

affection
declaration

admiration, love and affection towards oth-
ers

ich mag euch XD
‘I like you XD’

compliment acknowledgment of skills, personal char-
acteristics or achievements of others

Ihr macht echt tolle videos!
‘You create really great videos!’

encouragement comments that aim to encourage others Bleibt dran!
‘Keep at it!’

gratitude sincere gratitude expressed unprompted Danke, dass du mich motivierst!
‘Thanks for motivating me!’

group
membership

markers of group membership, e.g., be-
longing to a fan community

ich bin ein #lochinator
‘I am a #lochinator’

positive
feedback

positive attitude toward a post, video, com-
ment etc.

Das Lied ist mega mega cool.
‘The song is mega mega cool.’

sympathy words of compassion and understanding die neuen haben doch mal auch ne
chanche verdient!
‘the new ones are worth a chance, too!’

agreement agreement with an opinion or statement
that represents candy speech

Jaa so krass
‘Yeaah so amazing’

implicit indirect expression of candy speech Wieso geht ihr nicht zum Supertalent?
‘Why don’t you go to Supertalent?’

ambiguous unclear whether candy speech or not OMG

Table 1: Types of candy speech expressions.

above 70% (Cohen’s κ) for the coarse-grained an-
notation, i.e., determining whether a comment con-
tains candy speech or not. For the fine-grained an-
notation, i.e., identification of candy speech types
and their exact spans in a comment, agreement
reaches an F1-score of at least 51% (for details on
the annotation procedure, see Clausen and Schef-
fler, 2025).

Data format. The dataset for the shared task was
provided in CSV format. The YouTube comments
in the dataset had already been pre-tokenized using
the SoMaJo tokenizer.1 For the training set, three
separate files were released. One file contained
the comments along with their corresponding doc-
ument and comment IDs, as illustrated below:

document,comment_id,comment
NDY-274,93,ich will mehr buch reviews :D
NDY-274,94,gute review !!
NDY-274,95,200 Seiten in 1,5 h ?

Two additional files provided labels for these
comments. The file for Subtask 1 contained labels

1https://github.com/tsproisl/SoMaJo

for the same set of comments, indicating whether
each comment contains candy speech (‘yes’) or not
(‘no’):

document,comment_id,flausch
NDY-274,93,yes
NDY-274,94,yes
NDY-274,95,no

The file for Subtask 2 contained labels only for
the comments that included candy speech, speci-
fying both the type and the start and end character
indices of each candy speech expression, as illus-
trated below:

document,comment_id,type,start,end
NDY-274,93,encouragement,0,29
NDY-274,94,positive feedback,0,14

For the test set, only the file containing the com-
ment texts was released.

The dataset, including both the training and test
data, as well as the annotation guidelines, and eval-
uation scripts are publicly available under the fol-
lowing link: https://osf.io/4g8zb/.
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Dataset statistics. The final annotated dataset for
the shared task contains 46,286 comments (train-
ing data = 37,057, test data = 9,229). The basic
statistics on the dataset are given in Table 2.

Total # of tokens in the dataset: 553,701
Average # of tokens per comment: 11.96
Shortest comment (tokens): 1
Longest comment (tokens): 1,880
Type-token ratio: 0.08

Table 2: Basic statistics on the dataset.

The binary class distribution in the dataset, i.e.,
the annotations relevant for Subtask 1, is imbal-
anced, with the ‘yes’ class (indicating the presence
of candy speech) being the minority (Table 3).

Train Test Total

# % # % # %

yes 10,773 29.1 3,807 41.3 14,580 31.5
no 26,284 70.9 5,422 58.7 31,706 68.5

Table 3: Binary class distribution in the dataset.

In total, the dataset contains 21,785 candy
speech expressions. The comments containing
candy speech have a minimum of 1, a maximum
of 26, and an average of 3.76 expressions per com-
ment. The average length of a candy speech ex-
pression is 28.09 characters, with a minimum of
1 and a maximum of 533 characters. The num-
ber of unique types per comment ranges from 1
to 6, with an average of 1.27. A total of 3,176
comments (21.78%) contain more than one unique
type. The most frequent co-occurring type pair is
affection declaration and positive feedback (7.4%;
1,082 instances). Other common pairs include com-
pliment with positive feedback (7.1%; 1,028) and
encouragement with positive feedback (4.0%; 587).
Less frequent but notable are affection declaration
with compliment (2.8%; 414) and gratitude with
positive feedback (1.9%; 270). The distribution of
the annotated candy speech types in the dataset is
shown in Table 4.

5 Evaluation

Following in the footsteps of previous GermEval
shared tasks (Remus et al., 2019; Johannßen et al.,
2020; Risch et al., 2021b), we use the platform Cod-

abench for the evaluation of submissions.2 We used
F1-score as the primary evaluation metric, and re-
ported precision and recall for additional reference.
In Subtask 1, which was a binary classification task,
submissions were ranked based on the F1-score for
the positive class (‘yes’, i.e., comment contains
candy speech). Subtask 2 involved the exact iden-
tification of candy speech expression spans in the
input text and their classification into predefined
categories. Notably, individual candy speech ex-
pressions may be nested or overlapping, and each
expression must be identified independently. We in-
vestigated a range of classification and span-based
evaluation metrics for clarity and feasibility, and
arrived at per-span F1-score as the final metric. We
computed precision, recall and F1-score for three
custom evaluation metrics: strict match, type match
and span match. The overall ranking of submis-
sions was based on the F1-score for strict match.
The other two metrics were included to differen-
tiate between distinct methodological approaches,
such as the use of different models by participants.
The details on these metrics are provided below.

Strict match requires an exact match between
both the type and the character-based span of each
candy speech expression in a comment. Strict
match recall measures the number of span-type
tuples in the manually annotated gold data which
were recovered by the automatic system. Strict
match precision measures the number of span-type
candy speech expression tuples identified by the
system which were also present in the gold data.
F1-score is the harmonic mean between these two
measures as usual. To achieve a perfect score, the
system must identify all candy speech expressions
in a comment with their correct type labels and
exact spans. Note that one comment may contain
multiple instances of the same type of candy speech
(e.g., two compliments), which is taken into ac-
count by this metric.

Type match evaluates whether the candy speech
types present in a given comment were correctly
identified by the system, regardless of their spans.
To achieve a perfect score, the predicted candy
speech types for a comment must exactly match
those and only those present in our gold standard.
This metric also accounts for the fact that one com-

2The competition pages for the two respective sub-
tasks are https://www.codabench.org/competitions/
6120 and https://www.codabench.org/competitions/
7921.

391

https://www.codabench.org/competitions/6120
https://www.codabench.org/competitions/6120
https://www.codabench.org/competitions/7921
https://www.codabench.org/competitions/7921


Total Train Test

Type # % # % # %

positive feedback 11,403 52.3 8,417 53.3 2,986 49.9
affection declaration 3,933 18.1 2,720 17.2 1,213 20.3
compliment 3,504 16.1 2,773 17.6 731 12.2
encouragement 1,009 4.6 769 4.9 240 4
group membership 558 2.6 167 1.1 391 6.5
gratitude 474 2.2 236 1.5 238 4
ambiguous 279 1.3 213 1.3 66 1.1
agreement 269 1.2 224 1.4 45 0.8
implicit 255 1.2 183 1.2 72 1.2
sympathy 101 0.5 97 0.6 4 0.1

Total 21,785 100 15,799 100 5,986 100

Table 4: Distribution of candy speech types in the dataset.

ment may contain multiple instances of the same
candy speech type (e.g., two compliments).

Span match ignores the type label of candy
speech expressions but is otherwise strict regarding
the span boundaries. An expression is counted as
correctly identified only if its exact character span
matches that in the gold standard.

6 Results

A high-level summary of the participants’ results
for the two subtasks is presented in Table 5. This ta-
ble provides statistics for the F1-score, which was
used as the official ranking metric in the shared
task. Compared to Subtask 1, the results for Sub-
task 2 are more diverse, as indicated by the higher
standard deviation. Furthermore, the best F1-score
for Subtask 1 (89.06) is considerably higher than
for Subtask 2 (63.07), and the median for Subtask
2 is much lower and farther from the best system
score than in Subtask 1. These numbers suggest
that Subtask 2 is substantially more challenging,
indicating that there is still considerable room for
improvement in fine-grained detection of candy
speech expressions.

Coarse-grained classification. We received 20
submissions from 10 teams for Subtask 1. The
results are presented in Table 6. The highest
score was obtained by team AIxcellent Vibes (F1
= 89.06), closely followed by teams HHUflauschig
and Die SuperGLEBer. As a baseline, we report the
performance of a random classifier that predicts la-
bels on the test data based on the class distribution

observed in the training set. All systems achieved
F-scores well above the random baseline.

Fine-grained classification. We received 16 sub-
missions from 7 teams for Subtask 2. The results
are shown in Table 7. In this subtask, team AIxcel-
lent Vibes achieved the highest score (F1 = 63.07),
followed again by team HHUflauschig and, with a
large distance, by team Coling-UniA.

To capture the complexity of the fine-grained
classification task, we include three baselines that
reflect its multi-step nature. The first baseline (ran-
dom spans and labels) performs random predic-
tion of both spans and their corresponding labels,
representing the most challenging scenario. The
second baseline assumes perfect knowledge of the
gold-standard spans but assigns labels randomly
(random labels), while the third baseline assumes
perfect knowledge of the gold-standard labels but
predicts spans randomly (random spans). All base-
line predictions are made on the test set, with labels
assigned according to the distribution observed in
the training data. Since only very few comments
contain overlapping spans (126; 0.86%), the base-
lines are designed to generate only non-overlapping
spans. The baseline results show that predicting
types when spans are known is more straightfor-
ward than the more challenging tasks of assigning
spans to gold labels or randomly guessing both
spans and types. The teams’ results range from
levels similar to the baselines to substantially out-
performing them, highlighting both the diversity of
approaches and the complexity of the task.
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Subtask # Teams # Runs Min Max Median Mean SD

(1) Coarse-Grained Classification 10 20 68.42 89.06 85.44 81.89 7.36
(2) Fine-Grained Classification 7 16 0.00 63.07 14.32 25.37 24.09

Table 5: Summary statistics for overall F1-scores in the two subtasks.

Team ID Submission Number F1 P R

AIxcellent Vibes submission 2 89.06 92.67 85.71
HHUflauschig submission 1 88.72 90.00 87.47
Die SuperGLEBer submission 2 88.27 91.49 85.26
Die SuperGLEBer submission 3 88.03 92.33 84.11
NLPSuedwestfalen submission 1 87.96 91.11 85.03
TUM NLP Group submission 2 87.85 88.66 87.05
NLPSuedwestfalen submission 3 87.78 90.24 85.45
AIxcellent Vibes submission 1 87.50 93.31 82.37
Die SuperGLEBer submission 1 87.43 91.43 83.77
NLPSuedwestfalen submission 2 87.28 89.99 84.74
NLP_Augsburg_04 submission 1 83.60 90.33 77.80
ANON-A* submission 1 81.90 86.77 77.54
ANON-A* submission 2 81.79 86.77 77.36
TUM NLP Group submission 3 77.15 84.42 71.03
TUM NLP Group submission 1 76.68 86.87 68.64
Quabynar submission 1 75.42 70.99 80.43
ANON-B* submission 1 74.63 81.69 68.69
Flauschgummi submission 3 69.72 88.79 57.39
Flauschgummi submission 1 68.52 68.29 68.74
Flauschgummi submission 2 68.42 87.65 56.11

random baseline 34.44 41.12 29.63

Table 6: Results of Subtask 1: coarse-grained classification. The best submission of each team is shown in bold.
Teams marked with * withdrew from further participation.

General conclusions drawn from the evaluation.
Participants in the shared task completed a survey
designed to gather essential information about their
submissions. Based on their responses and the
submitted papers, we draw the following conclu-
sions. Most submissions focused on the machine
learning aspects of the task. In particular, the use
of transformer-based language models was by far
the most common approach, with 7 out of 9 teams
that completed the survey employing this method.
The remaining teams primarily used supervised
learning with traditional algorithms such as logistic
regression or SVM. Notably, among the various
ways to utilize transformers, fine-tuning was the
predominant strategy (all teams that used trans-
formers at least experimented with fine-tuning),
whereas zero-shot and few-shot approaches were

much less common (two teams explored zero-shot
or few-shot classification (Coling-UniA and Quaby-
nar), while one team used few-shot prompting for
data augmentation (TUM NLP Group). This also
explains why prompt engineering played only a
minor role in the task. Similarly, only one team
employed some form of pre-training (TUM NLP
Group).

Although the methodological approach was
similar, primarily fine-tuning transformers, there
was considerable variation in system performance
across both tasks (see Table 5). This may be
attributed to the use of a wide range of lan-
guage models: approximately 50 (!) distinct
models were experimented with, and only a
few were used by more than one team (e.g.,
bert-base-german-cased was used by four
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Strict Type Span

Team ID Sub F1 P R F1 P R F1 P R
AIxcellent Vibes sub 2 63.07 65.84 60.52 76.91 80.28 73.81 67.56 70.53 64.83
AIxcellent Vibes sub 1 62.33 68.78 56.98 75.58 83.40 69.09 66.19 73.04 60.51
HHUflauschig sub 1 61.46 62.92 60.07 76.64 78.46 74.91 66.80 68.38 65.29
Coling-UniA sub 2 49.80 47.48 52.36 67.98 64.82 71.47 56.68 54.05 59.59
Coling-UniA sub 3 46.26 42.36 50.95 64.63 59.18 71.18 52.74 48.29 58.09
NLP_Augsburg_04 sub 1 33.38 24.09 54.31 49.24 35.54 80.12 36.50 26.35 59.39
Coling-UniA sub 1 31.96 29.26 35.20 64.63 59.18 71.18 35.90 32.88 39.54
Quabynar sub 3 15.90 14.87 17.09 40.79 38.14 43.84 25.65 23.98 27.56
Die SuperGLEBer sub 3 12.74 13.63 11.96 17.28 18.48 16.22 57.99 62.03 54.44
Die SuperGLEBer sub 1 8.87 9.26 8.52 15.66 16.33 15.04 46.47 48.48 44.62
Die SuperGLEBer sub 2 8.66 9.65 7.85 16.27 18.13 14.75 42.77 47.67 38.79
ANON-A* sub 2 3.94 4.41 3.56 56.16 62.88 50.74 4.97 5.57 4.49
ANON-A* sub 3 3.57 4.05 3.19 53.82 61.10 48.10 4.58 5.20 4.09
ANON-A* sub 1 2.32 2.61 2.09 45.77 51.50 41.18 2.91 3.28 2.62
Quabynar sub 1 1.67 1.30 2.36 38.12 29.56 53.64 2.30 1.79 3.24
Quabynar sub 2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

random spans and labels 3.01 3.97 2.42 12.43 16.40 10.01 8.76 11.55 7.05
random spans – – – – – – 8.10 8.10 8.10
random labels – – – 40.93 40.93 40.93 – – –

Table 7: Results of Subtask 2: fine-grained classification. The best submission (sub) of each team is shown in bold.
Teams marked with * withdrew from further participation.

teams, and deepset/gbert-large by three). Still,
more than half of the participants tested some form
of BERT (Devlin et al., 2019).

Team AIxcellent Vibes (the winning team in
both subtasks) used hybrid methods combining
pretrained language models with traditional or
lightweight classifiers, adapting them to the spe-
cific structure of each subtask.

In terms of training data, only one team
(Flauschgummi) used additional data beyond what
was provided by the organizers of the shared task,
incorporating the GoEmotions dataset (Demszky
et al., 2020). In addition, team TUM NLP Group
experimented with data augmentation employing
techniques such as synonym replacement, back
translation (via English), and LLM-based synthetic
data generation. In their approach, only LLM-
based augmentation with a small amount of syn-
thetic data (10%) showed an improvement. Team
AIxcellent Vibes applied oversampling to the candy
speech class via sampling with replacement to bal-
ance the ratio with the non-candy speech class.

Linguistic pre-processing was generally rare and
mostly limited to basic forms of text normaliza-
tion, such as stemming or lemmatization. Only two

teams applied domain-specific normalization to ac-
count for the social media origin of the data, such as
removing non-alphanumeric characters, e.g., emo-
jis (team Flauschgummi), or applying spelling cor-
rection (team HHUflauschig).

Only a few participants made use of additional
(linguistic) tools or resources. One team used
spaCy3 (HHUflauschig), and another team used
NLTK4 (Flauschgummi). Furthermore, one team
utilized a sentiment lexicon (Palanisamy et al.,
2013) and employed Doc2Vec (Le and Mikolov,
2014) (Flauschgummi), and a different team incor-
porated German spelling correction and machine
translation (HHUflauschig).

Despite the popularity of ensemble methods in
other shared tasks (Wiegand et al., 2019; Struß
et al., 2019; Risch et al., 2021b), only two teams in
this competition used ensemble approaches (again
teams Flauschgummi and HHUflauschig).

Nearly half of the participants focused on proper
hyperparameter tuning. According to responses in
the shared task survey, most teams considered the
choice of language model to be the most impor-

3https://spacy.io
4www.nltk.org
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tant and effective aspect of system development.
Interestingly, not a single team relied exclusively
on large language models offered by subscription-
based platforms, such as OpenAI’s GPT-4o.

Hardware resources also played a significant role.
Only one team conducted experiments without ac-
cess to a compute cluster (either via Colab or an in-
stitutional cluster). Consequently, it is perhaps un-
surprising that around 75% of participants viewed
improvements in hardware resources (e.g., more
powerful GPUs) as a realistic avenue for enhancing
system performance.

Notable insights to mention in this overview pa-
per, as reported by the participants in the shared
task survey, include the following: tagging (i.e.,
Subtask 2) exhibits much greater variance in re-
sults across models than classification (i.e., Sub-
task 1) (team Die SuperGLEBer), linguistic tech-
niques substantially improve a model’s understand-
ing of sarcasm (team NLP_Augsburg_04), and two-
step stacking outperforms direct modeling (team
HHUflauschig).

Team AIxcellent Vibes found that token-level
span annotations provide a richer training signal
than comment-level labels, resulting in models
leveraging the former outperforming those trained
with the latter in Subtask 1.

7 Conclusion

In this paper, we presented the GermEval 2025
Shared Task on Candy Speech Detection. As part
of this task, we introduced a manually annotated
dataset consisting of 46,286 German YouTube com-
ments. The results for the two offered subtasks
show that state-of-the-art classification approaches
perform well on Subtask 1, with many systems
achieving F-scores in the high 80s. However,
performance on Subtask 2 still lags notably be-
hind, indicating that this subtask remains far from
solved. Regarding methodology, most participants
employed transformer-based neural networks. Due
to the complexity of these methods, there is a large
number of degrees of freedom, such as the choice
of language models and hyperparameter settings.
These choices continue to have a significant impact
on the overall classification performance. Notably,
we cannot identify a clear winning approach, par-
ticularly for Subtask 1, as several systems achieved
similarly strong results.
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