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Abstract

The Second World Ocean Assessment (WOA-
II) was a comprehensive evaluation of the
world’s oceans and climate impacts. We
present a Retrieval-Augmented Generation
(RAG) to query the discipline specific bibliog-
raphy of the WOA-II using bibliometric meta-
data as the external knowledge source. Our
approach uses a basic RAG pipeline with a
single dense embedding, TF-IDF clustering, a
single retriever with Euclidean distance similar-
ity, and two open-source models to provide two
response modes from a single non-parametric
source using bibliometric abstracts as the ex-
ternal knowledge source. The paper details
the implementation process, our evaluation of
prompt development, response quality and pref-
erence, clustering, response time, and discusses
limitations and future research directions. We
evaluate our system by comparing the results
from a variety of modes and by comparing our
system’s outputs to a benchmark’s outputs.

1 Introduction

The current landscape of ocean research is char-
acterized by significant challenges, including in-
formation overload due to the sheer volume of lit-
erature. Our exploratory work aims to enhance
the accessibility and understanding of ocean sci-
ence research by using extracted references from
The Second World Ocean Assessment (WOA-II)
(United Nations, 2021) and integrating the biblio-
metric metadata into a retrieval augmented gener-
ation (RAG) application to provide question-and-
answering (Q&A) and summarization. The proto-
type system supports two modes of chat and sum-
marization through a web application, enabling
users to explore and derive insights from the WOA-
II references corpus.

Toupin et al., (2024) previously expanded on the
collection of references from the WOA-II report
through the collection of cited and citing works

from both Crossref and OpenAlex. The OpenAlex
database (Priem et al., 2022), a comprehensive
repository of scientific publications, exemplifies
the information volume challenge as it contains ag-
gregated metadata for millions of papers related to
marine ecosystems.

In the remaining sections, we first review exist-
ing literature, and methodologies related to meta-
data and RAG applications. Section 3 details the
design and implementation process, including data
collection and pre-processing, clustering, system
architecture, and platforms utilized. Section 4 dis-
cusses the system’s interaction modes (Chat and
Summarize). Section 5 presents key takeaways of
the project by comparing modes and comparing our
results to the OceanBench (Bi et al., 2024) bench-
mark. We then discusses limitations and section 6
provides recommendations for future work.

2 Prior Work

This section discusses the United Nation’s World
Ocean Assessments, prior work investigating RAG
applications using academic text, reports, and meta-
data. We conclude with a few of the documented
challenges for RAG that we think are pertinent to
this research area.

2.1 World Ocean Assessments

The WOA-II is the major output of the second cy-
cle of the Regular Process for Global Reporting
and Assessment on the state of the marine environ-
ment, building on the work of the first World Ocean
Assessment.

This report involves contributions from interdis-
ciplinary writing teams made up of more than 300
experts, drawn from a pool of over 7,820 experts
worldwide. The WOA-II aims to support decisions
and actions to achieve Sustainable Development
Goals, particularly Goal 14, as well as the imple-
mentation of the United Nations Decade of Ocean
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Science for Sustainable Development, which fo-
cuses on life below water and human impacts. The
topics covered in the assessment include drivers
of change, current marine state and trends, pres-
sures and impacts on the ocean, and environmental,
social, and economic management (CSIRO, 2023).

2.2 Retrieval-Augmented Generation
One way to the address shortcomings with para-
metric knowledge of an LLM is to retrieve sources
from an authoritative knowledge base outside of its
training data before generating a response (Lewis
et al., 2020). RAG extends a model’s capabilities
to specific domains or to more recent knowledge
in lieu of other fine-tuning or instruction tuning
methods.

Discipline specific reports such as WOA-II have
similarly been used in past RAG research. Vaghefi
et al., (2023) used the IPCC report as the basis for
a curated selection of PDFs in their ChatClimate
RAG-based chat interface in which they heuristi-
cally evaluated responses for accuracy in three con-
ditions. Hsu et al. (2024) investigated the use of
RAGs grounded in credible texts on net-zero com-
pliance to mitigate increasing dependence on foun-
dation models like ChatGPT by policy decision
makers and as a counter to ‘false and disingenuous
net-zero claims’. They introduced ChatNetZero
and evaluated responses by comparing responses
to original texts for accuracy and asking policy
experts to compare against ungrounded chatbots.

Academic text has been used with LLMs such as
OpenAI’s GPT models in academic search engines
(Van Noorden, 2023) to meet the specific needs
of students and researchers. Bi et al., (2024) cre-
ated OceanGPT, a LLaMA-2 based LLM on the
ocean domain, as well as OceanBench a bench-
mark for evaluating ocean domain responses. They
used 67,633 open-access publications of parsed
PDFs, exclusive of figures, tables, references, etc.,
as well as curated ‘historically significant literature’
(Bi et al., 2024). Nguyen et al. (2024) developed
My Climate Advisor a RAG-based tool which re-
turned synthesized literature responses to queries
from farmers and advisors. They used scientific
literature and industry grey literature on climate
resilience knowledge and evaluated system perfor-
mance with domain experts to assess response gen-
eration preference compared with 12 open-access
and proprietary LLM models. Han, Susnjak, &
Mathrani (2024) outlined a framework for RAG to
automate systematic literature reviews, though they

also acknowledged the challenge for retrieval.

2.3 Bibliometric metadata and abstracts
However, bibliometric metadata, either created
from scientific documents or harvested from bib-
liometric databases, has not been used extensively.
Abstracts have been used in pre-training Climate-
BERT (Webersinke et al., 2022) which used re-
search abstracts in lieu of full texts from the Web of
Science, but they parsed these from full text. They
have also been used in RAG pipelines with gen-
erated metadata as a retrieval filter (Poliakov and
Shvai, 2024), for software comprehension (Shaik
et al., 2024), or abstracts used to derive keywords
for retrieval from biomedical literature used to con-
struct systematic reviews (Li et al., 2024). Others
such as Agarwal et al. (2024) created LitLLM
which similarly derived keywords from seed docu-
ments and then applied multiple retrieval strategies.

2.4 Challenges for RAG
Acknowledging known challenges for RAG such
as low-level perturbations (Cho et al., 2024), zero-
shot precision for specialized domains (Sawarkar
et al., 2025), context size (Tian et al., 2025), or
struggling with real world conflicting knowledge
(Marjanović et al., 2024), we wanted to know if ab-
stracts could provide enough information to answer
simple queries from users exploring the corpus. It
is unknown if typos or irrelevant information in
abstracts may affect responses or retrieval, or how
many abstracts may be needed to provide an ade-
quate response. It is further unknown if the abstract
length compounds problems of context size, or how
conflicting knowledge between two abstracts may
affect an LLM’s response.

3 Approach

In our prototype, RAG may be used to enhance
the user’s understanding of the references extracted
from the WOA-II document or explore ocean re-
lated topics. Our approach uses a basic RAG
pipeline with a single dense embedding, cluster-
ing, a single retriever, and two generation mod-
els to provide two response modes from a single
non-parametric source using bibliometric metadata.
The RAG system is implemented as per Figure 1
and will be discussed in the following sections.

3.1 Reference Data processing
DOIs from the cited works in WOA-II are used to
retrieve metadata elements, such as title and ab-
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stract from OpenAlex, an open-source bibliometric
database. Abstracts from OpenAlex are inverted
so each was reordered back to readable text. Each
document is constructed from the OpenAlex iden-
tifier, title, authors, abstract, publication source,
PDF URL, cited by count, publication year, publi-
cation type, and concepts. The concepts are lists of
algorithmically determined labels based on title, ab-
stract, and publication and provided by OpenAlex
as an additional metadata element. Each document
is saved as a plain text file for retrieval and genera-
tion and as a PDF file for fast viewing by the user
resulting in a corpus of 4,723 documents.

TF-IDF is used on each text file and K-means
clustering applied with the number of clusters de-
termined by the elbow method, which involves plot-
ting the within-cluster sum of squares against the
number of clusters and selecting the point where
the rate of decrease notably declines. We assign 17
clusters for our corpus and manually checked them
for topical agreement.

3.2 Embedding

The user’s input query is first run through the em-
bedding model, nomic-embed-text-137M (Nuss-
baum et al., 2024), producing an embedding rep-
resentation of that text and stored in the database.
Documents with a unique chunk ID, are loaded by
cluster and embedded using the same model for
vector space alignment, accurate similarity mea-
surement, and following best practices.

3.3 Database and retrieval

ChromaDB (Huber and Troynikov) was selected as
it is appropriate for applications involving similar-
ity search and retrieval of embeddings. The docu-
ments are grouped into folders, chunked as a single
ID, (for convenience using the Chroma DB tools)
and stored in the database. We use the built-in
retriever, the Hierarchical Navigable Small World
(HNSW) index and approximate nearest neighbor
(ANN) search with the default L2 Euclidian dis-
tance similarity function. After some experimen-
tation exploring minimum values, the retriever is
set to k=5 for returned documents. After this, the
context is assembled according to the prompt in-
structions.

3.4 Model selection

Our system uses Llama3 [7B] and Phi3-medium
[14B] for generating the responses and the sum-
maries along with the prompt templates for each

interaction mode. The LLaMA (Touvron et al.,
2023) models are open-source, instruct tuned vari-
ants and were selected for control over data, our
use of copyrighted scientific literature, and reli-
ability (Nguyen et al., 2024). We selected Phi3
(Microsoft) for similar qualities but wanted to ex-
plore if a smaller model produced acceptable re-
sponses given the brevity of abstracts. We use
Ollama (Ollama, 2025) as our server framework
to handle the local versions of both models and
embedding model and to provide extensibility of
different model usage in future. We do not quantize
the models at this stage in our prototype. The query
and the retrieved documents are routed through Ol-
lama for a response from the selected model.

3.5 Interface

We use Streamlit (Streamlit), an open-source frame-
work in Python, which was easy to use by the de-
velopment team as a prototype interface for ex-
ploration. The interface includes mode selection
and prescripted on and off-topic questions. In the
center is the text entry for query and below were
three dropdowns, one for each model response and
one that includes PDFs of each retrieved source
document.

3.6 FastAPI

FastAPI (Ramírez, 2025) was selected as a web
framework as it supports asynchronous functions
and enables functionality of our app using a local
deployment across our institutional network. The
API handles user input, prompt template, and inter-
acts with Ollama for embeddings and generation.

4 System Interaction Modes

The system supports two modes of interaction:
Chat mode and Summary mode, each serving dis-
tinct purposes. Chat mode is the default mode,
which allows users to engage in interactive con-
versations and receive structured responses based
on the abstracts stored in the database. Summary
mode generates concise overviews of selected ab-
stracts given a user’s query.

Both modes have access to pre-scripted queries.
One set is relevant to the corpus, such as “describe
the current state of global fish stocks”, and the other
set includes incorrect queries, such as ‘how do I
train my dog to do tricks?”. The ‘irrelevant’ ques-
tions were specifically included to not only demon-
strate to new users how the system works, but also
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Figure 1: RAG pipeline overview.

to verify during the development that answers were
only coming from the retrieved documents, and not
relying upon parametric memory.

4.1 Chat Mode

Chat mode is designed to answer the user’s query
with concise answers given the context of the World
Ocean Assessment references, from the most simi-
lar clusters. The chat prompt template (Appendix
A.1) was based on the domain specific definition of
the system’s role, contextual relevance from the re-
triever, integration of the user’s query and response
generation instructions. The instructions consist
of 8 points which emphasize strictly adhering to
the facts presented in the context documents. This
also helps to guard-rail the model against generat-
ing out-of-context or fictional answers to questions
which are not directly relevant to the domain.

4.2 Summary Mode

Summary mode is designed to provide users with
comprehensive summaries of top relevant research
papers for a given user’s query. This mode gener-
ates responses from multiple documents to present
a cohesive overview to quickly summarize the
theme, findings and research implications. The
prompt template shown in Appendix A.2, is de-
signed so that the generated summaries are com-
prehensive, systematically structured, and strictly
based on the information available in the provided

context.
This template instructs the model to analyze the

context and generate a response containing key in-
formation from all relevant documents. This is
to ensure the summary is comprehensive and con-
tains insights from multiple sources to provide a
complete holistic answer to the user’s query. The
model is instructed to generate a summary contain-
ing specific sections like Overview, Key Findings,
Methodologies, Comparative Analysis, Research
Implications, Future Directions, and Key Terms
and Concepts. Additionally, instructions on how
to cite the relevant source documents to enforce
transparency and verifiability are added.

5 Evaluation and Discussion

The quality of the generated response depends on
the relevance of the retrieved documents, and this
is both a benefit and a challenge with RAG. We
use a heuristic approach for evaluation as our team
were familiar with the literature and we compared
our results to a published benchmark.

From the perspective of assessing if abstracts
were viable as a source, we evaluated our prompt
development, response quality and model prefer-
ence, the effect of cluster selection, and measured
response time. Our guidelines to focus the evalu-
ation are to assess whether bibliometric abstracts
are sufficient for providing acceptable answers to
simple queries, provide acceptable summaries, and
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provide verifiable references. Acceptability was
agreed upon to be from the perspective of expert
academic users.

We used the OceanBench (Bi et al., 2024) bench-
mark to analyze our system. OceanBench contains
over 10,000 LLM inputs related to the ocean and
contains the respective outputs. Due to the size of
the benchmark, it was not possible to do an exhaus-
tive search for all relevant questions. Instead, we
randomly selected a subset of questions that the
LLM would likely be able to answer and questions
that would be difficult for the system to answer. We
also made a subset of 4 prompts by randomly select-
ing from all the prompts in the dataset. If a prompt
was unlikely to provide a valid answer, such as the
prompt: “Extract three evaluation indicators from
the guide provided on the official website of the
ocean environment evaluation center.”, we would
discard the prompt and randomly select another
one until 4 valid prompts were selected 1.

5.1 Prompt Engineering Iterations
As the LLaMA family of models do not provide sys-
tem prompts, there were many iterations to refine
the instructions and improve the response quality of
the LLM responses. For instance, in our initial base
prompt, the instruction to the model was simply to
answer the question based on the context retrieved
from the vector database. The motivation for this
base prompt is to see how the LLM generated a
response to the query given the context documents
given free autonomy.

For both modes, minimal prompts did not cite
the referenced documents, hallucinated false doc-
uments as references, and the summaries were of
varying formats. On the positive side, out of con-
text questions were answered acceptably. The final
versions, seen in Appendix A.1 and A.2, resulted in
responses from both models that were contextually
relevant and acceptable to users, but occasionally,
the citing references were false or incorrect. The
structure of in-context and out-of-context responses
was consistent.

5.2 Response Acceptability and LLM
Preference

We compared Llama3 [8B] and Phi3-medium
[14B] for user preference regarding satisfactory
responses adhering to the instructions. In both
cases, we found structure was often achieved with

1The subset of prompts and our system’s response to the
prompts can be provided upon request.

generated responses that included point form and
multiple paragraphs.

However, in some cases Phi3-medium deviates
with responses structured as a single paragraph if
either the context was less relevant or if the user’s
query was ambiguous. Otherwise, we found the
Phi3-medium model was stricter in adhering to the
instructions than Llama3. The generated answer by
Phi3-medium was often more concise than Llama3
which many users preferred.

Overall, response quality of both models is ac-
ceptable, but some occasional errors and issues
persisted. For example, as shown below, all papers
were cited together as "[1],[2],[3],[4],[5]", though
there was no correspondence between phrases in
the sentence and the referenced documents:

"c. Methodologies (68 words) The pa-
pers utilize a combination of empiri-
cal studies, theoretical frameworks, and
case analyses to assess marine species
richness, invasive species impacts on
conservation planning, ecological con-
sequences of changing climate patterns,
and the behavioral aspects influencing
trophic interaction [1], [2], [3], [4], [5]."

More disturbingly, the “References” section
did not include the correct documents from the
database:

"References: [1] Second World Ocean
Assessment [2] Comprehensive Review
of Marine Biodiversity Patterns and
Threats [3] Climate Change Impact
on Coral Reef Systems - A Case
Study Approach [4] Behavior-Mediated
Trophic Interactions in Marine Mam-
mals: An Ecological Perspective [5] In-
vasive Species Impacts on Marine Spatial
Planning and Conservation Strategies"

Although these hallucinations were reduced and
only occurred occasionally, their persistence sug-
gests we need another mechanism in our pipeline
for confirming references.

5.3 Effect of Cluster Selection
The LLM generates responses based on documents
retrieved from the most semantically similar clus-
ters. We find if a cluster is very fine-grained then
the LLM is more likely to hallucinate or generate
factually incorrect answers or may not have suffi-
cient information to generate answers. This was a
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concern with using abstracts and a small corpus for
the information tasks we provided. Conversely, if a
cluster topic is overly broad, then the LLM gener-
ated answers which are very generic or generalized
to the user’s question or the domain itself.

The LLM’s responses seem heavily influenced
by the clustering and and may be limitations of
using TF-IDF for assigning topics to works con-
taining more than one topic. More work is needed
on providing transparency of topics assigned to
clusters and on exploring clustering algorithms.

5.4 Response Time
Primary factors affecting the time taken by local
LLMs to generate responses are the model size,
length of the generated answer, and hardware limi-
tations. For the Llama3 models it took an average
of 22 seconds for summary and 14 seconds for
chat, while for the Phi3 model it took 36 seconds
for summary and 16 seconds for chat, with some
variation depending on the complexity of the query.

One of our exploration goals was to evaluate if
we could run models locally yet not require expen-
sive multi-GPU hardware. The hardware worksta-
tion specifications included an Intel i5-11400F [6
cores @2.6GHz] with a single NVIDIA GeForce
RTX 3060 [12GB RAM], 16GB system ram [3200
MHz] and 1TB SSD storage. Both LLMs deployed
used the GPU, but as we did not quantize the mod-
els, more efficiency may be gained with quantizing
methods.

5.5 Benchmark Comparison
Many of our system’s responses have multiple para-
graphs with references and consistently use head-
ers and lists to make the responses more human
readable. The Benchmark response, however, only
provide answers with a few sentences and lack ref-
erences.

For general questions, such as: “Analyze the im-
pact of marine environmental dynamics processes
on the wave environment.”, our system’s answer
has similar themes to the benchmark. For the
prompt, "Categorize marine animals into several
types and provide examples for each." our system’s
chat mode response is very similar to the bench-
mark response and even provides references related
to protecting animals in the specific categories.

Our system does hallucinate at times and some-
times hallucinates references. Since our system
provides references, a user can verify the correct-
ness of the answer and be wary of answers that

have false or no references. The benchmark out-
puts does not provide any references, meaning the
user must trust the LLM with limited justification.

6 Conclusions and Future Work

We presented a prototype RAG application using
open-source bibliometric metadata as an external
knowledge source and open-source models run
from a local workstation within our institutional
network. Overall, we are encouraged by the results
on using abstracts especially considering how few
documents were retrieved (k=5) for each query.

Both models perform well with our prompts and
users found responses acceptable regarding struc-
ture and response content, though there were per-
sistent hallucinated or omitted references. When
compared to the benchmark, our system’s response
is similar to the the benchmark with the added ben-
efit of more details and references to justify the
LLM’s responses.

Future work will explore adding a verifying loop
to review the references included in the response,
and to continue to explore instructions that reduce
false references. The effect of clusters was not
evident by the user, and more work is needed to
explore transparency and bibliometric clustering
methods for improved topic retrieval. Response
time was not perceived unfavorably by users given
we were running locally, but quantizing methods
may help reduce time and improve the experience.

There are several areas we look forward to con-
tinuing to explore and of course welcome any col-
laborators that may be interested. Currently, meta-
data has been curated from cited works in the WOA-
II report. Future work will expand this to citing
documents, greatly increasing the number and top-
ics of works available, which may address chal-
lenges with small clusters and poor responses from
highly focused clusters.

Clustering methods, particularly those around
bibliometric analysis should be explored, such as
using bibliometric, direct citation, co-citation, and
hybrid combinations along with algorithms typi-
cally used in the bibliometrics field, such as Lou-
vain and Leiden. Sparse, dense, and hybrid retrieval
methods also need to be explored with metadata
due to particular issues found in scientific texts for
their effect on retrieval metrics (Cho et al., 2024;
Shi et al., 2023). Post-query augmentation meth-
ods of using bibliometric measures for reranking
need to be explored beyond past work using cited-
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by counts. We also have concerns, from related
research, about the noisiness within abstracts and
titles, and much work is needed to understand the
scope and effects of these characteristics on retriev-
ers and embeddings.

The basic pipeline we have presented here will
continue to be a platform for experimentation on
how bibliometric metadata may serve as an openly
available source of authoritative, external knowl-
edge for future RAG applications.
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A Appendix

The following are the prompts given to the respec-
tive system interaction modes. The {context} por-
tion of the prompts is replaced with the abstract,

title, and other metadata of all the works within
the selected cluster. The {question} portion of the
prompts is replaced with the user’s query.

A.1 Chat Prompt

You are an expert marine scientist
assistant with comprehensive
knowledge of the Second World
Ocean Assessment
and its referenced research papers.

Context: {context}
User Query: {question}
Instructions:
1. Analyze the user's query carefully
to understand the specific information
needed.

2. Utilize the retrieved information to
identify the most relevant research
documents.

3. Synthesize information from the
relevant abstracts to formulate a
comprehensive answer.

4. Provide a clear, concise, and
factualresponse that directly
addresses the user's question.

5. Cite the relevant 'source' document
IDs in your response using the format
[Citations: [1] (the source),
[2] (the source), etc.]
and at the end list them.

6. If the question is out of context or
unclear based on the available documents,
respond with:
"That question is out of the scope of
the available documents."

7. If the information requested is not
present in the available documents,
respond with: "The information you're
seeking is not available in the
referenced documents."

8. Stick strictly to the facts presented
in the documents; do not generate
speculative answers.
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Your response should be:

- Accurate and fact-based
- Directly relevant to the user's query
- Concise yet comprehensive
- Properly cited using the document
IDs and PDF citations

Answer response:

A.2 Summary Prompt

You are an expert marine scientist
assistant tasked with summarizing
research papers related to the
Second World Ocean Assessment.

Context:

{context}

Instructions:

1. Analyze the context and
synthesize their key information.

2. Create a comprehensive summary
that integrates insights from all
relevant papers in Context.

3. Structure your summary as follows:

a. Overview (100-150 words)

Provide a high-level summary of the main
themes and findings across all papers.

b. Key Findings (3-5 bullet points)

List the most significant discoveries
or conclusions from the papers.

c. Methodologies (50-75 words)

Briefly describe the primary
research methods used across the studies.

d. Comparative Analysis (75-100 words)

Highlight any notable similarities
or differences between the papers'
approaches or results.

e. Research Implications (50-75 words)

Summarize the broader implications
of these findings for marine
science or policy.

f. Future Directions (50-75 words)

Identify gaps in current knowledge
or areas for future research as
mentioned in the papers.

g. Key Terms and Concepts

Define 3-5 important technical
terms or concepts crucial to
understanding the research.

4. Cite the relevant document Title
in your summary using the format
[1], [2], etc. and list them
at the end from the context.

5. Aim for clarity, conciseness,
and accuracy in your summary.

6. Stick strictly to the information
presented in the documents; avoid
speculation or external information.

7. If the question is out of context
or not clear based on the available
documents, respond with:
"That question is out of the scope
of the available documents."

Your summary should be:
- Comprehensive, covering the main
points from all relevant papers
- Accurate and fact-based
- Well-structured according
to the outline provided
- Properly cited using the document IDs

Summary:
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