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Abstract

This paper outlines our contribution to the Sus-
tainEval 2025 shared task (Prange et al., 2025),
which focuses on the classification of German
sustainability report snippets into one of 20 pre-
defined content categories defined by the Ger-
man Sustainability Code (DNK). We fine-tuned
a transformer-based model, deepset/gbert-base,
and explored multiple methods to improve clas-
sification performance, including hyperparam-
eter tuning, data augmentation through back-
translation, and model ensembling. While our
ensemble model achieved a accuracy of 0.74
on our internal validation set, its performance
dropped to 0.58 on the final test set evaluated by
the organizers, highlighting challenges in adapt-
ability to new data. We compare our results to
several baselines and conduct error analysis
to identify common misclassifications patterns,
such as overlapping categories and ambiguous
language. Our findings demonstrate both the
potential and the limitations of NLP approaches
for structured content analysis in German sus-
tainability reports.

1 Introduction

Sustainability reporting is an essential practice for
organizations to show their commitment to envi-
ronmental, social, and economic standards. They
serve as a tool for transparency and accountability
for employees, investors, the public, and especially
regulators. European law requires large companies
and corporations to publish regular reports on the
social and environmental risks they face, and on
how their activities impact people and the environ-
ment (European Union, 2022). With the enactment
of the new directive in 2022, mandatory sustainabil-
ity reporting requirements have been extended to a
significantly larger number of companies across the
EU, leading to a rapid increase in published reports
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(European Union, 2022). These reports come in
many different languages, formats and structures
and their content needs to be processed, reviewed
and regulated.

This work was conducted as part of the Sus-
tainEval 2025 Shared Task (Prange et al., 2025),
which comprised two subtasks: Content Classifi-
cation (Task A) and Verifiability Rating (Task B).
Our submission addresses Task A, which involves
classifying short text snippets extracted from sus-
tainability reports according to one of 20 predefined
criteria, as shown in Table 1 and defined by the Ger-
man Sustainability Code (Deutscher Nachaltigkeit-
skodex, DNK) (Rat für Nachhaltige Entwicklung
(RNE), 2020).

Neubauten statten wir mit Solarthermie aus. In weiteren
Objekten haben wir Blockheizkraftwerke installiert. Die
CO2-Emissionen für das Jahr 2017 wurden separat er-
mittelt. Beim Vergleich der Jahre 2017 zu 2015 ergibt
sich bereits eine spürbare Reduzierung.

Figure 1: Example snippet with label 13: Climate-
Relevant Emissions

In this project, we address the task of automat-
ically classifying German-language text snippets
from corporate sustainability reports into prede-
fined content categories. Each text snippet corre-
sponds to a specific reporting criteria defined by
the German Sustainability Code, and the goal is to
accurately assign the appropriate label to each sam-
ple. An example of one of these snippets together
with its assigned label is shown in Figure 1. Our
work attempts to answer the following research
questions: How effectively can NLP and machine
learning models perform this classification task?
And which approaches are best to improve a base-
line model?

Sustainability reports play a crucial role in doc-
umenting a company’s compliance with environ-
mental, social, and governance standards, and they
significantly shape public perception and corpo-
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Strategy Process Management Environment Society

1. Strategic Analysis and Action
2. Materiality
3. Objectives

4. Depth of the Value Chain

5. Responsibility
6. Rules and Processes

7. Control
8. Incentive Systems

9. Stakeholder Engagement
10. Innovation and Product Management

11. Usage of Natural Resources
12. Resource Management

13. Climate-Relevant Emissions

14. Employment Rights
15. Equal Opportunities

16. Qualifications
17. Human Rights

18. Corporate Citizenship
19. Political Influence

20. Conduct that Complies with the Law and Policy

Table 1: Predefined reporting criteria in the German Sustainability Code (DNK) (Rat für Nachhaltige Entwicklung
(RNE), 2020)

rate image. Automating the classification of such
reports offers several benefits: It saves time and
resources, reduces human error, and enables large-
scale analysis and benchmarking of sustainability
activities across companies. NLP-based models
can scale effectively to process vast volumes of tex-
tual data, making them ideal tools for this domain.
However, challenges remain, particularly due to
the complexity of sustainability-related language
and the limited amount of research focused on
German-language corporate reporting. Our project
addresses this gap by contributing to a field where
automated, language-specific solutions are still un-
derexplored.

Our key contribution in this paper is the devel-
opment of a model that classifies German text snip-
pets from sustainability reports into one of twenty
predefined classes from the German Sustainability
Code. We further implement a baseline and an im-
proved ensemble model to compare performances.
To evaluate the models we the standard metrics ac-
curacy, precision recall and F1 score. Finally, we
conducted an error analysis to identify misclassifi-
cations and gain an understanding of the faults in
the model.

Our results show that the improved model out-
performs our own baseline model across the key
evaluation metrics and the official SustainEval base-
line on accuracy (Prange et al., 2025). However, we
also observed that certain classes were consistently
easier to classify than others, most likely due to
overlapping terminology or similar language usage
across categories. Through detailed error analysis,
we identified key challenges and limitations in dis-
tinguishing between semantically related classes.
Overall, our findings demonstrate the strong po-
tential of NLP-based models for the automated
classification of sustainability report content. In
this paper, we

1. propose a classification system tailored to
German-language sustainability reports

2. evaluate its performance using multiple met-

rics and synthetic data augmentation, and

3. show that fine-tuned NLP models can signifi-
cantly improve classification quality.

2 Related Work

Previous research has explored different ap-
proaches to automate the classification and anal-
ysis of sustainability reports, particularly with a
focus on the United Nations Sustainable Devel-
opment Goals (SDGs). Jakob et al. (2024) pro-
pose a method for classifying content in sustain-
ability reports by leveraging SDG icons embed-
ded by companies within their own reports. Their
approach employs page-level annotations derived
from these self-assessments to fine-tune multi-label
transformer-based models (Vaswani et al., 2017),
including Longformer (Beltagy et al., 2020) and
Transformer-XL (Dai et al., 2019). In addition,
they also experimented with OpenAI’s GPT models
(OpenAI et al., 2024) as part of their approach. An-
other study by Angin et al. (2022) introduced a fine-
tuned RoBERTa (Liu et al., 2019) model trained
on the OSDG Community Dataset (OSDG et al.,
2024), comparing classical and deep learning mod-
els for both binary and multi-class classification
of report segments, and found that deep learning
approaches outperformed traditional ones. Shahi
et al. (2011) looked at supervised text classifica-
tion of corporate sustainability reports based on the
Global Reporting Initiative (GRI) framework, in-
vestigating how machine learning can assess report
completeness against official performance indica-
tors. Additionally, Maibaum et al. (2024) compared
various NLP techniques, such as dictionary-based
methods, topic modeling, word embeddings, and
large language models (LLMs) on a large labeled
dataset, concluding that LLMs like ChatGPT and
fine-tuned BERT (Devlin et al., 2019) models out-
perform earlier approaches, with fine-tuning being
essential for optimal performance. Lastly, another
paper developed a novel RoBERTa-based classi-
fier to trace thematic transitions in European banks’
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sustainability reporting over time, concluding with
strong performance in SDG-related classification.
(Li and Rockinger, 2024)

Our work shares several similarities with prior
studies that use natural language processing tech-
niques in the context of sustainability reporting. We
focus on the classification of sustainability-related
content and employ transformer-based models such
as BERT for this task. However, while most re-
lated studies focus on English-language data and
SDG alignment, we specifically address German-
language sustainability reporting. Moreover, our
classification task is based on the German Sus-
tainability Code (Deutscher Nachhaltigkeitskodex,
DNK, Rat für Nachhaltige Entwicklung (RNE)
(2020)), using the 20 reporting criteria defined by
DNK.

3 Methodology

Experimental Setting Our approach followed
several steps to develop a strong classification sys-
tem for German sustainability report text snippets.
We first built a baseline model by fine-tuning a pre-
trained German BERT model variant1 (Chan et al.,
2020) specifically for our classification task. We
then evaluated the baseline on a development set
using accuracy, precision, recall, and F1-score, and
examined the confusion matrix to see where the
model made mistakes. Based on these results, we
improved the model by tuning hyperparameters and
adding early stopping to prevent overfitting. After
confirming better performance on the development
set, we created an ensemble that combined several
models, to boost overall accuracy and robustness.

Models and Fine-Tuning Specifically, for the
classification task, we chose ‘gbert-base’ (Chan
et al., 2020), a German language-specific variant
of BERT that is well-suited for processing com-
plex German text. In preliminary experiments, we
tested several models, with the deepset model and
the bert-base-german-cased variants emerging as
the best-performing ones. While bert-base-german-
cased was used as our own baseline, the final model
was built using the deepset variant due to its supe-
rior results (Figure 2). This model serves as the
backbone for our fine-tuning approach, allowing
us to adapt its deep contextualized representations
to the domain of sustainability report classification.
We used the HuggingFace Transformers library

1deepset/gbert-base

(Wolf et al., 2020) to facilitate integration of the
model, tokenizer, and training pipeline.

To optimize model performance, we imple-
mented hyperparameter tuning using the Optuna
framework (Akiba et al., 2019), which efficiently
explores the parameter spaces transformer model,
epochs, learning rate, weight decay, batch size, and
warm-up ratio using Bayesian optimization. This
search helped us identify configurations that im-
proved accuracy while reducing overfitting risks.
For training management and experiment tracking,
we integrated the Weights & Biases framework
(Biewald, 2020), providing transparent logging and
visualization of training progress and metrics, and
at the same time ensuring reproducibility.

Baselines To assess the performance of our mod-
els, we compared them against two baselines. First,
we used the official baseline result provided by the
shared task organizers, which achieved an accuracy
of approximately 0.63 on the validation dataset
(Prange et al., 2025). Additionally, we tested our
own baseline model using random hyperparame-
ters (Table 5), which achieved a similar accuracy of
about 0.63 on the validation dataset, but only 0.61
on the development dataset.

Data The dataset used is publicly available and
was curated as part of the Shared Task SustainEval
2025 (Prange et al., 2025). It consists of approxi-
mately 1,000 samples for training, 300 for develop-
ment, around 500 for validation, and an additional
trial set of about 80 samples. Each text snippet
is between 3 to 5 sentences long and was derived
from publicly available German-language company
reports indexed in the German Sustainability Code
(Rat für Nachhaltige Entwicklung (RNE), 2020).
The structure of each sample included several vari-
ables: an ID, the year, a context string, a target
string, and one assigned label out of 20, as shown
in Table 1. An exemplary text snippet is shown in
Figure 1.

Data Augmentation To improve our models per-
formance, we augmented the original data with
synthetic data generated through back translation
using a model2 provided by Tiedemann and Thot-
tingal (2020). We translated the German context
and target strings into English and then back into
German in order to create paraphrased versions of
the original text snippets. In total, we added 1,050

2‘Helsinki-NLP/opus-mt-de-en’
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mores text snipped using this method. Each gen-
erated data sample follows a similar structure as
the original data with variables including context,
target and task A label.

Ensemble We noticed that many models had
close to the same accuracy, however performed
differently on the different classes, depending on
their hyperparameters. Based on that information,
we decided to take an ensemble of models for our
final submission, where the collective model can
cancel out weaknesses of the individual models.
The final ensemble is a combination of seven mod-
els where each has its own hyperparameters. The
predictions per model are weighted equally. One of
those models was fine-tuned on the synthetic data
described above. For the remaining models, the
synthetic data did not improve performance.

4 Results and Discussion

The main goal of our evaluation was to measure
how well our models correctly classify each text
snippet. We used the shared task’s development
dataset and the official validation phase, applying
standard metrics: accuracy, precision, recall, and
F1-score. We also analyzed confusion matrices
to identify common misclassifications and better
understand which labels posed the most challenges.

After hyperparameter tuning, our best single
model achieved an accuracy of 0.68 on both the
validation and development sets, ranking first in the
validation phase of Task A. Notably, although many
models reached similar overall accuracy, their per-
formance varied widely across labels. To address
this, we combined seven diverse models into an
ensemble, which improved accuracy to 0.74 on the
development set (Table 2). In the final test phase,
however, the ensemble’s accuracy dropped to 0.58,
placing second overall.

Per-class results show that the ensemble per-
formed well on clear-cut categories like ‘Incentive
Systems’ and ‘Climate-Relevant Emissions’, but
struggled with more ambiguous ones like ‘Strate-
gic Analysis and Action’ or ‘Employment Rights’.
The recall distribution (Figure 2) confirms that the
ensemble reduced variation across labels compared
to individual models.

The confusion matrices (Figure 3, Figure 4, Fig-
ure 5) illustrate this trend: while the ensemble re-
duced overall errors, some categories with over-
lapping semantics, e.g., ‘Rules and Processes’ vs.
‘Responsibility’, remained difficult to separate.

Figure 2: This illustrates the distribution of recall scores
across individual class labels for the Baseline, Improved,
and Ensemble models. Recall was computed separately
for each label to assess the models’ ability to correctly
identify positive instances within each class.

The roughly 16-point drop from development to
test accuracy suggests that our models may have
overfit on the small in-domain datasets and did not
generalize well to unseen data. This highlights
a key limitation: larger or more diverse training
data might benefit this task more than generic data
augmentation. Moreover, the conceptual overlap
among classes underlines an annotation challenge,
real-world text snippets often fulfill multiple crite-
ria, complicating single-label predictions.

5 Conclusion

Through our participation in the SustainEval 2025
shared task (Prange et al., 2025), we explored the
classification of German sustainability report snip-
pets into 20 predefined DNK criteria using NLP
methods. We reconfirmed that BERT-based mod-
els like deepset’s German BERT are well-suited
for domain-specific classification tasks in German,
particularly when paired with careful hyperparam-
eter tuning and ensemble techniques. However,
we also observed that back-translation and data
augmentation did not lead to performance improve-
ments in this context, and that evaluation results
can vary significantly between internal validation
and external benchmarks. Automating the analysis
of sustainability reports offers a scalable solution
to processing large volumes of complex, multilin-
gual data. It contributes to greater transparency,
comparability, and regulatory compliance in cor-
porate sustainability practices, ultimately support-
ing better accountability in environmental, social,
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Class Precision Recall F1-score Support
Strategic Analysis and Action 0.58 0.50 0.54 14
Materiality 0.67 0.46 0.55 13
Objectives 0.73 0.53 0.62 15
Depth of the Value Chain 0.75 0.64 0.69 14
Responsibility 0.67 0.77 0.71 13
Rules and Processes 0.78 0.54 0.64 13
Control 0.65 0.85 0.73 13
Incentive Systems 0.92 1.00 0.96 12
Stakeholder Engagement 0.86 0.86 0.86 14
Innovation and Product Management 0.56 0.64 0.60 14
Usage of Natural Resources 0.85 0.73 0.79 15
Resource Management 0.67 0.67 0.67 12
Climate-Relevant Emissions 0.88 0.93 0.90 15
Employment Rights 0.48 0.79 0.59 14
Equal Opportunities 0.89 0.62 0.73 13
Qualifications 0.79 0.85 0.81 13
Human Rights 0.91 0.83 0.87 12
Corporate Citizenship 0.91 0.77 0.83 13
Political Influence 0.80 1.00 0.89 12
Conduct that Complies with the Law and Policy 0.80 0.92 0.86 13
Accuracy 0.74 267
Macro avg F1 0.76 0.74 0.74 267
Weighted avg F1 0.75 0.74 0.74 267

Table 2: Score metrics for the final ensemble on the development dataset.

and governance reporting. For future work, sev-
eral promising directions can be explored. One
avenue is the implementation of hierarchical clas-
sification approaches, where the model first pre-
dicts a superclass and then classifies the snippet
into a subclass. Additionally, the use of large lan-
guage models could be investigated for zero-shot
or few-shot classification, especially in scenarios
with limited labeled data. Ultimately, this work
lays a foundation for the broader use of NLP in
sustainability and corporate accountability efforts.

6 Limitations

While our approach delivered competitive results,
it has some limitations. First, semantic overlap
between labels made it challenging to distinguish
similar classes, which affected overall precision.
Standard data augmentation, such as back transla-
tion, did not improve performance, suggesting that
domain-specific strategies may be needed for spe-
cialized texts. Also, the drop in accuracy from in-
ternal validation to the final test set indicates poten-
tial overfitting and limited generalization. Finally,
due to time constraints, we did not explore Task B
(Verifiability Rating) or more advanced approaches
such as multi-label or zero-shot classification with
large language models, which could address some
of these challenges.
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Appendix

Figure 3: Confusion matrix of the baseline model or the development dataset.
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Figure 4: Confusion matrix of the improved model or the development dataset.
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Figure 5: Confusion matrix of the final ensemble for the development dataset.
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Class Precision Recall F1-score Support
Strategic Analysis and Action 0.43 0.21 0.29 14
Materiality 0.36 0.38 0.37 13
Objectives 0.47 0.60 0.53 15
Depth of the Value Chain 0.50 0.36 0.42 14
Responsibility 0.52 0.85 0.65 13
Rules and Processes 0.45 0.38 0.42 13
Control 0.48 0.85 0.61 13
Incentive Systems 0.80 1.00 0.89 12
Stakeholder Engagement 0.79 0.79 0.79 14
Innovation and Product Management 0.71 0.71 0.71 14
Usage of Natural Resources 0.70 0.47 0.56 15
Resource Management 0.40 0.33 0.36 12
Climate-Relevant Emissions 0.86 0.80 0.83 15
Employment Rights 0.56 0.64 0.60 14
Equal Opportunities 0.64 0.54 0.58 13
Qualifications 0.64 0.69 0.67 13
Human Rights 1.00 0.75 0.86 12
Corporate Citizenship 0.75 0.69 0.72 13
Political Influence 1.00 0.75 0.86 12
Conduct that Complies with the Law and Policy 0.79 0.85 0.81 13
Accuracy 0.63 267
Macro avg F1 0.64 0.63 0.63 267
Weighted avg F1 0.64 0.63 0.62 267

Table 3: Score metrics for the baseline on the development dataset.
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Class Precision Recall F1-score Support
Strategic Analysis and Action 0.53 0.57 0.55 14
Materiality 0.36 0.31 0.33 13
Objectives 0.64 0.60 0.62 15
Depth of the Value Chain 0.67 0.57 0.62 14
Responsibility 0.71 0.77 0.74 13
Rules and Processes 0.73 0.62 0.67 13
Control 0.75 0.92 0.83 13
Incentive Systems 0.85 0.92 0.88 12
Stakeholder Engagement 0.86 0.86 0.86 14
Innovation and Product Management 0.38 0.36 0.37 14
Usage of Natural Resources 0.75 0.80 0.77 15
Resource Management 0.40 0.33 0.36 12
Climate-Relevant Emissions 0.87 0.87 0.87 15
Employment Rights 0.42 0.57 0.48 14
Equal Opportunities 0.69 0.69 0.69 13
Qualifications 0.73 0.62 0.67 13
Human Rights 0.77 0.83 0.80 12
Corporate Citizenship 0.91 0.77 0.83 13
Political Influence 0.83 0.83 0.83 12
Conduct that Complies with the Law and Policy 0.79 0.85 0.81 13
Accuracy 0.68 267
Macro avg F1 0.68 0.68 0.68 267
Weighted avg F1 0.68 0.68 0.68 267

Table 4: Score metrics for the improved model on the development dataset.

Model Pretrained Model Epochs Learning Rate Weight Decay Batch Size Warm-up Ratio
Baseline bert-base-german-cased 8 0.00002 0.01 8 0.1
Improved Model deepset/gbert-base 10 0.00007 0.25209 16 0.26270
Ensemble 1 deepset/gbert-base 10 0.00010 0.27410 16 0.26045
Ensemble 2 deepset/gbert-base 8 0.00004 0.27222 16 0.32183
Ensemble 3 deepset/gbert-base 9 0.00006 0.13132 16 0.25980
Ensemble 4 deepset/gbert-base 9 0.00004 0.20540 16 0.31962
Ensemble 5 deepset/gbert-base 9 0.00005 0.25659 16 0.28312
Ensemble 6 deepset/gbert-base 10 0.00004 0.21600 16 0.27289

Table 5: Hyperparameters of each model (The improved model is part of the ensemble).
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