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Abstract

Cross-national survey projects such as the Eu-
ropean Social Survey measure attitudes in Euro-
pean countries by applying standardized ques-
tionnaires to population samples. In this con-
text, low-quality translations can affect data
collected through questionnaires, hampering
data comparability and increasing measure-
ment errors across countries. For these rea-
sons, cross-national survey projects employ rig-
orous methods in their translation process and
refrain from using Machine Translation (MT).
However, new advances in language models
and their wide-ranging successful application
across several Natural Language Processing
tasks, including MT, have shown promising
results. In the present study, we explore us-
ing GPT-40 mini for the questionnaire transla-
tion domain. We analyze GPT-40 mini trans-
lations for the English-German language pair
by comparing them with reference translations
produced by humans in an experimental set-
ting. To assess the quality of automatic trans-
lations, we apply quantitative MT evaluation
metrics and complement our results with quali-
tative analysis. Our findings show that the GPT
model achieved overall good quality, although
it failed to produce adequate translations for
survey-specific terminology.

1 Introduction

The European Social Survey (ESS) and the Euro-
pean Values Study (EVS) are large-scale interna-
tional survey projects that produce cross-national
and cross-cultural social science data. These
projects aim to measure respondents’ attitudes,
beliefs, and behavior regarding socially relevant
topics (e.g., immigration, climate change, social
trust) by administering standardized and structured
questionnaires to representative population sam-
ples across European countries. The data collected
through the questionnaires is publicly available and
can be utilized for social and political analysis,
serving as a tool for policy-making, for instance.
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The survey questionnaires are written in a source
language, which in Europe is usually English from
Great Britain, and then translated into other target
languages. The translated survey questions and
their response options must capture the same opin-
ions and attitudes across linguistic contexts to allow
for cross-national statistical comparisons (Zavala-
Rojas et al., 2022; Harkness et al., 2010; Mohler
and Johnson, 2010; Zavala-Rojas et al., 2018a).
Within this framework, the formulation of ques-
tions and the lack of proper cultural adaptation
in the translation process can affect the quality of
the data collected through questionnaires, as low-
quality translations can hinder data comparability
and increase measurement errors between coun-
tries (Davidov and De Beuckelaer, 2010; Oberski
et al., 2007; Zavala-Rojas et al., 2022; Bound et al.,
2001; Zavala-Rojas et al., 2018b).

To avoid translation issues, the Translation, Re-
view, Adjudication, Pretesting, and Documentation
(TRAPD) method (Harkness et al., 2003) has been
increasingly adopted by large-scale survey projects,
becoming a gold standard in the field of question-
naire translation. In this method, given a question-
naire written in the source language, two translators
either produce independent translations into the re-
spective target language or split the questionnaire
so that each translator works separately on one of
the parts. Then, in a review meeting, the translation
drafts are compared to foster discussion, and the
reviewer and the translators reconcile the different
translation options. Finally, an adjudicator makes
the final decisions. During the meeting, the team
can opt for (i) one of the translation options; (ii)
create a new translation by combining the strengths
of each translation; or (iii) create a new translation
from scratch. Subsequently, the translated ques-
tionnaire is pretested before being administered in
fieldwork, and the process is documented.

TRAPD is a scientific methodology tailored to
survey texts that circumvents problematic transla-
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tion practices. Furthermore, leveraging the con-
tributions of several translators facilitates dealing
with regional variances and individual preferences
that can influence a translator’s decision (Harkness,
2011; Walde and Vo6llm, 2023). However, TRAPD
is time- and work-intensive, as it requires many
interactions with a multidisciplinary team.

To date, Machine Translation (MT) has not been
incorporated into the TRAPD, as the quality of au-
tomatic translations was considered below accept-
able in most cases until recently. However, new
advances in Large Language Models (LLMs) and
their wide-ranging successful application across
many Natural Language Processing (NLP) tasks,
including MT, show promising results (He et al.,
2024; Agrawal et al., 2023; Vilar et al., 2023;
Moslem et al., 2023; Pilault et al., 2023; Hendy
et al., 2023; Jiao et al., 2023; Wang et al., 2023;
Peng et al., 2023; Bawden and Yvon, 2023). Fur-
thermore, the ease of integrating relevant informa-
tion in the prompts sent to LLMs represents a good
opportunity to leverage expert knowledge and trans-
lations produced in previous questionnaires.

In this paper, we investigate the quality of the
translations produced by GPT-40 mini for the
English-German language pair in the survey trans-
lation domain, exploring different prompts and
model temperature settings. Namely, we are in-
terested in analyzing (i) the overall quality of the
translated questionnaire; (ii) if the GPT translations
of the response scales accurately keep the intensity
attached to verbal labels (e.g., qualifiers, intensi-
fiers); (iii) if survey-specific terminology and ele-
ments (e.g., instructions to the respondent or the
interviewer) are correctly translated, and; (iv) to
what extent the usage of examples and linguistic
resources extracted from past questionnaires can
improve the quality of the translations.

We analyze the quality of GPT translations by
comparing them with human reference translations
produced through the TRAPD methodology. To
achieve this, we employ quantitative metrics for
MT evaluation, namely ChrF++ (Popovié, 2017)
and COMET-22 (Rei et al., 2022). To deepen our
study, we manually analyze certain aspects of the
GPT translations that are key to answering our re-
search questions. Finally, we create a translation as-
sessment questionnaire containing the source text,
reference, and GPT translations and ask five domain
specialists to select the translation options that are
most adequate for the survey domain, considering
accuracy, fluency, and cultural adaptation criteria.
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The source code and data used to produce the re-
sults and analyses presented in this study are openly
available on a Gi thub repository'.

Our findings show that GPT-40 mini produced
translations largely similar to human references,
but struggled with gender adaptation, country-
localized terms (e.g., job occupations), and survey-
specific terminology, particularly instructions for
interviewers. Our analysis also indicates that some
translations are influenced by the English language,
thus sounding unnatural and/or non-idiomatic.

This paper is organized as follows. In Section
2 we discuss related work. Then, we present our
data and explain the process through which the ref-
erence translations used in this work were created
in Section 3. Subsequently, in Section 4, we in-
troduce our prompting strategy and MT evaluation
methods. In 5, we discuss the findings derived from
this study. Finally, we present our conclusions and
limitations in Section 6.

2 Related Work

Translation quality is a complex and context-
dependent topic (Nord, 2006; Koby et al., 2014).
Using different translation theories, the academic
literature provides various definitions of transla-
tion quality and how to evaluate it (Gonzélez-Jover,
2002; Han et al., 2021).

An extensive body of research employs methods
to evaluate and estimate the quality of MT (Pap-
ineni et al., 2002; Doddington, 2002; Specia et al.,
2010, 2018; Bawden et al., 2018; Popovic, 2018;
Kepler et al., 2019; Mathur et al., 2020; Fomicheva
et al., 2020; Thompson and Post, 2020; nll, 2024;
Leiter et al., 2024). Given the varied motivations
behind such analyses, we focus on those most
aligned with ours, namely, studies that assess MT
quality to evaluate the viability of integrating auto-
matic translation in the process of producing cross-
linguistic and cultural materials.

Turner et al., 2015 studied the feasibility of us-
ing MT and post-editing (PE) to produce Chinese
translations of public health materials. The authors
collected 60 health promotion documents from pub-
lic websites for which validated human reference
translations from English to Chinese were avail-
able. The documents were translated using Google
Translate and then manually analyzed for trans-
lation errors. Additionally, a subset of the auto-

1https://github.com/dsorato/KONVENS_Z@ZS_MT_
paper
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matic translations was post-edited by native Chi-
nese speakers with health sciences backgrounds.
Their results showed that the evaluators consis-
tently selected the human translation over MT in
combination with human PE. Their evaluation indi-
cated poor MT quality, where word meaning, word
order, and missing words were the most common
annotated translation errors.

Ugas et al., 2025 investigated the viability of us-
ing MT to translate and simplify patient education
materials to make them more accessible for popu-
lations with limited English proficiency. The au-
thors selected 5 patient education pamphlets, which
were translated by domain specialists and Google
Translate into Spanish, Portuguese, Punjabi, sim-
plified Chinese, and Vietnamese. The translations
were manually evaluated by domain specialists con-
sidering fluency, adequacy, meaning, and risk sever-
ity criteria. Their results show significant quality
differences between human and automatic transla-
tions, although the authors report that the translated
engine performed relatively well.

Kunst and Bierwiaczonek, 2023 analyzed au-
tomatic translations of the HEXACO personality in-
ventory (Lee and Ashton, 2004), which is one of
the most used cross-cultural psychometric instru-
ments with validated translations in several lan-
guages. The authors assessed the quality of the
translations of the English inventory produced by
Google Translate and GPT-3.5 in 33 languages
for which validated human reference translations
exist. To measure the similarity between machine
and human translations, they applied metrics such
as Levenshtein and Jaccard similarity, also provid-
ing human judgments for Norwegian translations.

Their findings show that the similarity between
human and machine translations varied across tar-
get languages, being highest for languages from
the same language family as the source language.
They also found that GPT’s temperature had little
influence on similarity estimates, although high
temperatures tended to result in lower similarity.
Manual evaluation showed that, although human
translations achieved higher quality, the evaluators
did not rate them significantly better than GPT 3.5
translations with a low temperature setting.

Brewster et al., 2024 assessed the performance
of Google Translate and ChatGPT for the trans-
lation of English pediatric discharge instructions
into Spanish, Brazilian Portuguese, and Haitian
Creole. The authors analyzed both automatic and
human translations of 20 standardized discharge
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instructions for pediatric conditions in the specified
languages, evaluating adequacy, fluency, meaning,
and severity, along with an assessment of over-
all preference. According to the authors, Google
Translate and ChatGPT achieved performances
comparable to professional translations, at least for
Spanish and Portuguese languages.

3 Data

A social survey, or questionnaire, comprises dif-
ferent items composed of questions and their re-
spective response options, and may also include
instructions for the interviewer or the respondent.
We will refer to these elements as “survey items”
throughout this paper. Figure 1 illustrates a survey
item that contains a request for an answer, i.e., a
question, two instructions, and response options.

Card 27 INSTRUCTION
Using this card, how much do you
approve or disapprove if a woman... REQUEST
READ OUT... INSTRUCTION
...chooses never to have children? }—~| REQUEST |
Strongly disapprove

Disapprove

Neither approve nor disapprove

Approve —| RESPONSE
Strongly Approve

(Refusal)

(Don't know)

Figure 1: Source survey item from ESS round 3 (2006).

For our controlled translation experiment, we
created a laboratory questionnaire using a sample
of ESS and EVS questions, that is, survey items
that were used in past officially published ESS and
EVS questionnaires. First, we filtered a set of ap-
proximately 3,500 survey items written in English
from the EVS and ESS questionnaires, favoring the
variability of topics and response scales, as well
as ensuring that the selected items had at least two
sentences. From this process, we sampled 300 sur-
vey items. Since the translation of the laboratory
questionnaire should simulate the translation of a
real questionnaire, it was necessary to ensure that
the survey items had enough context so that the
translators could conduct their assignments prop-
erly. Therefore, when a survey item belonging to
a grid of items (i.e., a battery of questions on the
same topic) was selected but was not the first item
in the grid, then the first survey item of that grid
was also added to the sample, which guarantees that
the laboratory questionnaire was read in a “natural”
way; that is, it did not contain questions without
context. The combination of random sampling and



qualitative criteria helped ensure satisfactory cov-
erage of the characteristics of a survey.

Finally, 26 survey items comprising 268 sen-
tences were selected according to a qualitative
scheme provided by questionnaire translation ex-
perts. This scheme was defined to select survey
items that are considered challenging for both hu-
man and machine translation. For instance, sur-
vey items that contain survey-specific terminology,
complex syntax/grammar, terms related to one’s
feelings, state of mind, well-being (e.g., feeling
lonely), and technical terms that may or may not
be adapted to a specific country context (e.g., un-
employment benefits). Few modifications were
introduced to the source items to create the labo-
ratory questionnaire, such as harmonizing special
answer categories such as “Don’t know” and “Re-
fusal” across ESS and EVS survey items.

Following the TRAPD guidelines, the laboratory
questionnaire was independently translated from
English to German by two human translators. Af-
terward, meetings led by a reviewer in conjunction
with the translators took place to discuss the options
and decide on the final translations. The outputs
derived from the review meeting were then used as
reference translations in this work.

We specified the following criteria for the study
participants. First, the two human translators
should be (i) one professional translator with at
least 5 years of translation practice and previous
experience translating survey questionnaires, and;
(i) one social scientist with at least 2 years of work
experience, with a background in questionnaire de-
sign and translation. The reviewer should also be a
social scientist who has experience in questionnaire
translation and questionnaire design and is willing
to lead a review discussion. The combination of
having both professional translators and social sci-
entists collaborating in teams goes back to how the
interdisciplinary TRAPD method is set up.

Other than the reference translations produced
through the aforementioned process, we leverage
the translations present in the Multilingual Corpus
of Survey Questionnaires (MCSQ) (Zavala-Rojas
et al., 2022), which is a corpus of questionnaires
from the ESS, EVS, Survey of Health Ageing and
Retirement in Europe (SHARE), and Wage Indica-
tor survey (WIS). The MCSQ comprises 306 dif-
ferent questionnaires and over 4 million tokens in
the source language (English) and their translations
into Catalan, Czech, French, German, Norwegian,
Portuguese, Spanish, and Russian, as well as 29
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language varieties (e.g., Swiss-French, Austrian-
German). Aside from the Wage Indicator, these
survey projects employ the TRAPD as the recom-
mended translation method, and thus serve the pur-
pose of gathering other valid translation options to
compare against the GPT translations.

4 Method

One way to evaluate the quality of MT outputs is
to compare them with reference translations. In
this context, reference translations serve as a qual-
ity benchmark, i.e., the more similar a given MT
output is to a reference translation, the better. To
properly assess MT similarity, lexical, syntactic,
and semantic aspects should be considered.

While lexical similarity can be assessed straight-
forwardly, measuring semantic similarity imposes
greater challenges, including handling polysemy
and paraphrasing. Although some classic MT eval-
uation metrics, e.g., BLEU, mainly assess lexical
similarity, recent metrics such as BERTScore and
COMET integrate semantic similarity through the use
of neural network-based models that leverage se-
mantic distributional hypothesis, bidirectionality?,
and self-attention mechanisms to improve mean-
ing quantification. Recent research recommends
the application of neural network-based metrics for
MT quality assessment, as they have shown high
correlations with human evaluation and are consid-
ered resilient to domain shift (Freitag et al., 2022;
Hendy et al., 2023).

In this paper, we study the performance of
GPT-40 mini in the survey translation domain. We
specifically chose GPT-40 mini because it is a cost-
efficient model that surpasses the performance of
past GPT models, such as GPT-3.5 Turbo.

4.1 Metrics

To evaluate the quality of automatic translations
produced by GPT-40 mini at the sentence level,
we employ COMET-22 and ChrF++. COMET-22 is a
neural network-based metric that has been shown
to correlate well with human judgments. In addi-
tion to automatic and reference translations, this
metric takes into account the source text and a com-
bination of direct assessments (DA), sentence-level
scores, and word-level tags from Multidimensional
Quality Metrics (MQM) error annotations to pro-
duce the scoring. ChrF++ is not neural network-

2Taking into account both left and right contexts simulta-
neously to understand and represent word meaning.



based; however, it has also been shown to corre-
late well with human judgments, especially for
morphologically rich target languages like Ger-
man (Popovi¢, 2017). It uses F-score statistic
for character and word n-gram matches, the lat-
ter being more strongly correlated with DA. We
include ChrF++ in this work because it provides
direct information about the lexical similarity of
translations, as the specific wording of the survey
items matters in the context of survey translation.

Translation in the context of cross-national and
cultural research can be challenging for MT since it
is imperative for the text to be functionally equiva-
lent across languages to accurately capture respon-
dents’ emotions and attitudes across different lan-
guages, cultures, and countries. For example, re-
sponse scales containing qualifiers, e.g., “extremely
satisfied”, should ideally keep the same intensity
when translated (Zavala-Rojas et al., 2022). Fur-
thermore, survey questionnaires frequently contain
survey-specific terms (e.g., instructions for the in-
terviewer or the respondent), cultural and country-
specific terminology (e.g., job titles, education lev-
els), and short sentences in the case of some re-
sponse scales and interviewer instructions.

Therefore, to supplement the insights derived
from our qualitative analysis, we manually ana-
lyze some translation errors concerning survey-
specific terminology, job descriptions, and qual-
ifiers present in certain response options.

Finally, we created a questionnaire containing
the source, reference, and GPT-translated items and
asked five native German speakers acquainted with
the survey translation domain to indicate, for each
item, which translation option was more appro-
priate. Participants were blinded to the notion of
which translation option was automatically gener-
ated and were asked to leverage accuracy, fluency,
and cultural adaptation aspects. The order of the
GPT and reference translations was randomized for
each question. This questionnaire is available for
consultation in the code repository.

4.2 Model prompting and temperature

To investigate how the integration of domain infor-
mation in the prompts and the changes in the model
temperature affect the quality of translations pro-
duced by GPT-40 mini, we translated our source
laboratory questionnaire, testing 5 prompts and 6
temperature parameter values. Since the output
of generative models may vary, we tested each
prompt/temperature combination 5 times. A sepa-
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rate API call was used each time the questionnaire
was translated with a given prompt/temperature
combination. In all cases, the following persona
description was given to the system: “You are a
professional translator specialized in translating
survey questionnaires from English (from Great
Britain) to German (from Germany) who works
for social survey projects like the European Social
Survey and the European Values Study.”.

We added domain knowledge to our prompts in
a cumulative manner. Prompt 0 is zero-shot, and
therefore instructs the model to perform the transla-
tion task without any additional examples to steer
it, containing only a few guidelines concerning the
formatting of the output and the tone of the text.

Subsequently, in prompt 1, we added a list of
automatically extracted terms in English and their
German translations. We employ the MCSQ to
this end. Using only the sentence-aligned English-
German (from Germany) data from the corpus
and the tm2tb library®, we extracted a list of 477
biterms and integrated this list into prompt 1 as
well as the following prompts.

In prompts 2 and 3, other than the biterms, we
also included guidelines and examples concern-
ing using country-specific terminology for cultural
adaptation and translating interviewer/respondent
instructions and response scales, respectively. Fi-
nally, in prompt 4, we added four examples of En-
glish survey items and their translations to German,
which were selected from EVS and ESS question-
naires, ensuring that the chosen survey items were
not present in the laboratory questionnaire.

Concerning the model temperature, through pre-
liminary tests, we observed that temperatures equal
to or higher than 0.8 generated many instances
of missing sentences and/or questionnaire format-
ting problems; therefore, we limit the temperature
to 0.75 (the highest possible value would be 1).
Namely, we tested the following temperatures: 0,
0.15, 0.3, 0.45, 0.6, 0.75.

The model prompts are available in the Appendix
A. Our code, laboratory questionnaire, MT and ref-
erence translations, and scores of evaluation met-
rics are available on our Github repository.

5 Results

We start this Section by discussing the assessment
of the overall questionnaire quality. Then, we focus

Shttps://github.com/luismond/tm2th
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on the translation quality of response options and
respondent/interviewer instructions.

Figures 2 and 3 illustrate the similarity be-
tween GPT and reference translations according
to COMET-22 and ChrF++, respectively, where the
black dots and bars represent the mean and a 95%
Confidence Interval. The similarity values range
from O to 1 (or O to 100 in the case of ChrF++),
where higher values indicate more similarity be-
tween automatic and reference translation. The
X-axis indicates the prompt/temperature pairs, for
instance p@_0. @ stands for prompt @ with model
temperature equal to 0, p4_0. 75 stands for prompt
4 with model temperature equal to 0.75, etc.

For each sentence in the laboratory question-
naire, we took the average of the similarity values
achieved in the five batches*, taking into account
the prompt and model temperature.

As can be observed in Figures 2 and 3, simi-
larity values are overall high, and the prompt that
achieved results most similar to reference trans-
lations is prompt 4, which was the prompt that
contained examples of past survey items. Although
prompt 1 also includes examples of bilingual terms
extracted from MCSQ sentence-aligned data, the
quality improvement is not as significant compared
to prompt 4. The metrics also indicate that se-
mantic similarity values are fairly high; however,
there are differences concerning the wording of au-
tomatic and reference translations, as depicted in
Figure 3. The model temperature does not appear
to significantly impact the translation quality of the
analyzed GPT translations.

We now turn to the translation quality of re-
sponses and instructions within the survey items
analyzed in this study. Unlike Figures 2 and 2,
which evaluated complete survey items without dis-
tinguishing sentence types, the remainder of this
section focuses specifically on sentences that refer
to responses or instructions”.

We start by analyzing response translations, high-
lighting the response categories that include qual-
ifiers and/or intensifiers in their text. Figures 4
and 5 illustrate the heatmap of similarity values
between GPT and human translations according to
ChrF++ and COMET-22, respectively. As in Figures

*We measured the variance of metric values and found that
for most cases variance < 0.01. The mean and variance
per sentence ID, prompt, and temperature are available in the
Github repository.

5As illustrated in Figure 1 survey items may contain re-
quests, responses, and instructions

2 and 3, the X-axis of the heatmaps also indicates
the prompt/temperature pairs.

As shown in the heatmaps, the GPT translations
are overall similar to the references, especially
when integrating examples in the prompt, i.e., trans-
lations produced with prompt 4. Figure 5, which
depicts the ChrF++ values, indicates that using the
prompt 4, the translations are also similar at the
word level, since the metric computes similarity
through character and word n-gram matches.

When manually analyzing responses that
achieved low similarity values, we find that the sen-
tence IDs 42, 126, 153, 228, and 246 correspond
to the translations of the response option “Neither
agree nor disagree”, commonly present in response
scales similar to the one depicted in Figure 1. The
reference translation for this response option was
“Stimme weder zu noch nicht zu”’, while the most
frequent GPT translations were “Weder noch” and
“Weder zustimmen noch ablehnen”. Both translation
options were present in past ESS and EVS ques-
tionnaires, as we verified using the MCSQ. The list
of questionnaires in which these translation options
are present is available in the Appendix B. The first
option was more frequent, while the latter has been
used only in a few EVS questionnaires localized
for Luxembourgish-German.

The IDs 135 and 136 refer to a 0 to 10 re-
sponse scale, where the extremes meant “Ex-
tremely important/unimportant”. Reference trans-
lations for these response options were “Auferst
unwichtig/wichtig”. Although the GPT model suc-
ceeded in translating “unwichtig/wichtig”, in all
cases, it failed to translate “Extremely”, repeatedly
translating the term as “Extrem”, which is often
used in German to describe something radical or
excessive, instead of indicating a high degree of
something without implying excessiveness.

Beyond responses containing qualifiers, by re-
vising the GPT translations and their metric scores,
we found that one of the most challenging survey
items was the translation of the response categories
regarding the question “Welchen Beruf iiben Sie
aus?” (“What is your job?”).

The first aspect that the GPT translations failed
to achieve was gender adaptation (Savoldi et al.,
2021). Since German is a gendered language, re-
sponse options such as “Skilled manual worker”
also provided gender inflections in the reference
translations, e.g., “Facharbeiter/fin”. Then, the
GPT translations showed inconsistent terminology
and mistranslations of job categories. Although
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Figure 3: Similarity between GPT-40 mini and reference translations according to ChrF++.
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Figure 5: Heatmap of ChrF++ for responses.

Figure 4: Heatmap of COMET-22 for responses.

in English-influenced translations, e.g., “Junior-

the model managed to correctly translate categories

Stufe/Mittelstufe nicht-manual” or “Mitarbeiter

such as Vorarbeiter und Aufsichtsperson (“Foreman

and supervisor”), “Facharbeiter”, “Ungelernter
Arbeiter” (‘“Unskilled manual worker”), it strug-

. We also notice the

influence of English on some partially correct trans-

’»

auf mittlerer/unterer Ebene

lations, for instance, in “Landwirt: Arbeitgeber,

Manager oder selbststindig” (‘“Farmer: employer,

gled to produce idiomatic translations for terms like

“middle/junior level non-manual”, often resulting
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manager or own account”), the term “Manager” is
used instead of “Leiter”.

Now we comment on instruction translations. In-
terviewer instructions can be challenging elements
for MT, and in many cases, the automatic transla-
tions are dissimilar to the references, as observed
in Figures 6 and 7. Interviewer instructions often
contain survey-specific terminology such as “Write
in and code below” (ID 252), “Read out the state-
ment and code in grid” (ID 122), and variations,
which refer to the action of an interviewer register-
ing the number of a response category provided by
the respondent.

Although the GPT model was able to achieve
translations equal or similar to those employed
in past questionnaires for some complex instruc-
tions, e.g., “Vorlesen und eine Antwort fiir jede
ankreuzen”(“Read out and code one answer for
each”, ID 80) is similar to “Vorlesen und eine
Antwort ankreuzen”, which was used in past EVS
questionnaires, we observe that several transla-
tion options are literal and/or influenced by En-
glish syntax. For instance, the GPT translation
options “Code alle genannten”/“Kodieren Sie
alle genannten” and “Code nur eine”/“Kodieren
Sie nur eine” were generated for the instructions
“Code all mentioned” (ID 60) and “Code one only”
(ID 115). “Erfassen”, i.e., to capture/record,
would be a more idiomatic German equivalent
term than “Code”, however, terms like “Code” and
“Kodieren”, are present in the MCSQ. “Nur eine
Antwort kodieren”, for example, is a frequent trans-
lation in past ESS, EVS, and SHARE question-
naires, thus “Kodieren Sie nur eine” would be
a good translation option if the syntax was not
English-influenced.

°

Sentence ID
252321212120292806132221590 82 81 80 69 60 50 37 22 21

Figure 6: Heatmap of COMET-22 for instructions.
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Figure 7: Heatmap of ChrF++ for instructions.

Finally, our experiment with five native German
speakers showed that out of the 26 items included
in our questionnaire, five of the survey items gener-
ated by the GPT model were deemed to have better
quality than their human translation counterparts,
taking into account accuracy, fluency, and cultural
adaptation criteria.

Figure 8 shows the distribution of the responses
for each of the questions. As can be observed in the
graph, the participants generally preferred human
translations, however, there were only five items for
which all participants unanimously chose the hu-
man translation option over the GPT translation. An
examination of the answer distribution also reveals
instances of disagreement among the participants.

When verifying the inter-annotator agreement
using Fleiss’ Kappa, we obtained a 0.18 coeffi-
cient, confirming the low agreement between the
participants. A certain degree of disagreement was
anticipated for this task, as regional linguistic varia-
tions and individual preferences may influence par-
ticipants’ decisions. This variability underscores
the importance of review meetings in the TRAPD
method, where translation options are collabora-
tively discussed and evaluated.

On the one hand, the low inter-annotator agree-
ment indicates that the GPT model achieved human-
like translations in most cases, otherwise, the partic-
ipants would have unanimously chosen the human
translation options. On the other hand, it is not pos-
sible to draw conclusions concerning the perceived
quality and adequacy of the GPT translations since
the answers are mixed.

We cite the following limitations of our findings.
This analysis considers only the English-German
language pair, therefore, our conclusions cannot be
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Figure 8: Answer distributions per question in the questionnaire. Stars indicate which answer option was the GPT

translation.

generalized to other languages. Our quantitative
evaluation was conducted at the sentence level; a
word-level assessment could better identify prob-
lematic terms and expressions, offering deeper in-
sights into the adequacy of GPT translations in the
survey domain.

Concerning the experiment with native German
speakers, the evaluation group could be increased,
as increasing the number of annotators may im-
prove the inter-annotator agreement. Furthermore,
adding examples and more definitions to the task
guidelines could help reduce annotator subjectivity.

6 Conclusion

In this study, we analyzed the quality of English
to German questionnaire translations produced by
GPT-40 mini, aiming to evaluate the feasibility of
incorporating MT in the translation step of TRAPD
method. We conducted a controlled translation ex-
periment with human translators, and the automatic
translation task included different prompts and
model temperatures. Then, we analyzed the over-
all quality of the translations, focusing on survey-
specific elements that can be challenging for MT,
such as response scales and instructions.

Our findings indicate that GPT-40 mini achieved
acceptable performance in the translation task, as
depicted in our quantitative analysis and our exper-
iment with five native German speakers acquainted
with the survey translation domain. We found
that providing examples of survey items fielded
in past questionnaires was the best stimulus to im-
prove translation quality. GPT-40 mini was able
to keep the intensity of quantifiers in the response
options in most cases, although it struggled to per-
form some crucial cultural adaptations, for instance,
when referring to job descriptions. Moreover, the
ChrF++ scores suggest that, in some cases, the vo-
cabulary used by the GPT model deviates from that
employed by human translators, which can be prob-
lematic in the context of cross-national surveys.
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Although LLM-based MT can be used as a tool
to speed up the translation process potentially, hu-
man translators are essential for verifying and rec-
tifying machine-translated text, as well as for miti-
gating the lack of appropriate gender, cultural, and
localization adaptations by understanding the cul-
tural context in which the survey is conducted (Ben-
lidayi and Gupta, 2024). This is of particular im-
portance when formulating and translating ques-
tions for gathering socio-demographic data, e.g.,
personal details related to household, gender iden-
tity, or health issues, which is a task that can be
complex even for humans. Employing culturally
adequate and high-quality translations in the ques-
tionnaires is fundamental to minimizing the survey
error measurements, or in other words, it is neces-
sary to ensure that the survey items indeed capture
what they intend to measure and that possible differ-
ences found across countries cannot be attributed
to translation errors.

In future research, it would be beneficial to ex-
plore the use of translation tables (e.g., for job titles,
response scales), MQM and/or DA-annotated ex-
amples in the translation prompts, and a Retrieval-
Augmented Generation (RAG) system to improve
linguistic and cultural accuracy. Further experi-
mentation would be required to evaluate if inte-
grating MT or MT plus PE at the translation step
of the TRAPD improves the overall efficiency of
the process. For a more comprehensible study of
the quality of GPT-40 mini translations, it is nec-
essary to take into account other language pairs,
since the performance of LL.Ms is reported to vary
in function of the target language.
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A Model Prompts

Besides the texts included in this section, the
prompts 1, 2, 3, and 4 included a list of 477 biterms
automatically extracted from the MCSQ. The com-
plete list of biterms can be consulted in the reposi-
tory that contains the code and data related to this
article®.

Prompt O: Please translate the following ques-
tionnaire written in English (from Great Britain)
to German (from Germany). Your translated text
should read as if it were written by a native German
speaker from Germany. Use a direct and clear
communication style. Use a professional, formal,
and neutral tone suitable for survey questions.
Replace any instances of the token “[country]”
with the appropriate country in your output. Your
translation output must have the same number of
lines as the source (English) questionnaire. Include
only the translated questionnaire in your output.

Prompt 1: Please translate the following
questionnaire written in English (from Great
Britain) to German (from Germany). After the
questionnaire, you can find a list of English
terms and their translations to German extracted
from the European Social Survey and European
Values Study questionnaires. This list may contain
useful survey-specific terminology translation
examples for you. Your translated text should
read as if it were written by a native German
speaker from Germany. Use a direct and clear
communication style. Use a professional, formal,
and neutral tone suitable for survey questions.
Replace any instances of the token “[country]”
with the appropriate country in your output. Your
translation output must have the same number of
lines as the source (English) questionnaire. Include

6https://github.com/dsorato/KONVENS_ZOZS_MT_
paper

only the translated questionnaire in your output.

Prompt 2: Please translate the following
questionnaire written in English (from Great
Britain) to German (from Germany). After the
questionnaire, you can find a list of English terms
and their translations to German extracted from
the European Social Survey and European Values
Study questionnaires. This list may contain useful
survey-specific terminology translation examples
for you. Use expressions and terminology that
are specific from Germany to ensure proper
cultural adaptation when applicable, especially
when translating terms related to education levels
and job descriptions/titles. For instance, the
“Qualification from vocational ISCED 2C pro-
grammes of 2 years or longer duration, no access to
ISCED 3” education level would be equivalent to
“Volks-/Hauptschulabschluss bzw. Polytechnische
Oberschule mit Abschluss 8. oder 9. Klasse” in
Germany; the job description “in education, (not
paid for by employer) even if on vacation” would
be equivalent to “Schule/Ausbildung (nicht vom
Arbeitgeber bezahlt; auch wihrend der Ferien
oder im Urlaub)” in Germany. Your translated text
should read as if it were written by a native German
speaker from Germany. Use a direct and clear
communication style. Use a professional, formal,
and neutral tone suitable for survey questions.
Replace any instances of the token “[country]”
with the appropriate country in your output. Your
translation output must have the same number of
lines as the source (English) questionnaire. Include
only the translated questionnaire in your output.

Prompt 3: Please translate the following
questionnaire written in English (from Great
Britain) to German (from Germany). After the
questionnaire, you can find a list of English terms
and their translations to German extracted from
the European Social Survey and European Values
Study questionnaires. This list may contain useful
survey-specific terminology translation examples
for you. Use expressions and terminology that
are specific from Germany to ensure proper
cultural adaptation when applicable, especially
when translating terms related to education levels
and job descriptions/titles. For instance, the
“Qualification from vocational ISCED 2C pro-
grammes of 2 years or longer duration, no access to
ISCED 3” education level would be equivalent to
“Volks-/Hauptschulabschluss bzw. Polytechnische
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Oberschule mit Abschluss 8. oder 9. Klasse” in
Germany; the job description “in education, (not
paid for by employer) even if on vacation” would
be equivalent to “Schule/Ausbildung (nicht vom
Arbeitgeber bezahlt; auch wihrend der Ferien
oder im Urlaub)” in Germany. When translating
response scales, focus on keeping the concepts of
interest and intensity of qualitifies/intensifiers the
same across languages (e.g., “Agree strongly” ->
“Stimme voll und ganz zu”, “Very dissatisfied” ->
“Sehr unzufrieden”). Do not forget to correctly
translate and add to your output important
survey-specific elements such as instructions to the
respondent/interviewer like “READ OUT” and
“Code all mentioned”. Your translated text should
read as if it were written by a native German
speaker from Germany. Use a direct and clear
communication style. Use a professional, formal,
and neutral tone suitable for survey questions.
Replace any instances of the token “[country]”
with the appropriate country in your output. Your
translation output must have the same number of
lines as the source (English) questionnaire. Include
only the translated questionnaire in your output.

Prompt 4: Please translate the following
questionnaire written in English (from Great
Britain) to German (from Germany). After the
questionnaire, you can find a list of English terms
and their translations to German extracted from
the European Social Survey and European Values
Study questionnaires. This list may contain useful
survey-specific terminology translation examples
for you. Use expressions and terminology that
are specific from Germany to ensure proper
cultural adaptation when applicable, especially
when translating terms related to education levels
and job descriptions/titles. For instance, the
“Qualification from vocational ISCED 2C pro-
grammes of 2 years or longer duration, no access to
ISCED 3” education level would be equivalent to
“Volks-/Hauptschulabschluss bzw. Polytechnische
Oberschule mit Abschluss 8. oder 9. Klasse” in
Germany; the job description “in education, (not
paid for by employer) even if on vacation” would
be equivalent to “Schule/Ausbildung (nicht vom
Arbeitgeber bezahlt; auch wihrend der Ferien
oder im Urlaub)” in Germany. When translating
response scales, focus on keeping the concepts of
interest and intensity of qualitifies/intensifiers the
same across languages (e.g., “Agree strongly” ->
“Stimme voll und ganz zu”, “Very dissatisfied” ->

“Sehr unzufrieden”). Do not forget to correctly
translate and add to your output important
survey-specific elements such as instructions to the
respondent/interviewer like “READ OUT” and
“Code all mentioned”. Your translated text should
read as if it were written by a native German
speaker from Germany. Use a direct and clear
communication style. Use a professional, formal,
and neutral tone suitable for survey questions.
Replace any instances of the token “[country]”
with the appropriate country in your output. Your
translation output must have the same number of
lines as the source (English) questionnaire. Include
only the translated questionnaire in your output.
To further help you in your task, below you can
find some examples of survey items extracted from
past European Values Study and European Social
Survey questionnaires translated from English
(United Kingdom) to German (Germany), observe
these examples and apply the same text style and
terminology to your translations:

Example 1)

Source:

Generally speaking, would you say that most
people can be trusted or that you can’t be too
careful in dealing with people?

Most people can be trusted

Can’t be too careful

Don’t know

No answer

Translation:

Wiirden Sie ganz allgemein sagen, dass man den
meisten Menschen vertrauen kann, oder dass man
da nicht vorsichtig genug sein kann?

Man kann den meisten vertrauen

Man kann nicht vorsichtig genug sein

Weil} nicht

Verweigert

Example 2)

Source:

SHOW CARD 41 — READ OUT AND CODE
ONE ANSWER PER LINE

How much do you agree or disagree with each of
the following:

Religious leaders should not influence government
decisions

agree strongly

agree

neither agree nor disagree
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disagree
disagree strongly
Don’t know

No answer

Translation:

LISTE 41 VORLEGEN - VORGABEN VOR-
LESEN UND EINE ANTWORT PRO ZEILE
ANKREUZEN

Sagen Sie mir bitte zu jeder der folgenden
Aussagen, ob Sie ihr voll und ganz zustimmen,
zustimmen, nicht zustimmen oder iiberhaupt nicht
zustimmen.

Die Kirchenoberhiupter sollten nicht versuchen,
Entscheidungen der Regierung zu beeinflussen
Stimme voll und ganz zu

Stimme zu

Weder noch

Stimme nicht zu

Stimme iiberhaupt nicht zu

Weil} nicht

Verweigert

Example 3)

Source:

In the past 2 years, did the police in [country]
approach you, stop you or make contact with you
for any reason?

Yes

No

Don’t know

Translation:

In den letzten 2 Jahren, hat sich die Polizei
in Deutschland aus irgendeinem Grund an Sie
gewendet, Sie angehalten oder kontaktiert?

Ja

Nein

Weil} nicht

Example 4)

Source:

Now some questions about whether or not the
police in [country] treat victims of crime equally.
Please answer based on what you have heard or
your own experience.

When victims report crimes, do you think the
police treat rich people worse, poor people worse,
or are rich and poor treated equally?

Choose your answer from this card.

Rich people treated worse

Poor people treated worse
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Rich and poor treated equally
Don’t know

Translation:

Nun einige Fragen dazu, ob die Polizei in Deutsch-
land alle Opfer von Straftaten gleich behandelt
oder nicht.

Bitte denken Sie bei Ihrer Antwort an das, was Sie
gehort oder selbsterlebt haben.

Wenn Opfer zur Polizei gehen, um eine Straftat
zu melden, glauben Sie, dass die Polizei reiche
Leute schlechter behandelt, arme Leute schlechter
behandelt oder dass beide gleich behandelt
werden?

Wihlen Sie Thre Antwort aus Liste 29 aus.

Reiche Leute werden schlechter behandelt

Arme Leute werden schlechter behandelt

Reiche und arme Leute werden gleich behandelt
Weil} nicht.

B Translations retrieved from the MCSQ

Tables 1 and 2 show the list of published ques-
tionnaires in which the German translation options
for the response option “Neither agree nor dis-
agree” appear. The MCSQ does not include all
published questionnaires from the European Social
Survey (ESS), European Values Study (EVS), Sur-
vey of Health, Ageing and Retirement in Europe
(SHARE), and Wage Indicator Survey (WIS), al-
though it covers most of them, especially in the
case of the ESS.



Weder noch
Study Round/Year Country
1(2002), 2 (2004),
3 (2006). 4 (2008), .
ESS 5 (2010). 6 (2012), Austria
8 (2016), 9 (2018)
EVS 3(1999), 4 (2008), 5 (2017) | Austria
SHARE | 7 (2017), 8 (2019) Austria
1 (2002), 2 (2004),
3 (2006). 4 (2008),
ESS 5(2010), 6 (2012), Switzerland
7 (2014), 8 (2016),
9 (2018)
EVS 4 (2008), 5 (2017) Switzerland
SHARE | 7 (2017) Switzerland
1 (2002), 2 (2004),
3 (2006). 4 (2008),
ESS 5(2010), 6 (2012), Germany
7 (2014), 8 (2016),
9 (2018)
EVS 3 (1999), 4 (2008), 5 (2017) | Germany
WIS 1 (2000) Germany
ESS 2 (2004) Luxembourg
EVS 4 (2008) Luxembourg

Table 1: Questionnaires included in the MCSQ in which
the translation “Weder noch” appears.

Weder zustimmen noch ablehnen

Study

Round/Year Country

EVS

4 (2008), 5 (2017) | Luxembourg

Table 2: Questionnaires included in the MCSQ in which
the translation “Weder zustimmen noch ablehnen” ap-

pears.
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