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1 Abstract

In this work, we discuss our models that were ap-
plied to the SemEval-2025 Task 11: Bridging the
Gap in Text-Based Emotion Detection (Muham-
mad et al., 2025b). We focused on the English
dataset of track A, which involves determining
what emotions the reader of a snippet of text is
feeling. We applied three different types of mod-
els that vary in their approaches and reported our
findings on the task’s test set. We found that the per-
formance of our models differed from each other,
but neither of our models outperformed the task’s
baseline model.

2 Introduction

Detecting emotion in text is a complex task, as it
can be challenging to identify an emotion someone
is trying to convey in one snippet. It is essential
to accurately identify emotions in a text as it has
implications in healthcare, social science, human-
ities, narrative analysis, and several other fields
(Muhammad et al., 2025a). It can be easier to de-
tect emotion when someone explicitly states that
they are mad or upset or uses adjectives such as
delighted, pleased, or glad. "It broke my heart and
nearly ruined me" clearly displays sadness and fear.
However, a snippet such as "Colorado, middle of
nowhere" can make it difficult to determine how
people will perceive the reader’s emotions. The
task we focused on was Track A: Multi-label Emo-
tion Detection, which involves determining the per-
ceived emotions of a speaker of a snippet of text.
For the English dataset, there are five possible emo-
tions a snippet can classify as (anger, fear, joy, sad-
ness, and surprise). This is an any-of classification;
therefore, each snippet can be labelled with more
than 1 emotion. In our work, we applied three dif-
ferent models to Task A on the dataset containing
only English text. We wanted to compare three dif-
ferent models that varied in their approach, which
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included a standard feed-forward neural network-
based model, a model that leveraged the idea of
schemas — a key part of how humans detect, clas-
sify, and process emotions (Leahy, 2018) — and
a model that relied on the next-word prediction of
a large language model. Furthermore, each model
relied on different types or amounts of data which
is discussed in Section 4 and Section 5.

Our models did not perform well, but our best
Model_FFNN model scored 82 out of 98 par-
ticipants for the Task A English dataset. The
Model_FFNN performed best with respect to the
F1-score on the test set, achieving 64.7% !. It per-
formed best on the fear class, with an F1-score of
79.03%. The fear class was the most frequent class
in the training set, with 1,611 of 2,768 samples
having the fear label. Our Model_FFNN’s lowest
F1-score was on anger, with only 49.68%. Anger
had the lowest number of samples, with only 333
samples of 2768 having the anger label.

3 Background

There were three tracks for this shared task. We
focused on Track A: Multi-label Emotion Detec-
tion. Within this track, we considered the English
dataset. The training set contained 2,768 samples
of text snippets taken from Reddit?, as well as per-
sonal narratives, talks, and speeches. Each snippet
is made up of 1 to 4 sentences. Snippet length
varies between 3 words to 81 words (Muhammad
et al., 2025a). The number of samples labelled
with each emotion is (Anger: 333, Fear: 1611, Joy:
674, Sadness: 878, Surprise: 839). The number
of samples labelled with each emotion for both
the training set and test set can be seen in Table 1.
Along with the provided dataset, we used WordNet
synsets (Miller, 1994). We used the synsets for

'There is a discrepancy of approximately 0.1% between
our results and those calculated by the Task 11 organizers,
which we believe is due to rounding.

2https://www.reddit.com
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the words anger, fear, joy, sadness, and surprise.
Two of our models relied on the ability to gener-
ate embeddings. To generate these embeddings,
We used BERT-Emotions-Classifier 3. We adapted
code from the Hugging face BERT documentation
to create the embeddings *. The BERT-Emotions-
Classifier was trained for the Semeval 2018 task 1
(Mohammad et al., 2018). It was trained on Tweets
> with labels: anger, anticipation, disgust, fear, joy,
love, optimism, pessimism, sadness, surprise, and
trust. BERT-Emotions-Classifier can act as a full
pipeline, but we only use the embeddings for our
models. We did not perform additional prepro-
cessing steps beyond what is described for each
individual model, which are discussed in Section
4. Since BERT focuses on masked language mod-
eling and is not designed for next word prediction,
we used gpt-2 (Radford et al., 2019) for our model
that uses next word prediction to classify text with
their perceived emotions. The next word prediction
setup could be viewed as completing a cloze-style
(fill-in-the-blank) question, where the blank to be
completed is the next word. Schick and Schiitze
(2021) used cloze-style questions to assist with an-
notating data that will then be used for training.
One of the tasks that they evaluate their model on
involves predicting the rating of a review. In one of
our models, we compare each snippet to a schema
structure. Schema theory is a cognitive psychology
theory that outlines a set of learned frameworks
that allow us to more quickly understand the world
around us, make more accurate predictions, and
even influence how we view ourselves. We can
extract more information about the observation by
comparing things we observe to our schemas. They
help us organize and interpret information as a col-
lection of related knowledge about a concept or
entity, allowing us to quickly understand and pro-
cess new information based on our past experiences
(Leahy, 2018). In the case of emotion detection,
by comparing a snippet to an emotion schema and
gauging how similar they are, we attempt to extrap-
olate whether that snippet exhibits that emotion or
not.

3https://huggingface.co/ayoubkirouane/BERT—Em
otions-Classifier

4https://huggingface.co/docs/transformers/en/
model_doc/bert

Shttps://x.com

Anger Fear Joy Sad  Surp
Training 333 1611 674 878 839
Test 322 1544 670 881 799

Table 1: Number of samples labelled with each emotion
in training and test sets. Sad is the sadness class. Surp
is the surprise class.

4 System Overview

This section discusses the three different models
we applied to the SemEval 2025 Task 11—Track
A English dataset.

4.1 Model_FFNN

This model uses five separate feed-forward neural
network (FFNN) classifiers. First, the snippets are
passed into the BERT-Emotions-Classifier, where
the embeddings are generated. The embeddings
are then passed into the five separate data load-
ers, one for each emotion, with their associated
label, 1 or 0, that the feed-forward neural networks
are trained on. Each feed-forward neural network
has an input size of 768, a hidden layer size of
512, a dropout of 0.3, and an output size of one.
Each FFNN comprises three fully connected lay-
ers, where the first two use a rectified linear unit
and dropout, and the final layer uses a sigmoid
function to produce a final probability of the as-
sociated emotion. The FFNNs do not produce a
discrete label for the snippet. They only produce a
probability for their corresponding emotion. The
probability from each FFNN is put into a single
array, where each probability represents the like-
lihood of anger, fear, joy, sadness, and surprise.
There are five separate polynomial SVMs, one for
each emotion. Each SVM takes in the array of
emotion probabilities and the label corresponding
to the emotion the SMV is designated. The idea
behind using the SVM is to determine the proper
threshold for probability and capture any relation
between the probabilities. Due to the nature of the
dataset, all emotions are weighted toward the false
label, creating a disparity in the data and biasing the
FFNNs towards classifying every snippet as having
no emotion. A threshold of 50% was used for de-
termining the final classification, but we found that
the best threshold was inconsistent across all five
emotions, and we began using an SVM. The SVMs
capture the best threshold for each emotion’s prob-
ability. For example, if the threshold for anger is
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0.3, the SVM can capture that threshold. By giv-
ing the SVM all five probabilities, the SVM can
detect relations between the probabilities, where if
anger has a high probability, the SVM can more
accurately predict whether the snippet should be
classified as having the joy label. The final output
from each SVM is a 1 or 0, with 1 indicating that
the snippet expresses the corresponding emotion
and 0 indicating that the snippet does not express
the corresponding emotion.

4.2 Model_Cosine

This model uses schemas, a psychological struc-
ture used for identifying patterns and extrapolating
information. For people, schemas are developed
over time and encompass a large variety of infor-
mation, from facial expressions, tone of voice, key-
words, familiarity, and other parameters. In our
research, we developed a schema by concatenat-
ing all snippets with the same label. Additionally,
for every member in each WordNet (Miller, 1994)
synset of each emotion, we collected the definition
of each member. Senses represent the different
meanings a word can exhibit and are captured by
synsets. Adding the definitions of the members of
the synsets of emotions provides more information
to the schema. After snippets of text are concate-
nated and synset definitions are added, the schemas
are passed into the BERT-Emotions-Classifier, and
a 768-dimension embedded schema is created for
each emotion. Given a snippet text to classify, we
make an embedding using the BERT-Emotions-
Classifier and then compare it to the five embedded
schemas by measuring the cosine similarity. The
cosine similarity from each comparison is put into
an array and then passed to the five polynomial
SVMs along with the corresponding emotions la-
bel. This is done for similar reasons it is done for
the Model_FFNN. The SVMs can determine the
best threshold for accurately classifying the snippet
and capturing any relation between the similarities.
The final output from each SVM is a 1 or 0, with
1 indicating that the snippet expresses the corre-
sponding emotion and O indicating that the snippet
does not express the corresponding emotion.

4.3 Model NWP

This model uses next-word prediction to assist with
predicting the perceived emotion in a snippet of
text. Given a snippet of text, we strip punctuation
at the beginning and end of the text and concate-
nate the resulting text with the string "and I was".

For example, if the original text was "My stom-
ach was hurting.", it would become "My stomach
was hurting and I was". This concatenated text
is then used as input to a large language model,
which is used to calculate the probabilities for can-
didate words to be the next word®. We used the
gpt-2(Radford et al., 2019) model from Hugging
Face’ for our language model®. The candidate next
words are then ranked based on their probabilities
from highest to lowest. We then check the ranking
of words from a predefined list of words associ-
ated with the considered emotions for the task. If
a word in the list is ranked higher than or equal
to some threshold k&, then the model predicts the
emotion that corresponds with that word. The list
of words and their corresponding emotions include
(angry:anger, afraid:fear, happy:joy, sad:sadness,
surprised:surprise).

5 Experimental setup

For initial training to gauge the performance of
Model FFNN and Cosine, these two models were
trained on 80% (2214 samples) of the training set,
then performance was calculated on the other 20%
(554 samples) of the training. PyTorch’ version
2.5.0+cpu was used for Model_FFNN. SciKit'’
Learn version 1.4.0 was used for the SVM involved
with models Model _FFNN and Cosine. For train-
ing the feed-forward neural networks, data was
batched into groups of 16 and shuffled. We tuned
the dropout rate to 0.3 as it yielded the best F1-
score and accuracy results. We found that increas-
ing the size of the hidden layers from 256 to 512
also increased the model’s performance. Initially,
we used a single feed-forward neural network with
an input size of 768 and an output size of 5. How-
ever, this performance was low, so we moved to
five separate feed-forward neural networks binary
probabilistic classifiers. We found we had the best
results when using all five outputs provided by the
FFNNSs to determine the binary classification for
each emotion. Both models Model FFNN and Co-
sine were trained on the full training dataset before
being submitted on the final test set.

®We used the implementation suggested by Ruan at https:
//stackoverflow.com/questions/76397904/generate-
the-probabilities-of-all-the-next-possible-word-
for-a-given-text to perform next word prediction.

"https://huggingface.co/docs/transformers/en/
model_doc/gpt2

8We used the AutoModelForCasualLM library.

‘)https: //pytorch.org/

Yhttps://scikit-learn.org/stable/
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Model_NWP uses a threshold &, which deter-
mines whether or not an emotion is assigned based
on if their corresponding word, such as afraid for
the fear class, appears in the top k candidate words
for next word prediction. To tune our threshold %,
we observe the performance (F1-score, precision,
and recall) of the model on a set of samples that
includes samples from the provided training and
development set by the task prior to testing with
respect to the fear class. Limiting the model to
tune k to one emotion removes the need to have
seen other emotions that might be in the test set
and allows it to handle unseen emotions. However,
we did observe the performance of the model with
different k values averaged across all emotions be-
fore submitting to the task’s test set to check that
the model was performing near its potential across
all emotions in the set that combines the provided
training set and development set. We found that
the best k value for the fear class was 110, which
is true for both the set that combined the provided
training and development set and only the training
set'!. 110 was also the best k value for the perfor-
mance averaged across all emotions on both sets
of samples. Further analysis showed that the best
k value differs among different emotions. For this
model, we only use a k value of 110 when applied
to the test set.

6 Results

In this section, we discuss the performance of our
models. Table 2 shows the per-emotion perfor-
mance of our models. Table 3 shows the perfor-
mance of our models compared against other mod-
els applied to the task with respect to the F1-score
across the full test set.

Model_FFNN was our best-performing model
with respect to the macro Fl-score and the per-
class performance. The Model_Cosine performed
better than Model _FFNN in accuracy on anger
and joy and only marginally worse in accuracy
on the other emotions. Our models performed
worse than the task’s baseline model RemBERT
(Chung et al., 2021) by 6.22%. The Model_Cosine
and Model_FFNN performed poorly on recall ex-
cept when classifying fear, with Model_Cosine R
and Model_FFNN achieving a recall of 77.78%
and 81.28&, respectively. Precision and recall
for both models were approximately even for fear,

"There were some k values near 110 that had the same
rounded F1-score.

Anger Fear Joy Sad Surp
M_FFNN
Acc 88.58 75.93 84.10 79.93 78.14
F1 49.68 79.03 65.79 66.14 62.45
R 48.45 81.28 63.13 62.20 62.95
P 50.98 79.03 68.67 70.62 61.95
M_Cosine
Acc 90.50 74.30 84.86 79.40 73.40
F1 40.36 77.16 60.73 59.8 25.05
R 27.64 7778 48.36 48.13 15.39
P 74.79 76.55 81.61 78.96 67.21
M_NWP
Acc 77.05 60.03 39.61 63.57 39.61
F1 28.57 71.81 43.26 43.75 45.73
R 39.44 91.26 95.07 44.49 88.11
P 22.40 59.20 28.00 43.03 30.88

Table 2: Accuracy (ACC), Fl-score (F1), Recall (R),
and Precision (P) per emotion for each of our models
(Model in the names has been shortened to M). Sad is
the sadness class. Surp is the surprise class.

where fear had the highest number of labelled
samples, with 1,611 of 2,768 samples having the
fear label. Model_Cosine and Model_FFNN had
the worst performance for recall when classify-
ing anger, where achieved a recall of 27.64% and
48.45%, respectively. This reflects the difference
in the number of samples between anger and fear.
Where predicting each emotion can be viewed as a
binary classification, the total number of samples
trained for each binary classifier is 2,768. For each
emotion, the vast majority of these samples will
be considered as the negative class (labelled as not
having the emotion). Our model might have been
susceptible to this class imbalance in the training
set. Fear was the closest to having an even dis-
tribution, with 1,611 samples labelled with fear
and 1,157 as not fear. Our models achieved their
best F1-score with regard to the fear class, which
could be due to a more even class distribution or the
increase in labelled samples. All of our models per-
formed best when classifying fear. Model_NWP
was our worse performing model with respect to
the averaged F1-score and per emotion F1-score,
except for the surprise class, where it outperformed
Model_cosine.

Table 4 shows the co-occurrence between all
emotions, meaning if we see one label, there is
some probability that we are going to see another
label. For example, if we see the anger label, there

654



Model F1 Score (%)
Track A Best 82.30
Track A Baseline 70.83
Track A Average 70.58
Model_FFNN 64.70
Model_Cosine 52.62
Model_NWP 46.55

Table 3: Macro Fl-scores of our models compared
to other models applied to the task. There was a dis-
crepancy between our calculated F1-score and the task
organizer’s F1-score of approximately 0.1%. We re-
port the organizer’s F1-score here for all models except
Model_Cosine and Model_NWP, since we did not have
access to those two models’ performances.

Anger Fear Joy Sad Surp
Anger 1 0.72 0.02 046 0.33
Fear 0.15 1 006 042 0.36
Joy 0.01 0.15 1 0.07 023
Sad 0.18 0.78 0.05 1 0.23
Surp 0.13  0.69 0.19 0.24 1

Table 4: Co-occurrences between each emotion, which
is calculate as the P(column class | row class). Sad is
the sadness class. Surp is the surprise class.

is a 72% chance we will also see the fear label, but
only a 2% chance we will see the joy label. Co-
occurrence is calculated by counting the number
of times a label appears alongside another label,
divided by the count of that label. When looking at
anger, which appears 333 times, fear appears 239
times; we divide 239/333, so the co-occurrence
between anger and fear is 0.72. Fear appears sub-
stantially more than anger, with 1611 samples and
its co-occurrence with anger is much lower, only
0.15. Given anger, there is a high chance of see-
ing fear. Given fear, there is a lower chance of
seeing anger. Co-occurrence did not seem to influ-
ence the models. One of the reasons for using the
SVMs was to attempt to capture the relation in the
co-occurrence of the emotions. Anger has a high
co-occurrence with fear, being 0.72, but our models
performed better on the fear class than in the anger
class. The anger class also has the lowest number
of positive samples. This may suggest that a higher
number of positive samples (samples labelled with
the target class of each binary classifier) benefits
the model.

7 Conclusion

Our models underperformed compared to the task’s
baseline model, with our best model placing 82 out
of 98 on Track A: Multi-label Emotion Detection.
Model_FFNN could have underperformed due to
the small number of samples. There were only 333
samples labelled as anger out of a total of 2,768
samples, which could have biased this model to-
wards classifying samples as not anger. There is a
similar case for the other emotions. Model_Cosine
could have underperformed for a similar reason.
Our models recruited the use of three different
approaches, which included feed-forward neural
networks, schemas, and next-word prediction. Al-
though their performance was relatively poor, it
would be interesting to examine the effects of data
augmentation to decrease the class imbalances with
the binary classification setup in future work. Ad-
ditional datasets could also be recruited to provide
more training data, which could assist with the su-
pervised models Model_FFNN and Model_Cosine.
Other embedding models could also be considered
for our models. Future experiments could also ob-
serve if datasets containing audio can be used to as-
sist with a similar classification task by leveraging
tonality and emphases to improve the performance
of the schema model.

8 Ethical Consideration

Incorrectly classifying a snippet of text with the
wrong perceived emotion could have someone act
or react with incorrect information. For example,
if a snippet of text was incorrectly labelled with
anger, then a person interpreting that could react
based on incorrect knowledge, where they would
otherwise react in a different manner.
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