
Proceedings of the The 19th International Workshop on Semantic Evaluation (SemEval-2025), pages 49–53
July 31 - August 1, 2025 ©2025 Association for Computational Linguistics

Domain_adaptation at SemEval-2025 Task 11: Adversarial Domain
Adaptation for Text-based Emotion Recognition

Mikhail Lepekhin
MIPT / Moscow

lepehin.mn@phystech.edu

Serge Sharoff
University of Leeds / UK
s.sharoff@leeds.ac.uk

Abstract

We report our participation in the SemEval-
2025 shared task on classification of emotions
and describe our solutions using BERT-based
models and their modifications. We participate
in tracks A and B. We apply and compare base
XLM-RoBERTa, Adversarial Domain Adapta-
tion (ADA) on the XLM-RoBERTa with the
length of the text as the adversarial feature. As
a simple baseline, we also use a Logistic Re-
gression based on tf-idf features. We show
that using ADA increases the f1 macro score
in low-resource languages and in shorter texts.
Besides, we describe our approach to track A
where we use ADA with the text language as
the confounder. We show that for some lan-
guages it helps to improve the f1 score. In
all the tracks, we work with the following lan-
guages: Russian, Amharic, Algerian Arabic,
German, English, Spanish, Hausa, Brasilian
Portuguese, Romanian, Ukrainian.

1 Introduction

Non-topical text classification includes a wide
range of tasks aimed at predicting a text property
that is not connected directly to a text topic. For ex-
ample, predicting a text style, politeness , difficulty
level, the age or the first language of its author,
etc. It is applied in many areas such as information
retrieval, language teaching, or linguistic research.

(Devlin et al., 2018) introduced BERT – (Bidi-
rectional Encoder Representations from Transform-
ers), an efficient language representation model
based on the Transformer architecture (Vaswani
et al., 2017). It achieves state-of-the-art results
for various NLP tasks, including text classifica-
tion. XLM-RoBERTa (Conneau et al., 2019) is an
improved variant of BERT. It has a similar architec-
ture but uses a bigger and more genre-diverse cor-
pus based on Common Crawl (instead of Wikipedia
for the multilingual BERT). Therefore, we choose
XLM-RoBERTa as the classifier for the experi-
ments in our research.

One of the most significant problems in text clas-
sification is distribution shifts, such as topical shifts,
shifts in text length, or the distribution of languages.
For example, (Petrenz and Webber, 2010) shows
the effect of topical shifts for genre classification.
If a topic is more frequent in the training corpus for
a given target class, then a classifier tends to pre-
dict the target class by the keywords of the topic.
This causes numerous unreasonable mistakes in
text classification.

One of the algorithms that could be helpful to
mitigate topical shifts is Adversarial Domain Adap-
tation (ADA) (Ganin et al., 2016). It uses an ad-
versarial loss to make the classification features
less dependent on the domain of the training data.
It supposes training a feature extractor, a domain
discriminator, and a target classifier. The feature
extractor and target classifier are trained to achieve
high accuracy for the classification of the target
class and at the same time deceive the domain dis-
criminator to make it impossible to differentiate
two domains. In contrast, the domain discriminator
intends to classify the text domain correctly.

There was a lot of research on text-based emo-
tion classification in recent years. Some of them
use classical ML approaches. For example, (Liu
et al., 2023) adjust the Multi-label K-Nearest
Neighbors (MLkNN) classifier to allow iterative
corrections of the multi-label emotion classifica-
tion.

In this study, we report our participation in Se-
mEval 2025 task 11 (Muhammad et al., 2025b). We
train XLM-RoBERTa base and try to improve its
performance with addition of Adversarial Domain
Adaptation (Ganin et al., 2016).

2 Related Work

Non-topical text classification is not a new task.
For example, numerous attempts have appeared to
build a precise classifier of genres based on various
architectures from linear discrimination (Karlgren
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lang anger disgust fear joy sadness surprise
rus 20.3 10.2 12.2 20.7 15.7 13.3
chn 44.6 15.3 2.7 20 13.4 6.7
deu 29.5 32 9.2 20.8 19.8 6.1
eng 12 0 58.2 24.4 31.7 30.3
esp 24.7 32.8 15.9 32.2 15.5 21.1
ptbr 32.3 3.4 4.9 26.1 14.5 6.9
ukr 4 3.5 7 16.7 13.5 8

Table 1: Tracks A and C. Percentage of positive exam-
ples for each emotion in the training data

and Cutting, 1994) to SVM (Sharoff et al., 2010)
and recurrent neural networks (Kunilovskaya and
Sharoff, 2019).

Most state-of-the art results in the domain of
NLP were achieved with transformer-based archi-
tectures. (Sun et al., 2019a) gives important advices
on how to apply the BERT architecture to the task
of text classification. We use the recommended
values of learning rate and the number of epochs in
our study.

The task of emotion classification is also well-
known and widely researched. For example, in (Ra-
souli and Kiani, 2023) the authors apply a BERT-
based transfer learning approach to achieve high
accuracy on the short Persian texts. However, their
study does not include usage and analysis of the
adversarial methods in contrast to ours.

(Zou et al., 2021) modify Adversarial Domain
Adaptation (ADA) and present a novel approach
for domain adaptation. The methods are applied
and compared on the tasks of sentiment analysis
and yes-no binary questino answering. Although
their results surpasses other techniques compared
in their study, the authors mostly work with much
longer texts then we do in our study. Regarding
the shortness of the texts provided in the SemEval
2025 shared task 11, it cannot be guaranteed that
the novel methods are able to significantly overpass
the simplier ones.

3 Data Analysis

Before making any experiments, we look at the
given data to mention some patterns which could
be helpful for building robust classifiers.

All the data we use in our study is provided
by the SemEval 2025 shared task 11 organizers
(Muhammad et al., 2025a). The dev and test data
contain a wide range of languages including the
rare ones. For example, it contains the Ethiopian
languages (Amharic, Oromo, Somali, and Tigrinya)
(Belay et al., 2025).

emotion intensity
0 1 2 3

anger 74.2 14.2 8.1 1.7
disgust 70.1 9.3 6.3 1.5
fear 82.8 7.7 6.0 1.7
joy 77.1 8.6 10.2 2.2
sadness 77.5 10.9 7.2 2.5
surprise 84.5 8.3 4.5 0.9

Table 2: Track B. Distribution of intensity for each
emotion in the training data

lang dev test
mean p=25 p=50 p=75 mean p=25 median p=75

rus 9.1 5 8 12 9.7 5 9 13
amh 20.3 10 17 24 19.9 10 17 24
arq 14.7 10 14 19 14.4 9 13 18
deu 35.1 15.8 27 48 35.4 14.0 26 49
eng 14.9 7 12 21.3 15.8 8.0 13 21
esp 10.4 7 9 14 8.8 5 8 12
hau 13.7 8 12 16 13.5 8 12 16
ptbr 18.6 8 13 22 17 8 14 26
ron 16.5 9.5 14 20.5 17 10 15 21
ukr 10 6 9 13 9.9 6 8 12

Table 3: Track A. The number of words per text by
language. Mean, median (or 50-percentile), 25- and 75-
percentiles.

Table 1 represents the distribution of emotions
across the training datasets for all the languages.
It can be seen that the training dataset is sparse
as it contains less then 20% positive examples for
most pairs (language, emotion). Moreover, Table 1
shows that the languages are quite different in terms
of the emotions provided for them in the training
dataset.

Table 2 shows that the categories distribution in
the train for the track B is even more sprarse than
that for tracks A and C.

In Table 3, we compare the languages in terms
of the distribution of length. It can be seen that
the text length depends crucially on the language it
comes from. In addition, it can be concluded that
the texts in the training and test datasets are quite
short and rarely contain more than 1-3 sentences. It
causes an additional challenge to create a reliable
text-based classifier.

Table 3 shows that the length distibution for train
and test differ statistically noticeably. We perform
a t-test and get that for Spanish this difference is
statistically significant. Moreover, the languages
are different in terms of the length distribution. Is
could potentially force the classifiers to learn spuri-
ous relations between the text length and the emo-
tion label.
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4 Experiments

4.1 Methodology
ADA method belongs to Unsupervised Domain
Adaptation (Ramponi and Plank, 2020). It shows
promising performance in numerous NLP tasks in
recent years (Ganin et al., 2016).

It usually consists of a shared feature extractor
f = Gf (x), a label predictor y = Gy(x) and a
domain discriminator d = Gd(x). In addition to
the standard full supervision learning process in
the source domain, a minimax game is designed
between the feature extractor f and the domain
discriminator d. The domain discriminator d aims
to distinguish the domain label between the source
and target, while the feature extractor f is trained
to deceive the feature discriminator d. This adver-
sarial training process can be formulated as

min
Gf ,Gy

Ly(Xs, Ys)− λLf (Xs, Xt),

min
Gd

Ld(Xs, Xt),

where Ly is the cross-entropy loss for classification
of the target label (in our study, it is the gender of
the text author). Lf is the loss of the feature extrac-
tor. It denotes the cross-entropy of the classification
of the text source. Both Ly and Lf are calculated
and optimised with freezing of weights of the do-
main discriminator. Ld is similar to Lf . However,
when it is calculated and optimised, the weights
of the feature extractor and the label predictor are
frozen.

In our study, we use simple discriminators and
feature extractors consisting of single linear layers
with an activation.

4.2 Description
We train 3 classifiers: Logistic Regression, XLM-
RoBERTa, XLM-RoBERTa with Adversarial Do-
main Adaptation (ADA). All the experiments were
carried out on Google Colab.

We use XLM-RoBERTa with base configuration
(12-layer, 768-hidden, 12-heads, 125M parameters,
xlm-roberta-base in HuggingFace) as a baseline
for all the experiments. In all our experiments, we
train the XLM-RoBERTa models for 3 epochs with
learning rate=10−5, since these values are proposed
in (Sun et al., 2019b).

Logistic Regression is used as a simple base-
line. We train it on the tf-idf features correspond-
ing to 1-3 gramms. We take 16000 most rel-

lang dev test
xlm-r adv len adv lang lr xlm-r adv len adv lang lr

rus 0.789 0.709 0.806 0.776 0.796 0.726 0.818 0.476
amh 0.337 0.528 0.414 0.642 0.367 0.518 0.439 0.473
arq 0.141 0.382 0.228 0.568 0.105 0.332 0.136 0.448
chn 0.555 0.448 0.536 0.461 0.569 0.500 0.590 0.581
deu 0.519 0.447 0.533 0.599 0.536 0.482 0.578 0.455
eng 0.528 0.498 0.544 0.624 0.497 0.463 0.548 0.395
esp 0.733 0.703 0.758 0.772 0.717 0.683 0.746 0.440
hau 0.198 0.415 0.206 0.756 0.197 0.380 0.218 0.460
ptbr 0.423 0.409 - 0.574 0.437 0.420 - 0.472
ukr 0.483 0.438 0.508 0.598 0.479 0.452 0.551 0.489

Table 4: Track A. The f1 macro score of the XLM-R,
XLM-R + ADA on the dev and test datasets

lang dev test
xlm-r lr xlm-r lr

rus 0.310 0.428 0.485 0.287
amh 0.430 0.360 0.354 0.302
arq 0.295 0.295 0.239 0.262
chn 0.517 0.287 0.545 0.471
deu 0.537 0.475 0.511 0.271
eng 0.276 0.338 0.311 0.207
esp 0.312 0.354 0.410 0.211
hau 0.393 0.433 0.466 0.222
ptbr 0.323 0.361 0.542 0.347
ukr 0.494 0.324 0.416 0.300

Table 5: Track B. The f1 macro score of the XLM-R on
the dev and test datasets

evant n gramms according to the chi2 statistics
(sklearn.feature_selection.SelectKBest).

Since the training datasets are small for each
language, we train each model on all the languages
available in the training dataset simultaneously.

Moreover, given the sparsity of the data, we
make upsampling for every Logistic Regression
classifier we train. Upsampling is not a perfect solu-
tion. However, Logistic Regression tends to errode
to a constantly zero-predicting classifier without it.
Besides, we train a separate Logistic Regression
for each emotion.

4.3 Results
Table 4 shows the results of our experiments. We
can see that for most big languages (English, Rus-
sian, Chinese, Ukrainian, German, Spanish, Por-
tuguese), XLM-R without domain adaptation at-
tains a higher f1 macro score. However, the adver-
sarial domain adaptation technique with the length
of the text as the confounder helps to attain much
better metrics for small languages. For instance, it
can be seen for Amkharian and Hausa.
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Figure 1: Dependence of the f1 macro score of the base
XLM-RoBERTa and the XLM-RoBERTa with ADA on
the text length.

After the official deadline for the competition,
we also try to use the language as a confounder. Our
intuition is that it helps to make the training process
more language agnostic. Table 4 shows that this ap-
proach manages to beat the base XLM-RoBERTa
on most languages for which the training data is
available. In track B Table 5, we apply a base
XLM-RoBERTa and Logistic Regression based on
tf-idf features. We show that the Logistic Regres-
sion performs better on most languages on the dev
dataset, whilst XLM-RoBERTa attains a higher f1
score for most languages on the test dataset. We
suppose it is caused by some sort of distribution
shifts between the dev and test datasets.

Besides, the adversarial approach shows Figure 1
significant increase in f1 macro score on the texts
of lower length. It shows usability of the adversar-
ial approach and its robustness in case of length
distribution shifts.

5 Conclusions and future research

We show that:

1. Using adversarial loss significantly improves
the f1 macro score for the low-resource lan-
guages

2. Adversarial loss helps to improve the f1 score
on the texts with lower length.

3. The metrics for logistic regression are compa-
rable to those for the XLM-RoBERTa models.

Adversarial methods are potentially helpful to
achieve higher quality in a wide range of tasks and
to combat various distribution shifts, including clas-
sification of emotions. However, in order to utilize

the whole capacity of the adversarial methods, it
would be helpful to use models with a higher num-
ber of parameters. For example, best results in the
SemEval-2025 Task11 competition (Muhammad
et al., 2025b) were achieved using LLMs. How-
ever, due to limited computing resources, we did
not have the opportunity to fine-tune large language
models using the adversarial methods.

Therefore, there is still a room for improvement.
In the future, using ADA in conjunction with large
language models could make it possible to ob-
tain much more accurate and reliable classifiers.
In addition, it might be useful to try more mod-
ern competitive domain adaptation methods, such
as Energy-based Adversarial Domain Adaptation
(EADA).
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