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Abstract

Entity-Aware =~ Machine = Translation
(EAMT) aims to enhance the accuracy
of machine translation (MT) systems
in handling named entities, including
proper names, domain-specific terms,
and structured references. Conventional
MT models often struggle to accurately
translate these entities, leading to errors
that affect comprehension and reliability.
In this paper, we present a promising
approach for SemEval 2025 Task 2, fo-
cusing on improving EAMT in ten target
languages. The methodology is based
on two complementary strategies: (1)
multilingual Named Entity Recognition
(NER) and structured knowledge bases for
preprocessing and integrating entity trans-
lations, and (2) large language models
(LLMs) enhanced with optimized prompts
and validation mechanisms to improve
entity preservation. By combining struc-
tured knowledge with neural approaches,
this system aims to mitigate entity-related
translation errors and enhance the overall
performance of MT models. Among the
systems that do not use gold information,
retrieval-augmented generation (RAG), or
fine-tuning, our approach ranked 15! with
the second strategy and 37% with the first
strategy.

1 Introduction

Entity-aware machine translation (EA-MT) aims
to improve MT accuracy for named entities, in-
cluding proper names, dates, and domain-specific
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terms (Gifu & Vasilache 2014). These are crucial
in fields like technical documentation, legal texts,
and medical literature (Gifu & Cioca 2013), yet
translating them remains challenging despite mod-
ern advancements.

Early rule-based MT struggled with named en-
tities due to rigid linguistic rules (Slocum 1985).
Statistical Machine Translation (SMT) in the
1990s improved overall quality but still faced is-
sues with proper nouns and domain-specific terms
(Wang et al. 2022). Phrase-Based SMT (PB-SMT)
in the 2000s enhanced phrase-level translations
but remained inconsistent with named entities and
long-distance dependencies (Koehn et al. 2003,
Lopez 2008).

Neural Machine Translation (NMT) and
Transformer-based models like BERT and GPT
(Vaswani 2017) have enhanced fluency and
contextual awareness. Yet, challenges remain
in entity preservation, cultural adaptation, and
low-resource language support (Zaki 2024, Gifu
& Covaci 2025, Lupancu et al. 2023).

For SemEval 2025 Task 2 (Conia et al. 2025)
on EA-MT, we developed two systems to im-
prove entity-centric translation across ten lan-
guages. Our approach combines:

1. Multilingual Named Entity Recognition
(NER) and structured knowledge bases— We pre-
process source text by identifying named entities,
aligning them with external structured resources
(e.g., Wikidata), and reintegrating their transla
tions while preserving contextual accuracy

2. Large Language Models (LL.Ms) with opti-
mized prompt engineering and validation mech-
anisms — We leverage LLMs to refine transla-
tions, ensuring that named entities are preserved,
properly adapted, and fluently integrated into the
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target language. Beyond technical implementa-
tion, we systematically evaluate our models us-
ing both standard MT metrics (e.g.,.BLEU, ME-
TEOR) and specialized entity-aware evaluation
techniques that assess entity preservation and
translation accuracy. Given the linguistic diversity
of the task, our system is designed to handle com-
plex challenges such as morphological variations,
transliteration issues, and script-based differences
in languages like Japanese, Chinese, Arabic, and
Thai.

The remainder of this paper is structured as fol-
lows. Section 2 provides a background on the
evolution of MT, from early rule-based systems
to state-of-the-art transformer models. Section 3
details the system architecture design for EA-MT,
outlining the experimental setup and datasets used.
Section 4 presents the results and the comparative
evaluation. Finally, Section 5 discusses conclu-
sions and future directions for entity-aware MT re-
search.

The complete implementation of our system is
available on GitHub!

2 Background

From the 1960s to the 1980s, early machine trans-
lation (MT) systems were rule-based, offering
structured translations but struggling with named
entities, proper nouns, and idiomatic expressions
(Hutchins 1986, Song & Xu 2024).

The 1990s introduced Statistical Machine
Translation (SMT), leveraging probabilistic mod-
els to improve flexibility, yet still facing chal-
lenges with rare terms and domain-specific termi-
nology. The 2000s saw Phrase-Based SMT (PB-
SMT), enhancing contextual coherence but retain-
ing difficulties with named entities (Zens & Ney
2004, Pal et al. 2004).

Neural Machine Translation (NMT) emerged in
the 2010s, using deep learning to improve fluency
and entity handling, though challenges persisted
in low-resource languages and domain adaptation
(Vaswani et al. 2017, Koehn & Knowles 2017).

Today, Transformer-based models like GPT
and BERT push translation accuracy forward, ex-
celling in contextual understanding but still strug-
gling with cultural adaptation and low-resource
languages (Devlin et al. 2019, Wang et al. 2022).
Large Language Models (LLMs), such as GPT-

Uhttps://github.com/deliagrigorita/FII-the-best-
SemEval2025
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4, now rival leading NMT systems, though per-
formance varies across language pairs (Manakhi-
mova et al. 2023).

Despite advances, translating low-resource lan-
guages remains a challenge, necessitating refined
techniques like back-translation and transfer learn-
ing (Zeng 2023, Her & Kruschwitz 2024). Hy-
brid methodologies integrating rule-based, statisti-
cal, and neural approaches continue to be explored
for further improvements (Wang et al. 2022).

3 Dataset and Methods
3.1 Dataset

The dataset contains sentence pairs aligned be-
tween English and 10 target languages, with
named entities linked to Wikidata IDs for multi-
lingual NER tasks. However, entity tagging is in-
complete, often marking only some entities in a
sentence while leaving others untagged, impact-
ing annotation reliability and depth for tasks like
translation.

For example, consider the following sentence
pair:

Source (English): ”Which actor was Stephe-
nie Meyer’s first choice to play Edward Cullen in
the movie Twilight?”

Target (Example Language): “Quale attore
era stata la prima scelta di Stephanie Meyer per
interpretare Edward Cullen nel film Twilight?”

This sentence contains three distinct entities:

* Stephenie Meyer (author, 0160219)
¢ Edward Cullen (fictional character)
» Twilight (movie)

However, in the dataset, only Stephenie Meyer
is tagged with the corresponding Wikidata ID
0160219, whileEdward Cullen and Twilight
are not tagged.

This inconsistency in entity recognition results
in incomplete annotations, which directly impacts
the utility of the dataset. This limitation is particu-
larly critical when it comes to translation tasks, as
missing entities such as Edward Cullen and Twi-
light could significantly alter the understanding of
the original sentence in the target language.

3.2 Methods
3.2.1 First approach

In our initial approach, we used the mBERT
model, trained on the WikiNEuRal:


https://github.com/deliagrigorita/FII-the-best-SemEval2025
https://github.com/deliagrigorita/FII-the-best-SemEval2025

Multilingual NER (Tedeschi et al. 2021)
dataset, to extract named entities from the source
text. This dataset is considered state-of-the-art for
Multilingual Named Entity Recognition (NER)
and is automatically derived from Wikipedia.

We generated two vectors: one containing the
extracted named entities and another with corre-
sponding translations retrieved via the Wikidata
API, which offers accurate, human-curated trans-
lations for many entities.

To preserve the positions of the entities
within the text, we replaced each named en-
tity in the original text with a placeholder
([TAG-HOLDER]). The modified text was then
used for subsequent processing: translation us-
ing the deep translator, deep_translator -
GoogleTranslator, after which the place-
holders were replaced with the Wikidata transla-
tions.

For entities not found in Wikidata, we kept them
in the original language as a fallback. While this
method delivered reasonable results, we identified
a potential issue: translating a sentence with place-
holders rather than the full context might disrupt
grammatical conventions in the target language
(e.g., misgendering articles in languages like Ital-
ian for person names).

To address this, we refined the process by re-
placing the translator with the Gemini API, utiliz-
ing the free Gemini 1.0 Pro version. This allowed
us to leverage prompt engineering, providing the
original entities, their Wikidata translations, and
a request for grammatically accurate translation.
This approach yielded superior results that aligned
with the grammar of the target language. It also
opens the possibility of experimenting with var-
ious LLMs to determine which delivers the best
outcomes.

In Figure 1, we present the architecture of the
first approach.

During the extraction, we observed that the
model occasionally permuted certain special char-
acters in the extracted named entities (NEs). For
instance, in the extracted named entity St Anne’s
Cathedral, the corresponding Wikidata transla-
tion would appear as St Anne’s Cathedral,” with
spaces added around the apostrophe. We identi-
fied this as a consistent issue where punctuation
marks, apostrophes, and other special characters
were misrepresented. To address this, we im-
plemented a normalization step to remove these
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Figure 1: The architecture of the first approach

inconsistencies, ensuring that such cases, along
with others involving special characters, were cor-
rected. After performing this normalization, we
observed a marked improvement in the evaluation
results, as the translation output became more ac-
curate and consistent.

3.2.2 Second approach

The second implementation presents another
approach to Entity-Aware Machine Transla-
tion (EAMT), leveraging large language models
(LLMs) for high-fidelity text translation while en-
suring the preservation and correct translation of
named entities. The system follows a structured
pipeline that isolates named entities, processes
their translations separately, and reintegrates them
into the translated text.

The translation of common words within a sen-
tence is performed directly inside the LLM, as it is
powerful enough to handle basic translations accu-
rately. However, the translation of named entities
utilizes external resources to ensure higher preci-
sion, as named entities require a human touch to
maintain accuracy. Additionally, named entities
evolve more frequently than common words, mak-
ing it necessary to rely on up-to-date external re-
sources such as structured knowledge bases (Co-
nia et al. 2024).

Named Entity Recognition (NER) is the first
step, where named entities are identified and ex-
tracted from the source text using a combination of
entity recognition models and regex-based pattern



matching. Once the named entities are detected,
they are separated by specific tags in the source
text to maintain the underlying linguistic struc-
ture during translation. The masked text is then
processed independently using a large-scale LLM,
such as Qwen 2.5 Instruct (Team 2024), which
has demonstrated powerful translation skills in
the required languages. Extracted named entities
are handled separately, with their translations ob-
tained from structured knowledge bases such as
Wikidata. Once translated, the named entities are
reintegrated into the translated text at their corre-
sponding positions, ensuring fluency and semantic
coherence.

The named entity translation module follows
multiple strategies, including knowledge-based
lookup by querying structured data sources like
Wikidata and cross-lingual LLM-based heuris-
tics, where the original entity may be retained
or transliterated if no reliable translation is avail-
able. To enhance efficiency, the implementation
integrates optimization techniques such as paral-
lel processing to handle multiple sentences con-
currently, using vLLM’s fast inference framework.

In Figure 2, we present the architecture of the
second approach.

o " Control center
Tompt engineenng Qwen 2.5 72B-Instruct AWQ

Task 1: Separate NE with tags
(2.0. <SENTENCE= <NER_1>Barack Obama</NER_1> was bom in
<NER_2-Hawail</NER_2-. </SENTENCE>)

l

Task 2: Transiate tagged sentence leaving NE as itis

l

Task 3: Translate NE

l

Task 4: Check for fluency and accuracy in the provided language
(includes NE not found on Wikidata)

Figure 2: The architecture of the second approach

‘Wikidata API

The effectiveness of the translation pipeline re-
lies on well-structured prompts designed to guide
the LLM in performing translations with high fi-
delity. Initially, prompts are crafted to explic-
itly instruct the LLM to focus on translating only
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the non-entity words while preserving placehold-
ers for named entities. These prompts are refined
iteratively to optimize clarity and accuracy, ensur-
ing that the model correctly understands the dis-
tinction between common words and named enti-
ties. Additional prompt tuning techniques are em-
ployed, such as providing context-specific exam-
ples to enhance translation performance and pre-
vent ambiguity. The prompt design also incorpo-
rates validation mechanisms, where the model’s
responses are analyzed, and adjustments are made
dynamically to improve consistency in entity-
aware translations.

Appendix A contains the prompts that were
used to guide Qwen for translation.

4 Results

In this section, we present the evaluation results of
our two proposed strategies. The evaluation was
conducted using two main metrics: COMET and
M-ETA across ten target languages: Arabic (AE),
German (DE), Spanish (ES), French (FR), Ital-
ian (IT), Japanese (JP), Korean (KR), Thai (TH),
Turkish (TR), and Traditional Chinese (TW).

* COMET (Cross-lingual Optimized Metric
for Evaluation of Translation) is a neural-
based metric that assesses machine transla-
tion quality using contextual embeddings to
compare source, translation, and reference
sentences.

M-ETA (Manual Entity Translation Accu-
racy) measures entity translation accuracy by
computing the proportion of correctly trans-
lated entities against a gold standard.

The final evaluation score is calculated as the har-
monic mean of the COMET and M-ETA scores,
ensuring a balanced assessment that accounts for
both overall translation quality and entity preser-
vation.

The first strategy demonstrated varying levels of
performance across languages, as shown in Table
1.

Spanish (es_ES) achieved the highest final score
of 79.1, followed closely by Arabic (ar_AE) and
French (fr_FR) with final scores of 77.54 and 77.5,
respectively. The lowest performance was ob-
served for Chinese (zh_TW), which obtained a fi-
nal score of 40.71 due to a significantly lower M-
ETA score (26.46). Other languages, such as Turk-



Languages M-ETA | COMET | Final
Score Score Score
Arabic (ar_AE) 68.11 90.01 77.54
German (de_DE) | 62.63 89.13 73.56
Spanish (es_ES) | 69.91 91.06 79.1
French (fr_FR) 68.11 89.89 77.5
Italian (it_IT) 67.67 88.5 76.7
Japanese (ja_JP) | 66.68 91.82 77.26
Korean (ko_KR) | 64.11 90.72 75.13
Thai (th_TH) 55.41 85.2 67.15
Turkish (tr_TR) 56.9 90.19 69.77
Chinese (zh_ TW) | 26.46 88.29 40.71

Table 1: First Strategy Results

ish (tr_TR) and Thai (th_TH), also showed mod-
erate performance, with final scores of 69.77 and
67.15, respectively.

The second strategy, shown in Table 2, yielded
higher final scores across most languages com-
pared to the first strategy. Italian (it_IT) achieved
the highest final score of 83.4, followed by Span-
ish (es_ES) with 81.22 and French (fr_.FR) with
80.52. The lowest performance was again ob-
served for Chinese (zh_-TW); however, the final
score (74.19) showed a significant improvement
over the first strategy. Additionally, languages
such as Turkish (tr_TR) and Thai (th.TH) exhib-
ited better scores than in the first strategy, with fi-
nal scores of 77.77 and 75.16, respectively.

Languages M-ETA | COMET | Final
Score Score Score
Arabic (ar_AE) 66.42 91.35 76.91
German (de_DE) | 66.98 91.3 77.27
Spanish (es_ES) | 72.35 92.58 81.22
French (fr_FR) 72.46 90.59 80.52
Italian (it_IT) 75.79 92.71 83.4
Japanese (ja_JP) | 67.03 93.56 78.11
Korean (ko_KR) | 66.02 92.78 77.14
Thai (th_TH) 65.25 88.62 75.16
Turkish (tr_TR) 67.56 91.63 77.77
Chinese (zh . TW) | 62.5 91.25 74.19

Table 2: Second Strategy Results

While both strategies performed well in han-
dling named entities in translation, the second
strategy generally produced higher final scores
across most languages. Improvements in M-ETA
and COMET scores were particularly noticeable
for Italian (it_IT), French (fr_.FR), and Chinese
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(zh_TW). However, variations still exist among
different languages, indicating that certain lan-
guage pairs may require further refinement. Future
work will explore the potential benefits of merging
these two strategies to leverage their strengths and
further enhance translation performance. >

5 Conclusion

In this work, we explored entity-aware machine
translation (EA-MT) by proposing two approaches
aimed at improving the translation of named enti-
ties across multiple languages. Our first approach
relied on the mBERT model for Named En-
tity Recognition (NER) combined with Wikidata-
based entity translations, while our second ap-
proach leveraged large language models (LLMs)
with structured prompt engineering to enhance
translation accuracy.

Our experiments demonstrated that accurately
recognizing and preserving named entities is cru-
cial for high-quality translation. We identified sev-
eral challenges, such as inconsistent entity anno-
tations in the dataset and grammatical disruptions
caused by placeholder-based translations. To mit-
igate these issues, we refined our methodology by
incorporating normalization techniques and utiliz-
ing Wikidata as a reliable source for entity trans-
lations. The second approach, which integrated
LLMs for translation while maintaining entity in-
tegrity, proved to be more effective in producing
fluent and semantically accurate translations.

6 Future Work

While our proposed strategies have shown promis-
ing results, there is still room for improvement
in enhancing the quality of the final translation.
Firstly, let’s consider the strategy that relied on
Gemini 1.0. Although useful, this model occa-
sionally struggled to fully adhere to prompt in-
structions, resulting in deviations from expected
outputs. Additionally, as Gemini 1.0 is now be-
ing discontinued, transitioning to more advanced
models has become a necessity.

To address these issues, future iterations of our
first strategy will incorporate a more advanced
large language model (LLM) with superior capa-
bilities. By leveraging a model with improved
contextual awareness and better alignment to user

’In the final leaderboard, the submissions can be found
under the names FII-UAIC-SAI for the second strategy and
FII the Best for the first strategy.



prompts, we expect a significant boost in transla-
tion accuracy across multiple languages.

Another area for future improvement is to in-
tegrate both strategies into a unified system, lever-
aging their strengths to enhance translation perfor-
mance.
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A Prompts Used to Guide Qwen for
Translation

system_prompt = """You are an advanced
language model skilled at
identifying and isolating named
entities in a sentence."""

user_prompt = """Given a sentence,
perform the following tasks:

Identify the named entities in the
sentence.

Encapsulate each named entity between <
NER_ {number}> and </NER_{number}>
tags, where number indicates the
order of the entity found.

Encapsulate the entire sentence, with
the named entity tags included,
between <SENTENCE> and </SENTENCE>
tags.

Example:

Input: Barack Obama was born in Hawaii.

Output: <SENTENCE> <NER_1>Barack Obama</
NER_1> was born in <NER_2>Hawaii</
NER_2>. </SENTENCE>

Task:

Input: % (input_sentence)s

Output g nmnn

translate_system_prompt = """You are a
highly skilled language model
capable of translating text between
languages with high accuracy.

Translate sentences into the specified
target language while preserving
their meaning and context.

Do not translate the parts of the
sentence enclosed between <NER> and
</NER> tags."""

translate_user_prompt = """Translate the

following sentence into %(
target_language) s:\n"
Sentence: % (sentence)s
Translation:"""

validate_system_prompt = """You are an
expert in evaluating the fluency and
naturalness of sentences in a
specific language.

Your task is to determine whether a
provided sentence sounds natural and

fluent in the target language.

If the sentence is already fluent and
natural, return it as is.

Do not provide explanations or reasoning

If minor adjustments are needed for
fluency, provide the refined
sentence in the target language.

o)

The target language is % (language)s.
mmww

validate_user_prompt = """The following
sentence is in % (language)s.

Please evaluate whether it sounds
natural and fluent in the target
language.

Translated Sentence:
Final fluent sentence:

% (translated) s
nmwn

Listing 1: Qwen prompts
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Implementation details:

e Model: Qwen 2.5 Instruct - 72b - AWQ
(Team 2024)

e Sampling parameters: temperature=0.3
(small value, follow instructions more

closely), min_p=0.01 (filter unlikely tokens).

¢ Environment: GPU L4 x 4



