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Abstract

In this paper, we describe our approach for the
SemEval 2025 Task 2 on Entity-Aware Ma-
chine Translation (EA-MT). Our system aims
to improve the accuracy of translating named
entities by combining two key approaches: Re-
trieval Augmented Generation (RAG) and it-
erative self-refinement techniques using Large
Language Models (LLMs). A distinctive fea-
ture of our system is its self-evaluation mech-
anism, where the LLM assesses its own trans-
lations based on two key criteria: the accuracy
of entity translations and overall translation
quality. We demonstrate how these methods
work together and effectively improve entity
handling while maintaining high-quality trans-
lations.

1 Introduction

Entity-Aware Machine Translation (EA-MT) fo-
cuses on accurately translating sentences contain-
ing named entities, such as movies, books, food,
locations, and people. This task is particularly im-
portant because entity names often carry cultural
nuances that need to be preserved in the transla-
tion process (Conia et al., 2024). The challenge
lies in the fact that named entities typically cannot
be translated through simple word-for-word or lit-
eral translations. For instance, the movie "Night at
the Museum" is translated as "박물관이살아있다"
(meaning "The Museum is Alive") in Korean, rather
than the literal translation "박물관에서의밤." This
example illustrates why literal translations of entity
names can be inappropriate. This issue becomes
particularly critical in domains such as journalism,
legal, or medical contexts, where incorrect entity
translations can significantly compromise factual
accuracy and trustworthiness.

The SemEval 2025 Task 2 (Conia et al., 2025)
addresses this challenge by requiring participants
to develop systems that correctly identify named
entities and transform them into their appropriate

target-language forms. In this paper, we present
our system, which combines Retrieval-Augmented
Generation (RAG) and self-refine (Madaan et al.,
2024) approaches. Our system first retrieves entity
information (labels and descriptions) from Wiki-
data (Vrandečić and Krötzsch, 2014) IDs provided
by the task organizers. This information is then
incorporated into prompts for a Large Language
Model (LLM). However, we discovered that merely
providing entity information to the LLM does not
guarantee accurate entity-aware translations. To
address this limitation, we implemented the self-
refine framework where the same LLM model eval-
uates the initial translation based on two criteria:
entity label accuracy and overall translation quality.
In summary, our approach integrates both RAG and
self-refine frameworks to achieve optimal transla-
tion results. We also present case studies demon-
strating concrete improvements achieved through
our feedback mechanism.

2 Related Work

2.1 Entities in Knowledge Graph

Knowledge graph component retrieval from source
texts has been extensively studied through various
approaches, including dense retrieval (Conia et al.,
2024; Karpukhin et al., 2020; Wu et al., 2020; Li
et al., 2020) and constrained decoding (De Cao
et al., 2021; Rossiello et al., 2021; Lee and Shin,
2025). These retrieved information has been suc-
cessfully applied to various tasks, such as ques-
tion answering and machine translation. In the con-
text of machine translation, several studies have
focused on entity name transliteration, converting
entity names from one script to another (Sadamitsu
et al., 2016; Ugawa et al., 2018; Zeng et al., 2023).
However, these studies did not address the tran-
screation of entity names. Another line of research
has explored improving MT models by augmenting
training datasets to enhance entity coverage (Hu
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et al., 2022; Liu et al., 2021). While our approach
directly utilizes gold Wikidata IDs and retrieves
related information, it can be potentially combined
with the aforementioned retrieval methods.

2.2 Retrieval Augmented Generation
Retrieval Augmented Generation (RAG) has been
widely adopted to enhance machine translation ac-
curacy. Zhang et al. (2018) demonstrated its ef-
fectiveness in improving MT quality, particularly
for low-frequency words. Bulte and Tezcan (2019)
employed fuzzy matching techniques for dataset
augmentation. More recently, Conia et al. (2024)
leveraged RAG with Large Language Models to
achieve cross-cultural machine translation.

2.3 Post Editing and Refinement
Post-editing has become a crucial part of machine
translation workflows to enhance initial transla-
tion quality. Large Language Models (LLMs) have
emerged as particularly effective tools for provid-
ing translation feedback. Raunak et al. (2023) em-
ployed GPT-4 to generate feedback and post-edit
Microsoft Translator outputs, while Kocmi and Fe-
dermann (2023) utilized GPT-4 to provide MQM-
style feedback for machine translation results. The
concept of self-refinement, introduced by Madaan
et al. (2024), allows Large Language Models to gen-
erate outputs, feedback and iterate by itself, leading
to improved performance across various tasks. In
our work, we adapt this self-refinement framework
for entity-aware machine translation, as we found
that RAG alone is insufficient for accurate transla-
tion.

3 Dataset

The dataset for this task was provided by the orga-
nizers in multiple stages: sample, training, valida-
tion, and test sets as shown in Table 1. The sample
data served as an initial reference to demonstrate
the format and task requirements. Each dataset, ex-
cept for the test set, contains English source texts
paired with translations in ten target languages: Ital-
ian, Spanish, French, German, Arabic, Japanese,
Chinese, Korean, Thai, and Turkish. A typical data
entry consists of an English sentence, at least one
corresponding translation in a target language, and
an associated Wikidata ID for reference. For in-
stance, the English question “What year was The
Great Gatsby published?” is paired with its Korean
translation “위대한개츠비는몇년도에출판되었
나요?” and linked to the Wikidata ID Q214371.

The test set, which contained approximately 5,000
sentences for each language direction (totaling
49,606 sentences), was released without ground-
truth target references. The official evaluation was
conducted using withheld references that were later
made available by the organizers.

Language Train Valid Test

Italian 3,739 730 5,097
Spanish 5,160 739 5,337
French 5,531 724 5,464
German 4,087 731 5,875
Arabic 7,220 722 4,546
Japanese 7,225 723 5,107
Chinese - 722 5,181
Korean - 745 5,081
Thai - 710 3,446
Turkish - 732 4,472

Total 32,962 7,278 49,606

Table 1: Dataset distribution across languages

4 System Description

This section provides a detailed description of our
system for entity-aware machine translation. Our
approach combines Retrieval-Augmented Genera-
tion (RAG) with self-refinement to ensure accurate
entity labeling and high-quality translation.

4.1 Retrieval-Augmented Generation

Our system utilizes the gold entity (Wikidata ID)
provided in the test dataset. We begin by extracting
the entity labels, which are essential for accurate
translation of entity names. Additionally, we in-
corporate entity descriptions, as they play a vital
role in entity identification and context understand-
ing (De Cao et al., 2021; Wu et al., 2020). These
descriptions help the model distinguish between
different entity types and generate contextually ap-
propriate translations. As illustrated in Example 1,
we embed the entity information within the prompt,
instructing the model to consider this information
when generating the translation. The entity infor-
mation is retrieved using the Wikidata REST API1.

Formally, given a source text x, prompt pgen, en-
tity information e, and model M , the initial trans-
lation y0 is generated as:

y0 = M(pgen||e||x) (1)
1https://www.wikidata.org/w/rest.php/wikibase/v1
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Translate the following text from English to Korean, ensuring that
entity names are accurately translated.↪→

Here are some examples of this translation:

Text to translate:
What type of place is the Strahov Monastery?

Reference entity information:
Korean Label: 스트라호프 수도원
English Label: Strahov Monastery
Description: church complex in Prague

Translation:
스트라호프 수도원은 어떤 곳인가요?

###

(other few shot examples)

###

Text to translate:
When was White Army, Black Baron first performed?

Reference entity information:
Korean Label: 붉은 군대는 가장 강력하다
English Label: White Army, Black Baron
Description: song composed by Samuel Pokrass performed by Alexandrov

Ensemble↪→

Translation:

Listing 1: Prompt template for initial translation

4.2 Self-Refine
After generating the initial translation, we imple-

ment an iterative refinement process to enhance the
output quality. Given a feedback prompt pfb and
a generated translation yt, the process begins with
the model generating self-feedback:

fbt = M(pfb||e||x||yt) (2)

As shown in Example 2, the model evaluates
with two key criteria: the accuracy of entity label
translation and the grammatical correctness of the
translation. Both criteria are weighted equally, 5
points each—total 10, to align with the task’s eval-
uation metric, which uses the mean of M-ETA and
COMET. To ensure structured feedback, we cre-
ated few-shot examples across languages, which
will be described in Section 5.2.

Given a refine prompt prf and a feedback history,
the refinement process alternates between feedback
and improvement steps.

yt+1 = M(prf ||e||x||y0||fb0||...||yt||fbt) (3)

The process terminates when either the feed-
back achieves a perfect score of 10 or reaches
the maximum number of iterations. Because each
feedback–refinement cycle requires two additional
LLM calls (one to generate feedback and one to re-
vise the translation), the computational cost grows

Score the following translated text from English to Korean on two
qualities: i) Entity Correctness and ii) Overall Translation.↪→

Here are some examples of this scoring rubric:

Text to translate:
What type of place is the Strahov Monastery?

Reference entity information:
Korean Label: 스트라호프 수도원
English Label: Strahov Monastery
Description: church complex in Prague

Translation:
스트라호브 수도원은 어떤 곳인가요?

Score:
* Entity: 'Strahov Monastery' should be translated as 스트라호프

수도원.' 1/5↪→
* Translation: The sentence structure is correct, but the entity label

is incorrect. 4/5↪→
Total score: 5/10

###

(other few shot examples)

###

Text to translate:
When was White Army, Black Baron first performed?

Reference entity information:
Korean Label: 붉은 군대는 가장 강력하다
English Label: White Army, Black Baron
Description: song composed by Samuel Pokrass performed by Alexandrov

Ensemble↪→

Translation:
붉은 군대는 가장 강력하다가 처음 공연된 것은 언제인가요?

Scores:

Listing 2: Prompt template for feedback

linearly with the number of iterations and should
therefore be carefully considered. We set the max-
imum number of trials to 2 due to budget con-
straints.

As shown in Equation 3, the model incorporates
the history of previous translations and their feed-
back, enabling it to learn from past mistakes and
improve both accuracy and overall translation qual-
ity. For detailed prompt, refer to Appendix A.

5 Experimental Setup

5.1 Model and Inference

Our system employs the GPT-4o model as the pri-
mary translation and feedback generator. We used
the model without any fine-tuning, relying solely
on prompt engineering to achieve the desired re-
sults.

5.2 Few-shot Example Generation

For the feedback and iteration prompts, we care-
fully crafted few-shot examples to guide the
model’s behavior. The process of creating these
examples varied by language. Being native Korean
speakers, we manually created examples by deliber-
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Method AR DE ES FR IT JA KO TH TR ZH

GPT-4o 56.54 57.86 62.32 55.49 58.52 56.15 49.28 33.44 56.98 48.89
+RAG 92.75 88.94 92.18 91.44 93.54 92.02 91.94 91.72 88.27 84.68
+Refine 93.03 89.43 92.37 91.71 94.01 93.17 92.98 92.87 89.93 85.06

Table 2: Results across languages with the harmonic mean of M-ETA and Comet scores. Language codes: Arabic
(AR), German(DE), Spanish (ES), French (FR), Italian (IT), Japanese (JA), Korean (KO), Thai (TH), Turkish (TR),
and Chinese(ZH). For the per-metric results, refer to Appendix B.

(Entity Feedback)
Source: “When was White Army, Black Baron first performed?"
Init: “백군,흑남작이처음공연된것은언제인가요?"
Feedback: “...the reference Korean label for this entity is ’붉은군대는가장강력하다,’ which is a more established
and accurate translation of the song’s title in Korean"
Refined: “붉은군대는가장강력하다가처음연주된것은언제인가요?"

(Translation Feedback)
Source: “Can you recommend any similar webcomics to Please Take My Brother Away!?"
Init: “비슷한웹툰으로오빠를고칠약은없어!를추천해주실수있나요?"
Feedback: “The original asks for recommendations of *similar* webcomics, but the translation asks if ’오빠를고칠
약은없어!’ itself can be recommended ..."
Refined: “오빠를고칠약은없어!와비슷한웹툰을추천해주실수있나요?"

Table 3: Case study of feedback and refinement

ately introducing errors into reference translations.
This allowed us to demonstrate various types of
translation errors and appropriate feedback. We
then leveraged GPT-4o to generate examples for
the remaining nine language pairs, using our Ko-
rean examples as templates. This ensured consis-
tency in the feedback and iteration patterns across
all language directions.

5.3 Evaluation Metrics
The shared task evaluation combines two metrics
using their harmonic mean. COMET (Rei et al.,
2020) is a metric based on pretrained language
models that evaluates the overall quality of machine
translation outputs. Additionally, M-ETA (Manual
Entity Translation Accuracy) (Conia et al., 2024)
serves as a specialized metric designed to assess
translation accuracy specifically at the entity level.
This combination of metrics ensures that both gen-
eral translation quality and entity-specific accuracy
are considered in the final evaluation.

6 Results and Analysis

6.1 Overall Performance
Table 2 presents a comprehensive analysis of our
system’s performance across different configura-
tions and language pairs on the test dataset. In the
baseline GPT-4o model, we use a basic translation
prompt suggested by Xu et al. (2024). Despite the

source texts being simple and concise questions,
the baseline GPT-4o model demonstrates relatively
poor performance across different language pairs.
This is primarily due to its inaccuracy in translat-
ing entity labels, which results in a lower M-ETA
score.

The application of Retrieval-Augmented Gener-
ation (RAG) leads to substantial performance im-
provements across all language pairs. This signifi-
cant enhancement is attributed to our utilization of
oracle Wikidata IDs from the dataset, from which
we extract precise entity labels and descriptions.
Our results demonstrate Large Language Model’s
capability to successfully incorporate the provided
entity information into accurate translations.

The addition of the self-refinement process fur-
ther enhances the translation quality, albeit with
more modest improvements. We observe consis-
tent performance gains across all language direc-
tions, with improvements ranging from 0.19 to 1.66
%p. These results validate the effectiveness of both
RAG approach and self-refinement mechanism in
the context of entity-aware machine translation.

6.2 Case Study

Our feedback prompt incorporated two primary
evaluation criteria: entity name accuracy and trans-
lation quality. To validate the model’s ability to
effectively evaluate these criteria, we present two
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Lang ρ r

DE 0.17 0.21
ES 0.08 0.12
FR 0.07 0.11
IT 0.03 0.07

Table 4: Correlation between Levenshtein edit distance
ratio and M-ETA scores, measured using Spearman’s
rank correlation coefficient (ρ) and Point-Biserial corre-
lation coefficient (r).

representative cases where improvements were ob-
served in either entity naming or translation quality,
as shown in Table 3.

In the first case (Entity Feedback), we observe
how the model handles entity name translation. The
initial translation attempted a literal, word-for-word
approach, translating “White Army” and “Black
Baron” directly into their Korean equivalents “백
군” and “흑남작”. The feedback procedure iden-
tified this literal translation as inadequate, noting
that the established Korean title for this entity is
“붉은 군대는 가장 강력하다”. This case demon-
strates that merely providing entity information in
the prompt is insufficient for accurate translation;
the model requires explicit feedback to generate
the correct entity labels.

The second case (Translation Feedback) illus-
trates the model’s ability to correct contextual mis-
understandings. The initial translation misinter-
preted the source text’s intent, transforming a re-
quest for “finding similar webcomics” into a re-
quest for “recommending the webcomic itself”.
Through the feedback process, the model recog-
nized this semantic error and generated a refined
translation that accurately conveyed the original
meaning, asking for recommendations of web-
comics similar to the referenced webcomic. This
example highlights the effectiveness of our feed-
back mechanism in improving not just lexical ac-
curacy but also semantic coherence.

6.3 Label Similarity and Accuracy
We additionally investigated whether the similar-
ity between an entity’s English label and its for-
eign label influences translation accuracy (M-ETA
score). Our hypothesis was that greater differences
between entity labels might negatively impact the
LLM’s translation performance. To measure label
similarity, we used the Levenshtein edit distance
ratio. We analyzed the relationship using two corre-
lation metrics: Spearman’s rank correlation coeffi-
cient and the Point-Biserial correlation coefficient.

These metrics were chosen for their suitability in
analyzing relationships between a continuous vari-
able (edit distance ratio) and a binary outcome (cor-
rect/incorrect translation).

We limited our analysis to languages using the
Latin script (German, Spanish, French, and Ital-
ian) as other languages would consistently yield
edit distance ratios approaching 1. As shown in
Table 4, the correlation coefficients are consistently
low across all languages. These results suggest that
the similarity between entity labels in English and
foreign languages has little impact on translation
accuracy, indicating that other factors likely play
more significant roles in determining translation
success.

7 Conclusion

In this paper, we present an effective approach to
Entity-Aware Machine Translation that combines
Retrieval-Augmented Generation (RAG) with a
self-refinement mechanism. Our system features
a two-criteria feedback system that identifies and
corrects both entity label inaccuracies and transla-
tion errors. When tested against the baseline GPT-
4o model, our system demonstrates significant im-
provements across all language pairs in the task
dataset. The experimental results highlight two key
findings: (i) the integration of RAG with entity in-
formation from external knowledge substantially
improves translation accuracy. (ii) self-refinement
mechanism consistently enhances translation qual-
ity across all language pairs through iterative feed-
back and correction. Our case studies reveal that the
system effectively addresses both entity-specific
challenges and general translation issues. These
results suggest that combining knowledge retrieval
with self-refinement is a promising direction for
entity-aware machine translation. Looking ahead,
future work could explore incorporating entity re-
trieval methods without using gold entity.
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A Iteration Prompt Template

We want to iteratively improve translations from English to (language).
To help improve, scores for each translation on two desired traits
are provided: i) Entity Correctness and ii) Overall Translation.

↪→
↪→

Here are some examples of this improvement:

###

(init translation and feedback)

---

(refined translation and feedback)

###

(other few shot examples)

###

Text to translate:
(source sentence)

Reference entity information:
(entity information)

Translation:
(initial translation)

Score:
* Entity: (entity score explanation)
* Translation: (translation score explanation)

Total score: (total_score)

---

Text to translate:
(source sentence)

Reference entity information:
(language) Label: (entity foreign label)
English Label: (entity label)
Description: (entity description)

Translation:

B Detailed Performance Result

GPT-4o +RAG +Refine
C M C M C M

AR 88.80 41.48 93.34 92.17 94.23 91.86
DE 88.25 43.04 92.71 85.46 94.08 85.23
ES 88.86 48.00 93.80 90.61 95.00 89.88
FR 86.40 40.88 92.28 90.61 93.54 89.95
IT 87.28 44.02 94.46 92.64 95.65 92.43
JA 82.57 42.54 94.67 89.53 95.61 90.86
KO 85.20 34.67 94.22 89.77 95.21 90.85
TH 72.25 21.76 92.40 91.06 94.26 91.53
TR 84.31 43.03 94.50 82.83 95.63 84.86
ZH 81.92 34.85 92.55 78.06 93.86 77.77

Table 5: COMET (C) and M-ETA (M) scores for
GPT-4o alone, with retrieval-augmented generation
(+RAG), and with iterative refinement (+Refine) across
languages.
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