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Abstract

The LLMs4Subjects shared task invited sys-
tem contributions that leverage a technical li-
brary’s tagged document corpus to learn docu-
ment subject tagging, i.e., proposing adequate
subjects given a document’s title and abstract.
To address the imbalance of this training cor-
pus, team LAZI?F devised a semantic retrieval-
based system fusing the results of ontological
and analogical reasoning in embedding vec-
tor space. Our results outperformed a naive
baseline of prompting a llama 3.1-based model,
whilst being computationally more efficient and
competitive with the state of the art.

1 Introduction

Motivation. To assist human librarians in cat-
aloging documents with suitable subject tags
from modern libraries’ comprehensive subject in-
dices (Turvey and Letarte, 2014), the SemEval-
2025 shared task “LLMs4Subjects” (D’Souza
et al., 2025) explores the feasibility of Large Lan-
guage Model (LLM)-based automated subject tag-
ging. The systems should exploit a human-tagged
document corpus from the Leibniz University’s
Technical Library (TIBKAT) to learn subject tag-
ging (Golub, 2021): Given a document’s title
and abstract as input, the system should propose
the top-k best-matching subjects from the ontol-
ogy Gemeinsame Normdatei' (GND) for both En-
glish (EN) and German (DE) documents.

Title: Gender and creative labour

Abstract: Introduction — Sexism, segregation and gender
roles — Flexibility and informality — Image-making and
representation — Boundary-crossing — Notes on
contributors

GND Subject Labels: Geschlechterforschung (gender
studies); Kiinstler (artist); Kulturbetrieb (cultural sector)

1https ://www.dnb.de/DE/Professionell/
Standardisierung/GND/gnd_node.html

Example Document 1 from the training corpus
illustrates the problem, showing the “ground truth”
GND subject labels assigned by the librarians (orig-
inal DE labels and their translations shown).
Approach. This paper describes the solution de-
veloped by the team of the Laboratory of Ap-
plied Artificial Intelligence and Information Fu-
sion (LAT’F), from the University of Udine, Italy,
which focused on exploring novel ways to address
the imbalance of the provided datasets, since highly
specific subject terms typically are assigned to few
documents only. Our semantic retrieval-based in-
formation fusion system combines complementary
reasoning strategies in embedding vector space
(Incitti et al., 2023): (i) an analogical reasoning
branch proposing subject tags from the most sim-
ilar documents in the training data (conceivable
as case-based reasoning in vector space), and an
(ii) ontological reasoning branch proposing subject
tags from the GND based on their semantic similar-
ity with the current document’s title and abstract.
Results & Insights. While analogical clearly out-
performed ontological reasoning, the fusion of both
strategies yielded the best performance in our abla-
tion study, surpassing a “naive” baseline of prompt-
ing an unmodified 11ama 3.1:8B model (Dubey
et al., 2024) (thus agnostic of both the provided on-
tology and training data) which maps the extracted
subjects to the GND via fuzzy string matching.
Our solution achieves an average (avg.) Recall of
0.58 (rank 3/11 across all submitting teams) on the
reduced subject index tib-core-subjects and 0.48
(rank 6/11) on the full index all-subjects in the
task’s quantitative evaluations. In the qualitative
evaluation with human subject matter experts rat-
ing a sample of the proposed results, it obtained an
avg. Precision of 0.43 on technically correct sub-
jects, and 0.25 on correct and also relevant subjects
(rank 8/13 in both cases), demonstrating compet-
itive performance compared to the state of the art
assessed in (D’Souza et al., 2025).
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Figure 1: Ordered frequencies of subject terms. The blue shaded area represents the 20 most frequent subjects, the
red and green one depict the following GND subjects sampled at sampling rates of 1:200 and 1:1000, resp.

2 Background

Data Sets. Document subject tagging is challeng-
ing for librarians due to the sheer size of the sub-
ject ontologies involved: For instance, the excerpt
from the GND ontology, commonly utilized by
German libraries, to be used for this shared task
comprises more than 204K subjects, including addi-
tional information like their synonyms and descrip-
tion. Task participants should leverage a human-
tagged document collection from TIBKAT for train-
ing their automated subject tagging systems, com-
prising five document types (article, book, confer-
ence proceedings, report, thesis) in two languages
(EN and DE). This data has been split into a de-
velopment (13666 documents) and a training set
(81937 documents), both including the human ex-
perts’ assigned GND subjects as ground truth la-
bels, and the fest data set (27986 documents) to tag.
Task organizers made sure that the distributional
characteristics between these splits were preserved.

Related Work. Fig. 1 outlines the frequency char-
acteristics of the training corpus: While some —
typically taxonomically “higher-level” — subjects
have been assigned to a large number of documents,
many subjects are fine-grained, specific descrip-
tions assigned to very few documents only. Such
imbalanced datasets — with sparse labels — render
the training of Machine Learning (ML) classifiers
challenging (Kaur et al., 2019). Typically, only

very few examples will be available for the specific

subject terms, while the learning process will be

dominated by those few extremely frequent labels,

such as the ones on the left-hand side of Fig. 1

and the subjects belonging to the most frequent

macro classes in Fig. 4, like “Informatik (Com-
puter Science)”. Training an ML classifier to pre-
dict sparse labels from such a large set of possible

labels is known as eXtreme Multi-Label Classifica-
tion (XMLC) (Dasgupta et al., 2023). Document

subject tagging thus typically has been framed as

XMLC problem, as in related work like the sys-
tem Annif (Suominen et al., 2022) developed for
Finnish libraries. Processing multilingual data im-
poses further challenges, since linguistic variations

can affect classification performance (Suominen
and Koskenniemi, 2022). The improved Natural
Language Understanding (NLU) capabilities of the
recently introduced LLMs open up alternative solu-
tions by converting this task into a text generation
problem. However, LLMs introduce their own chal-
lenges, notably the question of how to constrain
their outputs to the subjects indeed occurring in
the GND (ultimately, the sought-after output needs
to be given in terms of the appropriate GND ID),
and moreover LLMs’ limitations like the strong
variance in their outputs with respect to minor vari-
ations in the prompt (Salfinger and Snidaro, 2024;
Incitti et al., 2024), which we also found to be an
issue in our experiments for this shared task.

2414



GND: {A1, B4}

L
@ Test set TIBKAT GND: {A1, B6, D1} ? GND; {A2, B7, C5}
& Train set TIBKAT \ /9
|/ GND: {A7, D4}
Analogical GND%‘S\BﬁQHQ
Reasoning % St | aees

GND: {B3, C4}

EE“@?LE SBERT Vector Space
iABI.I ﬁE <

‘GND Labels

&

Title +

GND: {A1}
Abstract X

\ GND: (A2}
GND: {D8}, \ f
'\\ /
&
7\ GND: {C5}
GND: (BS}‘////\

GND: {€4}
“GND: {D2}

//vGND: {D7}

GND: (B3}

Title+Abstract GND labels from Train Set

FUSED GND LIST

1. GND: B5 @®1.GND: A1
2. GND: B5, B7 ©2.GND: A2
3.GND: A7, D4 @®3.GND: A7
2 4.GND: D7

100. GND: D8, TS

Title+Abstract
g 8 GND labels from
cos_sim >
- GND Ontology

@ 49. GND: B4
1. GND: BS ® 50. GND: B3

2.GND: D7
3.GND: C4

100. GND: TS

Figure 2: Processing architecture. For visualization purposes, we depict the two embedding vector spaces as 3D

down-projections.

3 System overview

Motivation. Based on our insights gained from the
data analysis, we aimed to address the imbalance
and label-sparsity of the given datasets in a princi-
pled manner. Instead of formulating the problem
as XMLC, as common in related work (see Sec. 2),
we experimented with different reasoning strate-
gies in the document and subject embedding space.
These were motivated by the following findings,
illustrated on Example Document 1:

1. The first GND subject label, “gender studies”,
could be inferred from the given title and abstract
alone, with gender studies concepts concretely
mentioned in the text.

2. Even for a human reader, it might not be easy
to derive the other subject labels not explicitly men-
tioned in the text. Suitable subject tags thus could
be inferred from librarians’ reasoning on similar
documents rather than relying solely on the text
of the current document. This approach helps in
identifying subject categories that are not explic-
itly mentioned (e.g., to link “creative labour” with
the tags “artist” and “cultural sector””), which we
frequently observed in the provided data.

We thus implemented both of these complemen-
tary reasoning strategies, as illustrated in Fig. 2
outlining our devised Information Fusion (IF) ar-
chitecture, which we will describe in the following.
Embedding. For a given query document ¢ (the
document we seek to tag), we concatenate its title ¢
and abstract a, forming our input text ¢ = [t a]. We
utilize the all-mpnet-base-v22 Sentence Trans-

Zhttps://huggingface.co/sentence-transformers/

former model based on MPNet (Song et al., 2020)
— a multi-lingual model specifically designed for
encoding sentences and paragraphs for tasks like
semantic search and clustering — to map ¢ into a
768-dimensional dense vector space. This Sentence
Transformer model splits the input text into chunks
fitting into its context window size, then converts
each chunk into a numeric embedding vector. Fi-
nally, the mean vector is computed from these em-
bedding vectors to form a single resulting vector
space representation of ¢, which is then routed to
two complementary “reasoning branches”.

Ontological Reasoning. The ontology-based re-
trieval branch (lower half of Fig. 2) addresses find-
ing 1., by assessing the semantic similarity of a doc-
ument’s title and abstract with the subjects from the
ontology. To generate a semantic representation of
the ontological concepts, we concatenate the GND
subject term’s name and its alternate names (such
as synonyms or translations of these terms in other
languages)® into a comma-separated list, which
we map into the embedding vector space with the
all-mpnet-base-v2 Sentence Transformer model.
This branch thus determines the semantic similarity
between the query document ¢’s title and abstract
to all available subjects. It returns the 2k closest
subject embeddings, which are taken as the list of
2k subjects returned from this branch. Hence, this

all-mpnet-base-v2

*Note that even more comprehensive embeddings could
be created, e.g., by also including the GND descriptions or the
explanations of linked Wikipedia articles, if provided. How-
ever, in our initial experiments on this, we did not find that
including further information improved our results.
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branch determines the document-to-subject simi-
larities, and thus is purely driven by the semantic
content and similarity of the query document’s title
and abstract with the given GND subjects.

Analogical Reasoning. Conversely, the analogical
reasoning branch (upper row of Fig. 2) computes
the document-to-document similarities. ¢’s seman-
tic similarity with all other documents’ titles and
abstracts is determined by computing the cosine
similarity of ¢’s and all training documents’ em-
bedding vectors. The rationale is that we expect
documents on similar semantic content — irrespec-
tive of their titles’/abstracts’ concrete textual sur-
face forms (such as different synonyms utilized for
referring to the same semantic contents) — to be
mapped in the same sub-space of the embedding
space, forming subject-oriented clusters. By em-
bedding the query document ¢, we suppose that it
will be mapped to the sub-space of topically related
documents. Consequently, we assume that the sub-
ject tags assigned by domain experts to topically re-
lated documents from the training data will also be
suitable for our query document ¢, and thus take the
subject tags from the 2k most similar training doc-
uments as the output list of subject proposals from
this branch, ranked according to their documents’
similarity with g. More specifically, if document d
is the closest training document to ¢ in embedding
space, we allocate its n assigned ground-truth sub-
jects to ranks 1 to n of the resulting subject list.
Since the shared task organizers clarified that the
ground-truth subjects assigned to a document are
not ranked, no order can be determined for the sub-
jects within a document. We rank these subjects
as listed in the training document, but the order-
ing between subjects from the same document thus
can be considered random, which is reflected by
all subjects stemming from the same training doc-
ument sharing the same distance/similarity values.
Next, the m subject labels from the second-closest
training document are assigned to ranks n + 1 to
n + m, and so forth, until all 2k documents’ sub-
jects have been ranked. We then deduplicate the re-
sulting ranked list by retaining only the first ranked
occurrence of each subject (assuming that the or-
der across the most similar documents matters —
we assume that the earlier a subject appears, the
more relevant it might be), eventually returning
only the top-2k ranked subjects. This strategy thus
essentially implements analogical reasoning — or
in other terms a form of case-based reasoning in
embedding space: It identifies the most related

documents from the human expert-labeled corpus
under the assumption that subjects proposed for se-
mantically similar documents will also be suitable
subjects for ¢q. Analogical inference hence allows
to identify subjects not explicitly referred to in ¢’s
title and abstract, such as higher-level taxonomic
subject descriptors assigned by the human domain
experts. Such analogical reasoning appears thus
suitable for emulating the experts’ decision making
in a case-based manner. This mitigates the problem
of the skewed training data we observe in Fig. 1:
No matter whether a document has a multitude or a
limited set of similar instances in the training data
— as long as some good examples do exist in the
training data, this case-based reasoning will lever-
age only those for its subject inference, which thus
does not get dominated by more frequent instances
of other classes.

Fusion. A final fusion step combines the outputs re-
trieved from both branches: Both similarity-ranked
lists are joined and re-ranked based on the foral
order of their elements’ distances to g across both
lists. Since the same embedding vector space, i.e.,
embedding model, is utilized in both branches,
these distances are directly comparable. Again,
duplicate subjects are removed, with only the first
ranked occurrence being kept. This deduplication
step is also the rationale behind the design decision
of returning the top-2k closest subjects from each
branch, to ensure that at least & subjects are retained
after deduplication and across-branch ranking. The
top-k subjects of this ranked list are returned as the
final result of k proposed subjects, ordered accord-
ing to presumed relatedness to q.

4 Experimental setup

To estimate our models’ generalization error and
perform model selection, we created an internal
validation split by sampling 10% of the provided
training data, utilizing the remaining 90% for cre-
ating our models. This also allowed us to con-
duct ablation studies to measure the impact of the
individual reasoning branches and the fusion ap-
proach. For producing our test set submission,
we combined the provided training and develop-
ment split for “training” our models, which in our
approach only means embedding these corpora
with all-mpnet-base-v2, utilized via the Sen-
tence Transformers/SBERT framework (Reimers
and Gurevych, 2019). Evaluation metrics comprise
Precision, Recall, and F1 measure assessed for dif-
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ferent cut-offs of top-k subjects*. In addition to
the quantitative evaluation on existing ground truth
data (which typically includes few ground truth
subjects per document, usually 5-7 subjects), task
organizers sampled 122 test documents across 14
subject classifications for the qualitative evaluation.
The generated top-20 subject labels output by the
participant systems then were marked by human
subject matter experts as either correct, technically
correct but irrelevant, or incorrect subject labels.

Ablation Study - Quantitative Evaluation

1.00

—e— Analogical Reasoning
Ontology-based Retrieval
Fused

—*— Naive (Baseline): Llama3.1

0.67 1

0331 //

0.00

i

Figure 3: Ablation study comparing the individual
branches, the naive baseline, and the fused results.
Dashed lines represent the average values across the
varied top-k values (solid lines).

5 Results

Ablation Study. Fig. 3 compares the individual
performance of our two reasoning branches and the
fusion approach on our own validation set. Analog-
ical reasoning outperforms the naive baseline, and
also the ontology-based retrieval branch by a large
margin. Fusing the results of both branches — ana-
logical reasoning and ontology-based retrieval — im-
proves the metrics slightly further, suggesting that
both branches extract complementary information,
which is also backed by empirical evidence: Ex-
ample Document 2 (document ID: 3A1649002734)
shows one output from our IF system with sub-
ject predictions contributed from both reasoning
branches. This highlights the feasibility of fus-
ing the outputs of both ontological and analogical
reasoning, which may retrieve complementary in-
formation. The curve of the fusion approach also

*based on varying k from 5 to 50 (quantitative eval.) and
from 5 to 20 (qualitative eval.), in increments of 5.

surpasses the naive llama3.1:8B-based model,
which presumably has more advanced NLU ca-
pabilities but does not incorporate the information
from the ontology and the training data in its reason-
ing. Thus, fusing the outputs of simpler, domain-
specific models — geared to the problem domain
and focused on one specific reasoning approach at a
time — is capable of outperforming a larger, generic
and computationally far more costly model.’

Title: Bone Densitometry in Growing Patients :
Guidelines for Clinical Practice

Abstract: Focuses on the use of Clinical Densitometry in
the pediatric and adolescent populations. This book,
suitable for clinicians and technologists involved in the
care of children and adolescents, provides expert-based
guidelines to assist practitioners in performing
dual-energy x-ray absorptiometry in younger patients and
in interpreting the data.

GND Subject Labels: Kind (child);

Color coding: correct labels identified with

¢ analogical reasoning

Quantitative Evaluation. Fig. 5 compares the per-
formance obtained by our approach in the shared
task’s quantitative evaluation to other teams’ sub-
mitted solutions. Our semantic retrieval-based rea-
soning fusion achieved an avg. Recall of 0.58 (rank
3/11 across all submitting teams) on the reduced in-
dex tib-core-subjects6, and 0.48 (rank 6/11) on the
full subject index all-subjects’. Since we employed
the same model using the entire GND for submit-
ting to both test collections, the strong performance
on tib-core-subjects is particularly noteworthy, as
limiting our predicted subjects to tib-core-subjects
presumably would have further improved our re-
sults. Tables 1 and 3 present our language- and
document type-level results, both revealing a su-
perior performance of our model on English than
on German texts. Table 2 shows the results we
have obtained on our internal validation set used
for model selection for all-subjects, in which we
observe higher Recall for most document types.

Qualitative Evaluation. In the qualitative evalu-
ation, where human subject matter experts rated
a sample of the submitted test results, our IF ap-
proach obtained an average Precision of 0.43 on

50n a GPU RTX A5000, avg. execution time (internal
validation split): ‘Analogical Reasoning’: 0.32s, ‘Ontology-
based Retrieval’: 0.74s, ‘fused’: 1.03s, ‘Naive (Baseline):
Llama3.1’: 15.95s.

®min: 0.06, max: 0.66, u = 0.41, 0 = 0.2

"min: 0.13, max: 0.63, 4 = 0.44, 0 = 0.17
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technically correct subjects® (case 1), and 0.25 on
correct and also relevant subjects’ (case 2), corre-
sponding to rank 8/13 in both cases (see Fig. 6 for
a comparison to other teams’ performance). Figs. 7
and 8 plot the obtained Recall, Precision and F1
measure of our approach for the different subject
classes, according to the two cases analyzed. As ex-
pected, we observe a consistent trend across subject
classes, with humanities’ subjects like linguistics
and history performing worse than the natural and
technical sciences, which tend to use more specific
custom terminology more directly related to their
subject tags in their titles and abstracts, represent-
ing an easier inference problem.

Error Analysis & Future Work. As we see in
Fig. 3, the IF approach is mostly driven by ana-
logical reasoning: The final similarity ranking
is dominated by document-document similarities,
with similar embedded documents generally hav-
ing smaller distances to ¢ than its most similar
embedded subjects. In general, even if the onto-
logical branch retrieves a relevant subject in its
top ranks, it thus may not appear at the same rank
in the fused list. This is dissected in Fig. 9, de-
picting the fractions of subjects in the fused list
proposed by the ontological branch (after fusion
and de-duplication) on our dev set across different
values of k. While we observe a low contribution
on average (with a median of subjects from the on-
tological branch greater zero only for k£ > 40), the
strong presence of outliers indicates that there are
specific documents for which most and sometimes
even all proposed subject labels originate from the
ontological branch. Ontological retrieval comple-
ments analogical reasoning by allowing to handle
novel documents which do not have good related
“exemplars” in the training data yet, which thus
could not be covered with analogical reasoning. In
total, we observe that in 53.43 % of documents
in the dev set, the ontological branch indeed con-
tributes at least one subject label (irrespective of
its correctness). However, for only 5.31 % of docu-
ments, ontology-based retrieval identified at least
one ground truth subject, thereby increasing the per-
formance of the fusion approach. Whilst this might
appear low, we also find that in 28.17 % of doc-
uments, both branches retrieved duplicate labels,
with one having been subsequently discarded by
de-duplication (which is typically the lower-ranked

8min: 0.07, max: 0.60, u = 0.41, ¢ = 0.17
min: 0.04, max: 0.38, = 0.24, o = 0.11

ontological one). However, we note that a subject
candidate simultaneously proposed by both reason-
ing branches actually would increase confidence
in its relevance — for future work, we thus plan to
factor this in by up-ranking such cases in the final
fusion and re-ranking step.

Moreover, as illustrated by the GND IDs marked
in red in Fig. 2, assuming that all subjects from sim-
ilar documents fit ¢ is a strong assumption which
can lead to false positives, since this might not ap-
ply to all subjects from a similar document. This is-
sue becomes evident in the comparably worse qual-
itative evaluation results, suggesting future work
on further filtering the subjects output by the ana-
logical branch.

6 Conclusion

Our proposed system explores innovative solutions
to the challenging problem of document subject
tagging: By operating in embedding space for iden-
tifying the semantically most similar documents
and subjects, the corpus imbalance on the different
subjects is not an issue: No matter whether a clus-
ter/manifold is densely or sparsely populated, only
the distances to the closest training documents and
subjects are factored in. The relative frequency of
documents per subject hence does not dominate or
bias the “learning” process, unlike with training a
neural network-based model with gradient descent
or related ML classifiers. If the semantically clos-
est document has similar contents and matching
subject tags, those will be consistently proposed
as the top-ranked subjects. Hence, our approach
also corresponds to an interpretable and transparent
strategy in terms of Explainable Al (xAl) (Longo
et al., 2024). Since our model “training” only re-
quires the embedding of the GND subjects and
labeled training corpus, our approach is computa-
tionally efficient and suitable for “online learning”
—if new labeled documents should be incorporated
in the model, those only need to be embedded into
the vector space, no “retraining” is required for
dynamically growing the training corpus.

From the shared task’s evaluations, we con-
clude that our semantic retrieval-based IF sys-
tem is competitive with state-of-the-art XMLC ap-
proaches such as Annif, as comparatively evaluated
in (D’Souza et al., 2025).

For future work, we aim to enhance our fusion by
improving re-ranking, for instance by up-ranking
results identified by both reasoning strategies.
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A Appendix

A.1 Data Analysis

Box plot on macro classes
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Recall Precision F1-score
Language Type

Article 0.000 0.000 0.000

Book 0.584 0.067 0.109

DE Conference  0.500 0.069 0.109
Report 0.561 0.064 0.104

Thesis 0.365 0.059 0.091

Article 0.829 0.117 0.184

Book 0.625 0.073 0.120

EN Conference  0.682 0.086 0.137
Report 0.554 0.070 0.114

Thesis 0.426 0.072 0.110

Overall ~ Average 0.573 0.070 0.113

Table 2: Condense representation of achieved metrics
on our internal all-subjects split. The Overall Average
is computed using a weighted average to avoid the influ-
ence of the data imbalance.

Figure 4: Plot on the “macro classes” that are also given
for each subject term (indicating its “parent term” in the

taxonomy).

A.2 Results

Recall Precision F1-score
Language Type
Article 0.000 0.000 0.000
Book 0.478 0.062 0.103 Recall Precision F1-score
DE Conference  0.405 0.067 0.107 Lancuace  Type
Report 0.512 0.066 0.110 guase  yp
Thesis 0.312 0.057 0.090 Article NaN NaN NaN
- Book 0.576 0.079 0.130
Article 0831 0109 0.179 DE  Conference 0433 0080  0.125
Book 0.539 0.070 0.116
Report 0.662 0.085 0.142
EN Conference  0.591 0.083 0.136 Thesis 0.339 0.071 0.107
Report 0.521 0.069 0.115 ’ ’ ’
Thesis 0.420 0.071 0.113 Article 0.706 0.164 0.242
Overall  Average 0.482 0.065 0.108 EN ggs;‘erenoe 8'23? g'ggg 8@%
Report 0.580 0.081 0.132
Table 1: Condense representation of achieved metrics Thesis 0.458 0.083 0.130
on test evaluation all-subjects split. The results were Overall  Average 0.579 0.080 0.132

produced by the organizers. The Overall Average is
computed using a weighted average to avoid the influ-

ence of the data imbalance.

Table 3: Condense representation of achieved metrics
on the tib-core split. The results were produced by the
organizers. The Overall Average is computed using
a weighted average to avoid the influence of the data
imbalance. NaN values in the first row mean that there
were no documents in that subclass.
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Teams' performance on all-subjects Teams' performance on tib-core-subjects
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Figure 5: Performance comparison of our proposed approach (LA2I2F) to all other teams’ submitted solutions for
the quantitative evaluation. Note that not all teams submitted to both test collections.
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Figure 6: Performance comparison of our proposed approach (LA2I2F) to all other teams’ submitted solutions for
the qualitative evaluation.
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Qualitative Evaluation - case 1
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Figure 7: The qualitative evaluation of our approach on case 1 takes into consideration both types of label ratings
assigned by the human experts: correct subjects and technically correct, but irrelevant subjects, and counts both of
them as correct labels for determining the share of correct system outputs. The most relevant metric in this case is
Precision, rating the correctness of the predicted labels as judged by the human expert.

Qualitative Evaluation - case 2

0.75 0.75
0.75
= 050 S 0.50 g 0.50 O N S—
g e %  S——
0.25 a 0.25 w 0.25 o'\‘—:\:
: &
0.00 0.00 0.00
5 10 15 20 5 10 15 20 5 10 15 20
k k k
Subjects
—e— Architecture —e— Electrical Engineering o— History Linguistics Mathematics
Chemistry —e— Material Science —e— Computer Science e— Literature Studies #— Economics

Figure 8: The qualitative evaluation of our approach on case 2 takes into consideration just those which the human
experts marked as correct, thus, discarding subjects which are (fechnically) correct but irrelevant. As we observe,
excluding the (technically) correct but irrelevant subjects leads to a significant drop in Precision values.
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Distribution of Ontological Branch Contributions Across Documents
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Figure 9: Fractions of subject labels in the fused list proposed by ontology-based retrieval, across varied top-k. We
observe a low contribution on average (with a median of subjects from the ontological branch only greater zero only
for k > 40), but the strong presence of outliers indicates documents for which most or even all proposed subject
labels originate from the ontological branch.
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