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Abstract

Idioms are integral components of language,
playing a crucial role in understanding and pro-
cessing linguistic expressions. Although exten-
sive research has been conducted on the com-
prehension of idioms in the text domain, their
interpretation in multi-modal spaces remains
largely unexplored. In this work, we propose a
multi-expert framework to investigate the trans-
fer of idiomatic knowledge from the language
to the vision modality. Through a series of
experiments, we demonstrate that leveraging
text-based representations of idioms can sig-
nificantly enhance understanding of the visual
space, bridging the gap between linguistic and
visual semantics.

1 Introduction

Idioms, such as "kick the bucket" or "spill the
beans," are a common subset of multi-word expres-
sions (MWESs) that play a crucial role in natural
language understanding. MWE:s are sequences of
words that exhibit idiosyncratic properties, mean-
ing their overall meaning cannot always be inferred
from the meanings of their components (Sag et al.,
2002). Studying idioms and MWEs is essential in
natural language processing (NLP), machine trans-
lation, and sentiment analysis. Traditional NLP
models often struggle with idioms since their literal
interpretation differs from their intended meaning.

In recent years, the rapid advancement of deep
learning and large language models has sparked
significant interest in the study of idioms. Most
research in this area has primarily focused on ma-
chine translation (Dankers et al., 2022; Baziotis
et al., 2023; Donthi et al., 2025) and semantic anal-
ysis (Tahayna et al., 2022), yielding promising re-
sults. While significant progress has been made
in understanding idioms within the textual domain,
their representation in a multi-modal context re-
mains largely unexplored.

In Task 1 of SemEval-2025 (Pickard et al., 2025),
we must receive some images, a sentence, and a
phrase used in it as input. Whether the phrase is lit-
eral or idiomatic, we must identify which image is
closest to that meaning and rank the images accord-
ingly. So, in this work, we aim to bridge this gap by
analyzing how images convey idiomatic knowledge
and investigating the relationship between visual
and linguistic representations of idioms. To address
this task, we propose an architecture composed of
two expert models for the English language: one
dedicated to processing idiomatic sentences and
the other to handling sentences in their literal sense.
We first classify the phrase in the sentence, and
then the corresponding expert ranks images based
on their specialized training. Further details about
the architecture are provided in Section 4.

2 Related Work

BERT is a deep learning model introduced by (De-
vlin et al., 2019) that has revolutionized natural
language processing (NLP) by leveraging a bidi-
rectional Transformer architecture (Vaswani et al.,
2017). Unlike traditional language models that
process text sequentially, BERT captures context
from both left and right directions, allowing it to
understand the meaning of words in relation to
their surroundings. Pre-trained on vast amounts
of text using masked language modeling and next-
sentence prediction tasks, BERT has demonstrated
state-of-the-art performance on various NLP bench-
marks.

CLIP is a multi-modal model developed by Ope-
nAl (Radford et al., 2021) that learns to associate
images with textual descriptions using contrastive
learning. It consists of two separate encoders: a
Transformer architecture (Vaswani et al., 2017) for
processing text and a Vision Transformer (ViT)
(Dosovitskiy et al., 2021) for encoding images.
These encoders project their respective modalities
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into a shared embedding space, where contrastive
learning aligns visual and linguistic representations.
Trained on diverse image-text pairs, CLIP enables
zero-shot classification and retrieval even without
task-specific fine-tuning, showcasing broad gener-
alization across domains.

SemEval-2022 Task 2 (Tayyar Madabushi et al.,
2022) focuses on multilingual idioms in three lan-
guages: English, Portuguese, and Galician. This
task is divided into two subtasks: Subtask A evalu-
ates a language model’s ability to identify idiomatic
expressions, while Subtask B assesses how effec-
tively a model generates sentence representations
containing idioms. Subtask A includes two evalu-
ation settings: Zero-Shot and One-Shot, whereas
Subtask B includes Pre-Training and Fine-Tuning
settings. The dataset used in SemEval-2022 Task
2 is an extension of the one introduced by (Tay-
yar Madabushi et al., 2021). It comprises 8,683
entries across the three languages (English: 5,352,
Portuguese: 2,555, Galician: 776). For Subtask A,
multilingual BERT served as the baseline model,
and for Subtask B, the approach involved introduc-
ing single tokens for each multiword expression
(MWE) in the dataset.

(Phelps et al., 2024) investigates the capacity of
LLMs to comprehend idioms. The study suggests
that LLMs perform worse than fine-tuned encoder-
only models on these tasks. However, it also ob-
serves that performance in idiomaticity detection
improves as the model size increases.

3 Dataset

The AdMIRe dataset (Pickard et al., 2025) contains
200 data points, divided into four subsets: train, val-
idation, test, and extended test, which accordingly
have 70, 15, 15, and 100 data points. Each data
point consists of a phrase, a sentence containing
the phrase, five images, and corresponding captions.
Additionally, each data point is annotated with a
label indicating whether the phrase is used idiomat-
ically in the sentence. The dataset also provides the
expected ranking order of the images, representing
the ground truth for their relevance to the phrase in
the sentence.

Figure 1 shows a sample data point. The phrase
for this data point is “open book,” used idiomati-
cally in the sentence, which means a person whose
thoughts and feelings are easy to know. As you see,
two of the images are close to literal meaning, two
of them are close to idiomatic meaning, and there

is an image that is completely different from the
phrase and sentence, so the ranking must be “B E
C A D”. The labeled dataset is publicly available
at this link.

For our idiom detection and representation mod-
els, we use the English subset of the AStitchln-
LanguageModels dataset (Tayyar Madabushi et al.,
2021), which contains 4,645 examples from 223
different phrases. Each instance represents either
the idiomatic or literal meaning of the phrase. Ad-
ditionally, the dataset provides a literal meaning for
each phrase, while phrases with idiomatic exam-
ples include 1 to 3 non-literal (idiomatic) meanings.
The dataset is available at this link.

4 System Overview

Our system consists of three experts and works
as follows. First, the BERT-based classifier re-
ceives the sentence and phrase as input to deter-
mine whether the phrase is used in its idiomatic
or literal sense. If the phrase is used idiomatically,
the idiomatic expert takes the sentence, phrase, im-
age, and its caption to calculate a relevance score
for each image and ranks them accordingly. If the
phrase is used literally, the literal expert follows
the same process to compute relevance scores and
rank the images based on their alignment with the
literal meaning of the phrase. The overview of our
system is shown in Figure 2. We will see the details
of each expert in the following.

4.1 Classifier Expert

We fine-tuned a BERT model for idiom classifi-
cation on the AStitchInLanguageModels and Ad-
MIRe datasets to serve as our classifier expert. The
model takes a phrase and a sentence as input, sepa-
rated by the [SEP] token (i.e., “phrase [SEP] sen-
tence”). The [CLS] token embedding is extracted
and passed through a projection layer that maps
it to a logit for classification. During the training
phase of the entire system, this classifier is not used
since the true labels are available. Instead, the clas-
sifier is only employed at inference time when the
labels are unknown.

4.2 Idiomatic Expert

Once a data unit is identified as a term, we use
our term specifier to score its images. This expert
consists of 4 components. The first component is a
BERT model fine-tuned to take a sentence and the
phrase and translate it into an embedding space that
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Sentence: Our conversation was wide-ranging and candid as, unlike other CEOs,
Rénier was an open book and willing to speak about anything that came her way.
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Figure 1: The images of a sample data point in the AdMIRe dataset, where the related phrase is "open book" and
the sentence is "Our conversation was wide-ranging and candid, as, unlike other CEOs, Rénier was an open book

and willing to speak about anything that came her way."
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Figure 2: The first expert (BERT classifier) activates the idiomatic expert or literal expert, respectively, based on
whether the phrase in the sentence has an idiomatic meaning or a literal meaning, so that the selected expert can
assign a score by taking the sentence, image, and caption

has a good representation of the idiomatic meaning
of that phrase. The details are discussed in Section
4.2.1.

The second and third components are the text
encoder and image encoder of a pre-trained CLIP
model. The text encoder maps sentences and cap-
tions into the embedding space, while the image
encoder performs the same transformation for im-
ages, aligning both modalities in a shared space.
Due to the limited size of our training data, one of
the primary challenges is overfitting. To mitigate
this, we simplified the model during training by
freezing the image encoder and fine-tuning only
the last two layers of the text encoder. Addition-
ally, since many image captions exceeded the input
length of the text encoder, we summarized them
using the (Lewis et al., 2019) model, reducing their
length to a maximum of 60 words.

The final component is a ranking model, imple-

mented as a simple feed-forward neural network
with one hidden layer. This network receives four
768-dimensional embeddings from the previous
components and projects each embedding into a
128-dimensional hidden state using a fully con-
nected layer followed by a ReLLU activation func-
tion. The four hidden vectors are then concatenated
and projected onto a single scalar value, represent-
ing the final similarity score for the input embed-
dings. The ranking model is trained simultaneously
with the last two layers of the CLIP text encoder.

4.2.1 Bert Encoder

To improve the representation of phrase meanings
in the BERT encoder, we incorporated additional
loss components alongside the classification loss
in the final objective function. Specifically, we
provided the literal and idiomatic meaning of the
phrase to a CLIP text encoder and extracted em-
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Table 1: The rank-1 accuracy, rank difference, and clas-
sification accuracy for the entire system and each expert
module independently

Data | Rank-1 Rank Class

Acc. Diff.  Acc.

Train 0.757 3.543 0.986

Entire Dev 0.667 4.933 0.800
System | Test 0.650 5.807 0.933
Ex-test | 0.500 5.260 0.740

Train 0.744 3.641 0.974

Idiom Dev 0.714  5.143 0.857
Expert Test 0.750 6.250 0.875
Ex-test | 0.510 4.939 0.826

Train 0.774  3.419 1.000

Literal Dev 0.625 4.750 0.750
Expert Test 0.571 5.143 1.000
Ex-test | 0.480 5.548 0.667

beddings for each. Using cosine similarity, we
introduced a contrastive loss that encourages the
BERT encoder’s output embedding to be closer to
the embedding corresponding to the correct mean-
ing (based on the ground truth label) and farther
from the other.

4.3 Literal Expert

The literal expert architecture is very similar to the
idiomatic expert architecture, with the main differ-
ence being that the BERT encoder is not used. This
is because the task is simpler. The CLIP model has
seen most expressions in their literal sense during
its pre-training and does not require additional se-
mantic information. As a result, the ranking model
receives three inputs instead of four.

5 Experimental Setup

The dataset was split into training, validation, and
test sets. We applied basic pre-processing like to-
kenization and encoding using the Hugging Face
Transformers library. The model was trained with
the AdamW optimizer, using a learning rate of
3 x 1076 and a weight decay of 1 x 107%, over
30 epochs with a batch size of 4. To keep the re-
sults consistent, we set a fixed random seed. The
training was done using PyTorch on a P100 GPU.

6 Results and Analysis

To evaluate the system during inference, we em-
ploy our BERT classifier for classification, where

its errors directly impact the final output. The eval-
uation consists of two types of tests: one on the
entire system and another on each expert module
independently. For example, to measure the per-
formance of the idiom expert, we input only data
labeled with the idiom attribute into the system.
The evaluation metrics include Rank-1 Accuracy
and Rank Difference, defined as the absolute differ-
ence between the predicted and ground truth rank-
ings. The results of both the overall system and
individual expert modules are presented in Table
1. Further analyses are provided in the following
sections.

6.1 Remove captions and use cosine for literal
expert

In one of our experiments, we excluded the image
captions and modified the literal expert module to
compute the image score by measuring the cosine
similarity between the image encoder’s and text
encoder’s output embeddings of CLIP. This system
was submitted to Task 1 of SemEval-2025, achiev-
ing 87% rank-1 accuracy on the test set and 48%
on the extended test set.

As shown in Table 2, the baseline system (using
cosine similarity without captions) achieves higher
rank-1 accuracy on the test set compared to our
proposed system. However, our system performs
better on the extended test set, which contains a
larger and more diverse set of samples. This sug-
gests that our final system generalizes better to
broader, unseen data compared to the baseline.

Table 2: Rank-1 accuracy for the baseline (without cap-
tions and cosine similarity for literals) and the proposed
system on test and extended test sets.

Data Rank-1 Acc.
Baseline Test 87%
Ex-test 48%
Test 65%
Proposed System Ex-test 50%

6.2 Different Losses

One of the key factors for achieving better learn-
ing and generalization is selecting an appropriate
loss function. Therefore, we train the models using
different loss functions, including Pairwise Hinge,
Listwise Softmax, and Top-1 Hinge. The details of
these loss functions are provided in Appendix A,
and the results of these experiments are presented

2273



in Figure 3. As you can see, the pairwise loss func-
tion achieves higher accuracy compared to other
loss functions.

Figure 3: Rank 1 accuracy trends over epochs for dif-
ferent ranking loss functions on idiomatic and literal
data. The results show that the pairwise loss function
achieves higher accuracy compared to other loss func-
tions, indicating better ranking performance.

6.3 Analyze impact of BERT encoder

One of the key components of the Idiom Expert
model is its BERT encoder, which plays a crucial
role in generating high-quality representations of
idioms. In this experiment, we evaluated its con-
tribution by removing the encoder and analyzing
its impact on the model’s performance. As you can
see in Figure 4, using BERT embeddings helps our
model achieve better performance and generaliza-
tion.
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Figure 4: Rank 1 accuracy trends over epochs for id-
iomatic data. The left graph shows results using BERT
embeddings as a feature of the ranking model, and the
right one without using these embeddings. The BERT
model helps the model generalize better and improves
performance.

7 Conclusion

In this paper, we propose a multi-expert archi-
tecture to rank images based on whether a given

phrase is used as an idiom or a literal expression in
the accompanying sentence. By leveraging datasets
from idiom detection tasks in the text domain, we
successfully transfer their knowledge to the im-
age space. Additionally, we explore various loss
functions to identify the most effective one for the
ranking task, demonstrating the impact of each
component through ablation studies that remove
different parts of the architecture.

For future work, these datasets open up excit-
ing possibilities, such as generating images for id-
iomatic expressions, converting idiom-related im-
ages into textual descriptions, and other multimodal
tasks. Moreover, new image-based datasets can be
constructed from existing text datasets, facilitat-
ing the development of more robust models and
addressing increasingly complex challenges in the
intersection of language and vision.
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A Loss Functions

A.1 Pairwise Hinge Loss

This loss ensures that a higher-ranked item has a
greater predicted score than a lower-ranked one by
a margin m, penalizing violations:

1 .
Lpairwise = i Zmax((), m — (s; — s5)) - sign(r; —r;)
¥
where s are predicted scores, r are ground truth
ranks, and NV is the number of item pairs.

A.2 Listwise Softmax Loss

This loss applies softmax normalization on rank-
ing scores and minimizes cross-entropy to align
predicted and true rankings:

Liistwise = — Z Pj IOg ﬁj

J

e J
ek
and p; is the softmax-normalized prediction.

is the true rank distribution

where p; =

A.3 Top-1 Hinge Loss

This loss maximizes the margin between the top-
ranked item and others while suppressing overall
scores:

Liopt = E max(0,m + $j — Swopl) — Stopl + @ E Sj

J#topl J

where sop is the score of the most relevant item,
and « controls non-top-1 suppression.
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