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Abstract

Understanding covert narratives and implicit
messaging is essential for analyzing bias and
sentiment. Traditional NLP methods struggle
with detecting subtle phrasing and hidden agen-
das. This study tackles two key challenges: (1)
multi-label classification of narratives and sub-
narratives in news articles, and (2) generating
concise, evidence-based explanations for dom-
inant narratives. We fine-tune a BERT model
with a recall-oriented approach for comprehen-
sive narrative detection, refining predictions
using a GPT-4o pipeline for consistency. For
narrative explanation, we propose a ReACT
(Reasoning + Acting) framework with seman-
tic retrieval-based few-shot prompting, ensur-
ing grounded and relevant justifications. To
enhance factual accuracy and reduce hallucina-
tions, we incorporate a structured taxonomy ta-
ble as an auxiliary knowledge base. Our results
show that integrating auxiliary knowledge in
prompts improves classification accuracy and
justification reliability, with applications in me-
dia analysis, education, and intelligence gather-
ing.

1 Introduction

The rise of digital media has dramatically reshaped
the way information is produced and consumed,
enabling direct communication between content
creators and audiences. Although this has democ-
ratized information access, it has also made it eas-
ier for manipulative narratives and disinformation
to spread, especially during crises and politically
sensitive events. News articles often employ im-
plicit messaging, strategic framing, and loaded lan-
guage to subtly shape public perception (Mokhbe-
rian et al., 2020). These covert techniques are not
always explicitly deceptive, but instead rely on sug-
gestive phrasing, selective omissions, and emotion-
ally charged language, making them difficult to
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detect through traditional Natural Language Pro-
cessing (NLP) methods.

This phenomenon is especially common in
geopolitical conflicts and environmental discourse,
where language is often used to shape ideological
perspectives, downplay motivations, or influence
opinions. For example, narratives surrounding cli-
mate change policies or the Ukraine-Russia conflict
frequently employ carefully constructed rhetoric
to promote certain viewpoints without making di-
rect claims. Identifying these hidden patterns is
essential to analyze the influence of the media and
counter disinformation. Beyond news media, the
ability to detect implicit meaning is valuable in
various domains such as education, legal analysis,
cross-cultural studies and security.

This study builds upon the foundation laid by
prior research in implicit narrative detection and de-
velops a system designed to address the objectives
and evaluation framework introduced in (Pisko-
rski et al., 2025). Specifically, we focus on two
key tasks in the analysis of implicit narratives in
news articles. First, we fine-tune bert-base-uncased
(Devlin et al., 2019) for the multi-label classifi-
cation task to identify and categorize dominant
narratives present in a given text. This is then
passed through a prompt engineered Large Lan-
guage Model (LLM) to identify the final classifica-
tion from the shortened classification list returned
by BERT. Second, we introduce a methodology
for generating structured justifications that explain
why a particular narrative has been assigned to a
text. This explanation process relies on retriev-
ing semantically relevant evidence from the article
itself and structuring the justification using a Re-
ACT (Reasoning + Acting) framework (Yao et al.,
2023b). To enhance the factual reliability of these
justifications, we incorporate a taxonomy-based
knowledge lookup, which provides formal defini-
tions and examples of narratives and sub-narratives.

By refining methods for extracting implied mean-
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ing, this research contributes to media analysis, au-
tomated content understanding, and intelligence
gathering. Ultimately, advancing NLP-driven nar-
rative detection will provide deeper insight into
how narratives influence perception in diverse lan-
guages, cultures, and discourse contexts.

2 Related Work

The task of extracting dominant and sub-narratives
from text and also generating free-text explana-
tions that justify a dominant narrative within a text
article falls under the broader domain of compu-
tational narrative extraction and discourse analy-
sis. These are fundamental tasks in NLP and we
have explored research on multilabel text classifi-
cation, Explainable Al (XAI) for text generation,
Retrieval-Augmented Generation (RAG), and Re-
ACT prompting techniques.

2.1 Narrative Extraction

Narrative extraction tasks have their roots in the
extraction of "topic’ and ’event’. (Feng et al., 2018)
has worked on language-independent neural net-
works to capture sequence and semantic informa-
tion for event detection. This approach though
multilingual is not effective in extraction of narra-
tives where content is implicit with subtle language
dependent paraphrasing causing complex depen-
dencies amongst narratives and sub-narratives.

With advancements in encoder-decoder architec-
tures and the semantic capabilities of large lan-
guage models (LLMs), significant progress has
been made in natural language understanding.
However, key challenges remain: (1) designing
annotation schemes that are both comprehensive
enough to capture narrative features while remain-
ing concise to prevent input dilution and halluci-
nations (Huang et al., 2025); (2) ensuring robust-
ness across diverse writing styles (formal/informal)
and multilingual inputs (Qin et al., 2024); and (3)
improving explainability in intermediate steps to
enhance the interpretability of results (Zhao et al.,
2024). Another critical issue in fine-tuning LLMs
is data scarcity and class imbalance, which can neg-
atively impact model performance. To address this,
ensemble methods have been explored as a way to
leverage complementary strengths across models.
(Randl et al., 2024) employs such an ensemble-
based classification approach, which proves effec-
tive for extracting labels when explicit class men-
tions are present in the text. However, this method

has limitations, particularly in handling implicit
features and lacks intermediate explanatory steps,
which are crucial for improving transparency and
interpretability.

2.2 Narrative Explanation

Research in narrative explanation is rooted in Ex-
plainable AI (XAI) frameworks designed to ensure
factual consistency. While limited work exists on
multi-label narrative justification, traditional ap-
proaches often employ Named Entity Recognition
(NER) to model sentence structures (Santana et al.,
2023), integrating these with text generation mod-
els to produce coherent outputs. Although com-
putationally efficient, these methods struggle with
hierarchical labels, where dominant narratives en-
compass multiple sub-narratives, leading to subtle
modifications in the overall explanation. Recent
advancements in large language models (LLMs),
particularly with reasoning-enhancing prompting
techniques such as "ReACT" (Yao et al., 2023b),
"Chain-of-Thought" (Wei et al., 2022), and "Tree-
of-Thought" (Yao et al., 2023a), have demonstrated
promising results in structured reasoning. How-
ever, these approaches often fail to capture the full
complexity of hierarchical relationships, especially
when critical information is embedded in short sen-
tences or within the dataset’s taxonomy.

3 Task Description

Understanding implicit narratives in news articles
is essential for detecting bias, framing, and poten-
tial manipulation. This task focuses on two key
challenges: multi-label classification of narratives
and sub-narratives (Subtask 2) and generating con-
cise, evidence-based explanations for dominant nar-
ratives (Subtask 3).

In Subtask 2 (Narrative Classification), given a
news article and a predefined two-level taxonomy
of narratives and sub-narratives, the goal is to accu-
rately assign all relevant sub-narrative labels to the
article. This is a multi-class, multi-label classifica-
tion problem where both the primary narrative and
its sub-narratives must be correctly identified.

In Subtask 3 (Narrative Extraction), given a news
article and a dominant narrative, the goal is to gen-
erate a brief, text-based explanation (maximum
80 words) supporting the dominant narrative. The
generated justification must be grounded in the ar-
ticle by referencing textual evidence that aligns
with the claims of the dominant narrative. Both
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subtasks are crucial for enhancing media analy-
sis, fact-checking, and disinformation detection
by providing structured narrative classification and
transparent, text-grounded justifications.

4 Methodology

This section describes our approach to solving the
two subtasks: (1) Narrative Classification, where
we assigned narratives and sub-narratives to news
articles in a multi-label classification setup, and
(2) Narrative Explanation, where we generated
grounded justifications for dominant narratives us-
ing a retrieval-augmented LLM-based approach.

4.1 Narrative Classification (Subtask 2)
4.1.1 Data Preparation

The dataset consisted of news and web articles
in five languages (Bulgarian, English, Hindi, Por-
tuguese, and Russian), focusing on the Ukraine-
Russia war and climate change. Each article was
labeled with a dominant narrative and one or more
sub-narratives. We structured the dataset for train-
ing by one-hot encoding the dominant narrative
labels, enabling a multi-label classification setup.
The data was split into an 80-20 train-validation
split for training.

4.1.2 Fine-Tuned BERT Model

For classification, we fine-tuned a BERT-base-
uncased model with focal loss (Cao et al., 2021)
to address label imbalance implicitly. The model
was fine-tuned with a primary focus on maximiz-
ing recall to ensure the inclusion of all relevant
labels (Sun et al., 2019). In multi-label classifica-
tion tasks, precision and recall present a trade-off
(Zhang et al., 2019a): prioritizing recall increases
the likelihood of retrieving all relevant labels, al-
beit at the cost of increased false positives (Type
I errors). Given the hierarchical nature of our ap-
proach, where we have a second highly specific
classification step, missing a correct label is more
detrimental than including an incorrect one (Type
II errors). Hence we ensure that relevant labels are
not missed by prioritising high recall.

The model was trained for eight epochs with a
batch size of 8, a learning rate of 2e-5, and the
AdamW optimizer (e = le — 8, weight decay =
0.05). A lower weight decay was used to prevent ex-
cessive regularization, which could suppress recall.
Additionally, a linear learning rate scheduler with
a 10% warm-up was applied to improve conver-
gence stability. To further minimise false negatives,

we applied adaptive threshold tuning, ensuring that
relevant labels were retained without excessively
increasing false positives. Increasing the decision
threshold reduces the risk of Type II errors but
raises the likelihood of Type I errors. Given our pri-
ority on recall, we adjusted the threshold adaptively
to minimize false negatives while maintaining an
acceptable false positive rate.

Finally, we trained two separate models: one for
Climate Change narratives and another for Ukraine-
Russia War narratives, ensuring task-specific adap-
tation.

4.1.3 GPT-40 Post-Processing

To refine the BERT predictions, we implemented
a two-stage GPT-40 pipeline leveraging taxonomy-
based reasoning. We employed Tree-of Thought
prompting techniques (Yao et al., 2023a) to encour-
age the Large Language Model to evaluate interme-
diate steps and solve the problem with a structured
reasoning process. The process involved:

1. Narrative Label Refinement: The article and
initial BERT-predicted labels were passed to
GPT-40 along with a taxonomy defining the
meaning of each narrative. The model was
instructed to filter incorrect labels while en-
suring true positives were retained.

2. Sub-Narrative Classification: Given the re-
fined narrative labels, GPT-40 was prompted
again with a taxonomy for sub-narratives cor-
responding to each narrative, generating the
final set of sub-narrative labels.

This approach helped enforce hierarchical label
consistency and align predictions with predefined
taxonomies.

4.2 Narrative Explanation (Subtask 3)

4.2.1 Semantic Sentence Retrieval

For generating evidence-based justifications, we
combined semantic sentence retrieval (Jingling
et al., 2014) with GPT-40 based ReACT prompting
to ensure explanations were grounded in the article
text. Our retrieval approach involved:

1. Sentence Segmentation: Articles were split
into sentences using period-based segmenta-
tion.

2. Semantic Indexing: Each sentence is embed-
ded using OpenAl’s text-embedding-ada-002
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model (Rodriguez and Spirling, 2022) and
stored in a vector database. Cosine similar-
ity is used as the distance metric for retrieval.
After retrieval, the article is deleted from the
database to optimize memory usage.

3. Dual-Pass Cosine Similarity Retrieval: Top
5 sentences were retrieved based on cosine
similarity with the dominant narrative. A
second retrieval was then performed for sub-
narratives, adding any sentence that exceeded
the similarity threshold set by the Sth-ranked
sentence from the first retrieval.

This dynamic thresholding ensured that only se-
mantically relevant sentences were used while pre-
venting arbitrary cutoff points.

4.2.2 ReACT-Based Prompting

To generate structured and interpretable justifica-
tions, we implemented a ReACT (Reasoning + Act-
ing) framework that follows a chain-of-thought rea-
soning process. This approach ensures that expla-
nations are logically structured and grounded in
the retrieved text. The process involves three key
steps: (1) identifying central claims, (2) justify-
ing the dominant narrative, and (3) justifying the
sub-narrative. First, the model identifies central
claims by analyzing the retrieved sentences and
detecting references to key themes and implicit
messaging. For example, if a text discusses global-
ists and environmentalists orchestrating events in
secret, the model searches for evidence of powerful
groups exerting hidden influence, such as mentions
of "globalists," "communists," and "environmental-
ists" manipulating public opinion.

Next, the model justifies the dominant narrative by
identifying claims that reinforce the overarching
theme. If the dominant narrative suggests that cli-
mate policies are part of a coordinated, deceptive
effort by powerful entities, the model locates sup-
porting statements, such as assertions that global-
ists "deliberately start fires" or "use climate change
as an excuse for depopulation.” Based on this evi-
dence, the model concludes that the dominant nar-
rative aligns with "Hidden plots by secret schemes
of powerful groups."

Finally, the model applies the same process to jus-
tify the sub-narrative, focusing on more specific
underlying themes. If the sub-narrative suggests
that climate policies have an ulterior motive be-
yond environmental concerns, the model extracts

Column Description

Main Narrative Unique identifier for the
dominant narrative.
Ground-truth definition
of the dominant narrative.
Example cases support-
ing the dominant narra-
tive.

Additional distinguishing
attributes.

Unique identifier for the
sub-narrative.
Ground-truth  definition
of the sub-narrative.
Example cases support-
ing the sub-narrative.
Additional distinguishing
attributes.

Main Narrative Definition
Main Narrative Example
Metadata (Main Narra-
tive)

Sub-Narrative
Sub-Narrative Definition

Sub-Narrative Example

Metadata (Sub-Narrative)

Table 1: Narrative Taxonomy Specifications

relevant claims, such as statements equating sus-
tainability efforts with abortion and depopulation
agendas. This leads to the conclusion that the text
supports the sub-narrative of "The climate agenda
has hidden motives."

To optimize this reasoning process, we experi-
mented with few-shot prompting but found that
ReACT prompting yielded more structured and in-
terpretable justifications. By breaking down the
process into Thought, Action, Observation, and
Conclusion, the model systematically evaluates re-
trieved evidence, minimizing inconsistencies and
improving transparency.

4.2.3 Taxonomy Table Integration

While prompting and retrieval alone improve justi-
fication generation, we introduce a structured tax-
onomy table as an auxiliary knowledge base to
further enhance interpretability and factual align-
ment. We tested two approaches for integrating
this information: Explicitly inserting the taxonomy
table as instructions (Sarmah et al., 2024) in the
prompt. Embedding it within the "Action" section
of the ReACT prompt. Our experiments found that
the second approach gave better results, as defining
the taxonomy as a part of the Action section led to
more reliable and factually consistent justifications.

5 Results

We evaluated our two tasks—multilabel classifi-
cation and the generation of evidence-based ex-
planations for narratives—using F1 scores. The
approach with the highest F1 score was chosen as
the objective, as we aimed to balance precision and
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Task GPT 40-mini GPT 40 BERT + GPT 40-mini BERT + GPT 40
Narrative CC 0.227 0.227 0.6 0.6
Narrative URW 0.301 0.301 0.342 0.326
Narrative Overall 0.251 0.251 0.458 0.467
Sub Narrative CC 0.156 0.158 0.239 0.244
Sub Narrative URW 0.187 0.187 0.188 0.2
Sub Narrative Overall 0.164 0.166 0.208 0.217

Table 2: Classification F1 Scores

BG EN HI PT RU

Simple ReACT Prompt 0.6018 0.618 0.6308 0.6529 0.6252
ReACT with Auxiliary Knowledge Base 0.6114 0.6288 0.6605 0.6904 0.6374
ReACT with Auxiliary Knowledge Base and Semantic Search  0.6720 0.6910 0.7271 0.7192 0.6644

Table 3: BERT Score F1 Results

recall while minimizing False Positives and False
Negatives.

For the text generation task, we utilized
BERTScore (Zhang et al., 2019b) to compare re-
sults, as it measures semantic similarity between
strings using contextual embeddings. Unlike n-
gram-based metrics (e.g., BLEU, ROUGE) (Culy
and Riehemann, 2003), which struggle with para-
phrased or implicit reasoning, BERTScore effec-
tively captures meaning equivalence by leveraging
deep contextual representations.

Table 2 presents results for Narrative Classifica-
tion (Subtask 2) across experiments, while Table 3
showcases results for Narrative Justification (Sub-
task 3).

5.1 Narrative Classification

Our framework for predicting dominant and sub-
narratives achieved an overall F1 score of 0.467 and
0.217, respectively, when using GPT-40. The re-
sults with GPT-40-mini were comparable, yielding
0.458 and 0.208 for dominant and sub-narratives,
respectively. These findings were compiled after
the task was complete, and highlight how refin-
ing our approach with a weaker classifier before
the final classification step provides better results
while keeping the context for the LL.M as concise
as possible.

5.2 Narrative Justification

The text generation resulting from our novel ap-
proach—integrating Semantic Similarity Search
to retrieve sentences from the article text and
pairing them with an auxiliary knowledge base
in a ReACT prompt—consistently outperformed

both the simple prompt and the prompt paired
solely with the knowledge base across all five lan-
guages (Bulgarian, English, Hindi, Portuguese, and
Russian). Moreover, our text justification frame-
work demonstrated superior performance across
all three evaluation metrics—BERT F1, Precision,
and Recall—consistently surpassing alternative ap-
proaches. These results emphasize the effective-
ness of leveraging semantic similarity and external
knowledge augmentation to enhance justification
quality across multilingual settings. The results
prove that the efficiency of the designed framework
allows us to utilize smaller LLMs in future work,
enhancing scalability.

6 Conclusion

This study advances NLP-driven narrative anal-
ysis by introducing a framework for classifying
and justifying implicit narratives in news articles.
Our multilabel classification approach, fine-tuning
bert-base-uncased with a prompt-engineered
LLM, effectively identified dominant and sub-
narratives. The framework maintained strong per-
formance even with GPT-40-mini, demonstrating
the scalability and adaptability of the system with-
out significant performance compromises. This
lightweight configuration reduces computational
overhead and enables deployment in resource-
constrained environments, making the framework
practical for real-world, large-scale applications.
Future implementations can further optimize re-
source usage by incorporating retrieval caching
mechanisms and distributed modular processing
across subtasks.
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Furthermore, our narrative justification approach,
which combines Semantic Similarity Search with
a ReACT-based reasoning structure and auxiliary
knowledge retrieval, significantly improved text
generation quality across multiple languages. The
model consistently outperformed the baseline meth-
ods in BERT F1, underscoring the effectiveness of
integrating contextual retrieval mechanisms with
generative reasoning to generate coherent and fac-
tually aligned justifications.

These findings improve media analysis, automated
content understanding, and intelligence gathering
by improving the detection of implicit ideologi-
cal framing. As NLP advances, our approach lays
the groundwork for more transparent, explainable
Al-driven media analysis, supporting efforts to
combat misinformation and strengthen media liter-
acy across diverse linguistic and cultural contexts.
Looking ahead, future work will investigate the
use of dynamic crowd-sourced knowledge bases
and adversarial testing to identify and minimize
potential biases introduced via semantic retrieval
or taxonomy-driven prompting. This will further
ensure the fairness, robustness and generalizability
of the system across sociopolitical domains and
multilingual settings.
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