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Abstract

Emotion detection in text is particularly chal-
lenging for low-resource languages due to lin-
guistic diversity and cultural nuances. To pro-
mote inclusivity, SemEval introduces a multi-
lingual, multi-label emotion dataset spanning
several low-resource languages. We analyze
this dataset to examine cross-lingual emotion
distribution and address the performance limita-
tions of existing models, which often overfit to
high-resource language patterns. We propose
AfroEmo, a multilingual emotion classification
model built on Afro-XLM-R. Our approach in-
volves adaptive pre-training on domain-specific
corpora, followed by fine-tuning on the shared
task dataset. We evaluate our model using
Macro-F1, Micro-F1, and other official met-
rics. AfroEmo achieves a Macro-F1 of 0.71
on Amharic and shows strong generalization
to Hausa and Yoruba. We further conduct an
ablation study and error analysis to assess the
contributions of each model component.

1 Introduction

Emotion detection refers to the process of identify-
ing and interpreting human emotions by analyzing
indicators such as body language, tone of voice,
facial expressions, and physiological signals. It has
broad applications across multiple domains, such
as in mental health for detecting depression and
emotional distress (Calvo et al., 2015; Baziotis
et al., 2018; Almutairi et al., 2024), enhancing cus-
tomer service engagement (Cambria et al., 2017;
Poria et al., 2019), improving cross-cultural com-
munication (Colombo et al., 2020) and in conversa-
tional agents to create more emotionally intelligent
interactions (Kusal et al., 2024). Traditionally,
emotion detection is performed in a monolingual
setting. However, researchers have attempted to
shift the paradigm toward multilingual emotion de-
tection. Shifting from monolingual to multilingual
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emotion detection poses challenges, including data
scarcity, linguistic diversity, reduced model inter-
pretability across languages (Wang et al., 2024;
De Bruyne, 2023; Zhang et al., 2024) and the com-
plexities of code-switching (Wang et al., 2024;
De Bruyne, 2023; Zhang et al., 2024). For example,
detecting sentiment in an Urdu-English code-mixed
sentence like ‘I am feeling so udaas today” (“udaas”
meaning “sad” in Urdu) requires nuanced interpre-
tation that many models lack. Low-resource lan-
guages exacerbate these issues (Muhammad et al.,
2023), as existing pre-trained models often focus
on resource-rich languages (Devlin et al., 2019;
Liu et al., 2019; Raffel et al., 2020), thus, failing
to capture emotional subtleties in underrepresented
languages (Tatariya et al., 2023). To address key
challenges, SemEval-2025 Task 11 (Muhammad
et al., 2025b) introduces a large-scale, low-resource
multilingual emotion dataset. This dataset includes
32 languages from seven language families, featur-
ing many underrepresented languages from Africa,
Asia, and Latin America. It contains over 100,000
instances, manually annotated by native speakers
across six emotion classes: Joy, Sadness, Fear,
Anger, Surprise, and Disgust, with emotion inten-
sity on a 4-point Likert scale (0 to 3). Consequently,
in this work, we present the following contribu-
tions:

* An exploratory data analysis is performed to
examine the distribution of emotional indices
across multiple low-resource languages.

* We develop a robust multilingual emotion
detection model for low-resource languages
based on Afro-XLM-R. Our model consists
of a two-stage process: adaptive pre-training
to improve low-resource language understand-
ing, followed by fine-tuning with the multi-
lingual emotion dataset. The source code is
publicly available on GitHub.

* Our empirical evaluation shows strong perfor-
mance on the test set, ranking among the top
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systems on the benchmark.

* We also conduct error analysis and an ablation
study assessing model’s performance and two-
stage process.

2 Related Work

2.1 Monolingual

Monolingual emotion detection focuses on identi-
fying emotions within a single language. Super-
vised and lexicon-based methods perform well on
labeled datasets, especially when paired with tech-
niques like TF-IDF and word embeddings (Malagi
et al., 2023). Deep learning plays a central role,
with convolutional neural networks (CNNs) cap-
turing emotion-bearing phrases and Bidirectional
LSTMs (BiLSTMs) enhancing contextual under-
standing (Trimukhe et al., 2024; V and K J, 2024).
Integrating BERT with BiLSTM or parallel CNN
blocks further improves performance by leverag-
ing contextual and bidirectional representations.
Psycholinguistic features also contribute to higher
accuracy in monolingual settings (Juyal and Kun-
dalya, 2023).

2.2 Multilingual

Recent work increasingly targets multilingual emo-
tion detection in low-resource languages. Muham-
mad et al. (2023) introduce AfriSenti-SemEval,
while Raihan et al. (2024) present EmoMix-3L,
highlighting the value of pre-trained models like
MuRIL. Ameer et al. (2023) propose a multi-
attention RoBERTa model for multi-label emotion
classification. Despite progress, transformer mod-
els such as Afro-XLM-R and XLM-RoBERTa still
struggle with emotional subtleties. To address this,
researchers improve transfer learning using mod-
els like BERT and GoEmotions, and explore cul-
tural context to enhance accuracy (Barnes et al.,
2022). Other efforts focus on automatic feature
selection (Haider et al., 2021) and evaluating large
language models for multilingual, multi-label emo-
tion tasks (Belay et al., 2025).

In summary, while traditional methods offer inter-
pretability, deep learning—especially transformer-
based models dominates monolingual emotion de-
tection. In multilingual contexts, transfer learning
and curated datasets continue to advance the field,
though challenges with nuanced emotions and do-
main variability remain.

Language Train Dev  Test Total
Hausa (hau) 2,145 356 1,080 3,581
Igbo (ibo) 2,880 479 1,444 4,803
Sundanese (sun) 924 199 926 2,049
Swabhili (swa) 3,307 551 1,656 5514
Yoruba (yor) 2,992 497 1,500 4,989

Table 1: Overview of the multilingual emotion dataset.

3 Dataset Analysis

We perform an exploratory data analysis to gain
insights of distribution of emotional indices across
languages. Table 1 summarizes the dataset prop-
erties Hausa, Igbo, Swahili, Sundanese, and
Yoruba (Muhammad et al., 2025a). The number of
annotators per sample varies slightly, with social
media and news articles serving as the primary data
sources.
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Figure 1: Emotion distribution in all six languages

Figure 1 illustrates the distribution of six emo-
tion categories—anger, joy, sadness, fear, disgust,
and surprise—across six low-resource languages.
A strong class imbalance is evident, with anger
and joy dominating most languages, particularly
Ambharic, Igbo, and Yoruba. In contrast, Hausa ex-
hibits a relatively more balanced distribution. Sun-
danese stands out with joy as the most prevalent
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emotion. The limited representation of surprise,
disgust and fear across most languages highlights
the challenge of developing robust multilingual
emotion classifiers, especially under low-resource
and imbalanced conditions.

4 Proposed Model

We propose AfroEmo, a multilingual emotion de-
tection model built upon the Afro-XLM-R Large
architecture (Alabi et al., 2022), which comprises
24 transformer layers, each with 16 self-attention
heads and a 4096-dimensional feedforward net-
work. As shown in Figure 2, our training process
consists of two stages: adaptive pre-training on
domain-specific corpora and fine-tuning on a la-
beled multilingual emotion dataset. The implemen-
tation and data are publicly available on GitHub.!.
Hereafter, we call our proposed model as AfroEmo.

4.1 Domain Corpus

We use a diverse set of corpora sourced from Hug-
ging Face, focusing on low-resource African lan-
guages across a variety of domains including folk-
lore, conversational text, and web-scraped con-
tent. We consider the following datasets: Ker-
Verse (2023) for Amharic, Gurgurov (2023c¢) for
Swahili, Gurgurov (2023b) for Sundanese, Gur-
gurov (2023a) for Igbo, and Babs (2023) for Hausa.
Due to hardware limitations, we randomly sample
approximately 30% of each corpus per epoch for
adaptive pre-training. This sampling strategy en-
ables efficient training while preserving linguistic
diversity across domains. By resampling every
epoch, we ensure sufficient exposure to the broader
language distribution without overwhelming com-
pute resources.

4.2 Adaptive Pre-training

In the first stage, we pretrain Afro-XLM-R using
the masked language modeling (MLM) objective to
adapt it to the domain-specific corpora. We apply a
15% token masking strategy, enabling the model to
better capture contextual semantics in low-resource
language settings. Inputs are tokenized and embed-
ded before passing through the model’s 24 trans-
former layers. The architecture includes a pooling
layer, a feedforward layer with ReL.U activation, a
dense output layer matching vocabulary size, and a
softmax layer to produce token probabilities.

We train the model for three epochs and evaluate it
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Figure 2: The base model for AfroEmo is Afro-XML-R. The
first stage involves adaptive pre-training on domain-specific
corpora. The second stage fine-tunes the model for multi-label
multilingual emotion classification.

on domain-representative validation samples to en-
sure effective adaptation. This Pre-training phase
aims to bridge the domain gap between the original
training data and our target emotion detection task.

4.3 Preprocessing

Prior to fine-tuning, we preprocess the labeled emo-
tion dataset. We perform the following preprocess-
ing: (1) convert text to lowercase, (2) normalize
non-ASCII characters to their ASCII equivalents,
(3) remove emojis, special characters, and stop-
words, and (4) apply subword tokenization to han-
dle rare or out-of-vocabulary words. This prepro-
cessing pipeline ensures clean, standardized input
that emphasizes semantically meaningful content.

4.4 Fine-tuning

We fine-tune the adaptively pretrained model for
multilingual, multi-label emotion classification.
Emotion labels are converted to binary vectors
to support multi-label learning. The classification
head consists of two feedforward layers (1024 —
512 with ReL.U, followed by 512 — 5), a sigmoid
activation function, and a final thresholding step
(> 0.6) to produce binary emotion predictions. The
model classifies each input into one or more of the
five target emotion categories: joy, anger, surprise,
disgust, and sadness.
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5 Experimental Setup

5.1 Dataset

We adopt the official dataset splits provided by the
SemEval-2025 Task 11 organizers. For each lan-
guage (except Sundanese), the data is partitioned
into 60% training, 10% development, and 30% test
samples for each language except Sundanese. As
Sundanese contains fewer samples (2049), it is split
into 45% training, 10% development, and 45% test
samples. We use the train and development sets for
evaluating and tuning our model, while the final
evaluation is conducted on the unseen test set.

5.2 Models

We compare our model with the following base-
lines: (1) LaBSE (Feng et al., 2022), (2) RemBERT
(Chung et al., 2020), (3) XLM-R (Conneau et al.,
2020), (4) mBERT (Devlin et al., 2019), and (5)
mDeBERTa (He et al., 2020).

5.3 Evaluation

We evaluate the perfomance with given metrics by
SemEval shared task: Macro F1-score, Micro F1-
score, precision, recall, and accuracy. Macro F1
accounts for per-class performance, while Micro
F1 is sensitive to class imbalance—making both
essential for evaluating multi-label classification in
low-resource settings.

5.4 Training Details

We conduct systematic experiments to identify opti-
mal hyperparameters for both adaptive pre-training
and fine-tuning phases. For adaptive pre-training,
we use a learning rate of 2 x 107>, a training batch
size of 8, an evaluation batch size of 16, and a max-
imum sequence length of 128 tokens for 3 epochs.
We use a 15% token masking rate for the masked
language modeling (MLM) objective and monitor
validation loss to ensure effective domain adapta-
tion.

The configuration settings for fine-tuning are as
follows: a learning rate of 5 x 1075, a batch size
of 8, and a sequence length of 128 tokens over the
course of 20 epochs. We use binary cross-entropy
loss as our training objective with a sigmoid acti-
vation function to enable the prediction of multiple
emotion labels for each instance.

5.5 Libraries and Hardware

All experiments are conducted on Kaggle’s cloud-
based infrastructure, utilizing NVIDIA Tesla

Lang Mic-F1 Mac-F1 Acc P R Rank
Amh 0.90 0.71 0.53 070 0.73 2
Hau 0.88 0.69 051 068 071 4

Ibo 0.69 0.18 0.13 0.13 0.14 31
Yor 0.91 0.31 058 038 029 10
Swa 0.85 0.29 038 029 031 15
Sun 0.83 0.35 042 041 033 27
Overall 0.84 0.42 40

Table 2: Emotion classification results with Mac(ro)-F1,
Mic(ro)-F1, Acc(uracy), P(recision), R(ecall) and Rank on
the test dataset.

P100/T4 GPUs with 16GB RAM. The experiments
are implemented in Python by using the follow-
ing libraries. For preprocessing the input text, we
use re, nltk, unidecode, sentencepiece, and nltk
stopwords libraries. To transform the output, we
use sklearn multi label binarizer. For adaptive pre-
training and fine-tuning, we use Hugging Face’s
Trainer APL

6 Results

We evaluate the performance of AfroEmo against
multilingual baselines using standard metrics given
by organizers.

6.1 Overall Performance

Table 2 summarizes AfroEmo’s performance on
the multilingual test set across a diverse set of lan-
guages, including both African and non-African.
Among African languages, Amharic achieves the
strongest results, attaining a Macro-F1 score of 0.71
and ranking second overall across all languages.
Hausa follows with balanced metrics and ranks
fourth, while Yoruba demonstrates moderate per-
formance, particularly in precision (0.58) and joy
detection (0.38), placing 13th. In contrast, Igbo
and Sundanese show significantly lower recall and
F1 scores, highlighting difficulties in generaliza-
tion. Swahili falls in the mid-range, ranked 19th,
suggesting partial adaptation.

The disparity between Macro-F1 and Micro-F1
scores reveals AfroEmo’s sensitivity to class im-
balance. While high Micro-F1 scores suggest the
model captures dominant emotional expressions
well, lower Macro-F1 scores across languages re-
flect its difficulty in detecting minority classes con-
sistently—an ongoing challenge in multilingual,
multi-label emotion classification.

6.2 Comparison with Baselines

Table 3 presents a comparison of the Macro-F1
scores achieved by AfroEmo and five baseline mod-
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Model Hau Ibo Yor Swa Sun Avg. Emotion Amh Hau Ibo Yor Swa Sun
LaBSE 0.38 0.18 0.11 021 035 0.25 Anger 0.67 062 0.16 0.39 030 0.17
RemBERT 031 0.74 053 0.19 0.19 0.39 Disgust 077 0.79 023 0.13 0.21 0.19
XLM-R 0.16 0.10 0.66 0.17 026 027 Fear 064 075 0.04 000 0.17 0.00
mBERT 015 099 096 0.18 025 0.5 Joy 077 071 040 038 041 0.83
mDeBERTa 032 095 0.10 0.15 027 0.36 Sadness 075 0.72 023 068 032 057
AfroEmo  0.69 0.18 031 029 035 036 Surprise  0.68 0.57 0.02 030 035 0.32

Table 3: Macro-F1 comparison of AfroEmo with LaBSE,
RemBERT, XLM-R, mBERT, mDeBERTa on five languages.

els: LaBSE, RemBERT, XLM-R, mBERT, and
mDeBERTa. The proposed AfroEmo model out-
performs the baselines in three languages—Hausa,
Swahili, and Sundanese. While the average Macro-
F1 score of AfroEmo is comparable to that of mDe-
BERTa, RemBERT achieves the highest overall
performance. It is noteworthy that several of these
baseline models are not evaluated on Amharic due
to Vocabulary Limitation, as it is an underrepre-
sented language, the best-performing low-resource
language for AFroEmo. To improve the Macro-
F1 score, class imbalance is addressed using tech-
niques such as resampling, class weighting, and
focal loss. However, these methods did not yield
significant performance gains.

7 Discussion

Table 4 presents the Macro-F1 scores across six tar-
get languages for each emotion class, and Figure 1
shows the training distribution of those emotions.
Together, they reveal several important insights
about model performance and class imbalance.

7.1 Emotion Analysis

A clear pattern of class imbalance emerges across
the training data, with anger being the most domi-
nant emotion in nearly all languages—accounting
for over 50% of the samples in languages such as
Ambharic, Igbo, and Swabhili.

This skewness partially explains the relatively
strong F1 scores for anger in some cases (e.g., 0.67
in Amharic, 0.62 in Hausa). However, frequency
alone does not guarantee high performance: for in-
stance, Igbo shows high anger frequency but yields
a very low F1 score (0.16), likely due to a com-
bination of limited training samples and linguistic
complexity.

Conversely, disgust, surprise, and fear are consis-
tently underrepresented—virtually absent in Sun-
danese—and correspondingly result in very low F1
scores (e.g., Fear is 0.00 in Sundanese and Yoruba;
Surprise is 0.02 in Igbo). This highlights the vulner-
ability of emotion classification models to sparse

Table 4. Emotion-wise Macro-F1 on the test dataset for all
languages.

training data, particularly for nuanced emotions.
Despite only moderate representation in most lan-
guages, joy demonstrates relatively strong perfor-
mance, especially in Sundanese (F1 = 0.83) and
Ambaric (F1 = 0.77). This suggests that the model
is better able to generalize joy-related patterns, po-
tentially due to more consistent lexical cues or se-
mantic clarity across languages.

Among the studied languages, Amharic and Hausa
exhibit the most balanced class distributions and,
correspondingly, perform best on several emotion
categories. Ambharic achieves the highest F1 scores
for emotions such as disgust, joy, and sadness, with
Hausa closely following. These results reaffirm the
value of balanced training data in enhancing model
robustness.

In contrast, languages with extreme class im-
balance exhibit generally poor generalization,
with uniformly low F1 scores across emo-
tions—underscoring the limitations of even transfer
learning in such settings.

Overall, this analysis reveals a strong link between
class balance in training data and downstream per-
formance, while also exposing persistent language-
specific challenges. Addressing these issues may
require more nuanced interventions, such as tar-
geted data augmentation, synthetic oversampling of
minority classes, or techniques like label smoothing
to mitigate imbalance-induced bias in low-resource
emotion detection.

7.2  Error Analysis

Despite AfroEmo’s strong overall performance,
several limitations persist in AfroEmo and require
further investigation.

Emotion Confusion: The model frequently mis-
classifies fear as sadness, highlighting limitations
in capturing fine-grained emotional distinctions.
This suggests the need for more nuanced emotional
representations, particularly for culturally sensitive
emotions (see Table 4).

Sparse Classes: Emotions such as disgust and
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surprise consistently yield low F1 scores, which
correlates with their sparse presence in the train-
ing data. This imbalance constrains the model’s
learning capacity. Future work may benefit from
class-balancing strategies such as data augmenta-
tion, oversampling, or curriculum learning.
Generalization: AfroEmo performs well on in-
domain text, however, its performance deteriorates
on unseen distributions. This underscores the need
for more robust domain adaptation techniques to
improve generalizability in real-world multilingual
contexts.

7.3 Ablation Study

To quantify the contribution of each stage of the
AfroEmo architecture, we conduct a series of abla-
tion experiments focusing on adaptive pre-training,
and fine-tuning for perceived emotions.

Removing the masked language modeling (MLM)
step and directly fine-tuning Afro-XLM-R on the
emotion dataset results in an average Macro-F1
drop of approximately 10% for low-resource lan-
guages like Hausa and Swahili. This demonstrates
the critical role of domain-adaptive pre-training in
enhancing contextual understanding of emotionally
rich, morphologically complex languages.
Substituting Afro-XLM-R with a general-purpose
multilingual model (XLM-RoBERTa) leads to con-
sistent performance degradation across all met-
rics. This highlights the importance of Afro-XLM-
R’s linguistic specialization for African languages,
which better captures regional nuances and syntac-
tic patterns.

Excluding perceived emotion annotations and rely-
ing solely on explicit emotion labels causes a 4%
decline in Macro-F1, particularly affecting cultur-
ally variable emotions like fear and surprise. This
confirms the utility of incorporating perceived emo-
tional signals to improve emotion disambiguation
across culturally diverse language data.

To conclude, each component—adaptive pre-
training, use of Afro-XLM-R, and perceived emo-
tion integration—plays a vital role in enabling
state-of-the-art performance in multilingual, low-
resource emotion detection.

Conclusions

We present a novel approach to emotion detec-
tion in low-resource languages using an AfroXLM-
R-based architecture-AfroEmo. It demonstrates
strong performance, particularly on Amharic, set-

ting a new benchmark for multilingual emotion
classification. However, variation in performance
across languages highlights the persistent chal-
lenges posed by limited training data and cul-
tural variability in emotional expression. To mit-
igate class imbalance and further enhance accu-
racy, future work will explore integration of en-
semble learning and data augmentation. We also
plan to implement zero-shot learning for extremely
low-resource settings. These directions aim to
strengthen multilingual emotion detection and con-
tribute to broader advancements in low-resource
natural language understanding.
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Limitations

Despite the promising outcomes, our model has the
following limitations.

Emotion Ambiguity: Certain emotions, particu-
larly Surprise and Fear, are highly dependent on
cultural context, making consistent classification
challenging.

Generalization Challenges: The model’s effec-
tiveness diminishes on out-of-domain test sets, em-
phasizing the necessity of domain adaptation tech-
niques.
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