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Abstract
A two-stage role classification model based on
DeBERTa is proposed for the Entity Frame-
work task in SemEval 2025 Task 10. The task
is confronted with challenges such as multi-
labeling, multi-category, and category imbal-
ance, particularly in the semantic overlap and
data sparsity of fine-grained roles. Existing
methods primarily rely on rules, traditional ma-
chine learning, or deep learning, but the accu-
rate classification of fine-grained roles is diffi-
cult to achieve. To address this, the proposed
model integrates the deep semantic represen-
tation of the DeBERTa pre-trained language
model through two sub-models: main role clas-
sification and sub-role classification, and uti-
lizes Focal Loss to optimize the category im-
balance issue. Experimental results indicate
that the model achieves an accuracy of 75.32%
in predicting the main role, while the exact
matching rate for the sub-role is 8.94%. This
is mainly limited by the strict matching stan-
dard and semantic overlap of fine-grained roles
in the multi-label task. Compared to the base-
line’s sub-role exact matching rate of 3.83%,
the proposed model significantly improves this
metric. The model ultimately ranked 23rd on
the leaderboard. The code of this paper is avail-
able at: https://github.com/jiyuaner/
YNU-HPCC-at-SemEval-2025-Task10.

1 Introduction

In subtask 1, given a news article and all named
entity mentions (NEs) in that article, each men-
tion is required to be assigned one or more role
tags (Piskorski et al., 2025; Stefanovitch et al.,
2025). Two levels of characters are defined: one
for the main characters (protagonist, villain, inno-
cent), and the other for the fine-grained characters.
The evaluation criterion of the task is primarily the
exact match rate, which measures the consistency
between the main role and the fine-grained role of
the evaluation prediction and the gold standard.

∗Corresponding author.

Semantic overlap (Kumar and Toshniwal, 2024)
and ambiguity between fine-grained roles may oc-
cur (Peng et al., 2019), making it easy for models to
be confused when differentiating. Entity roles are
often determined based on the information in the
context in which they are located. In news texts, the
context in which entities appear may involve var-
ious metaphors, sarcasm, or indirect expressions,
requiring the system to deeply understand and cap-
ture the details of the context. In real data, some
roles (especially fine-grained roles) may have small
sample sizes, leading to overfitting of common cat-
egories and under-identification of rare categories
during model training.

In the past, rule-based methods (Grishman,
1996), traditional machine learning methods, or
deep learning methods such as BERT (Devlin et al.,
2019) and its variant DeBERTa (He et al., 2021),
have often been used to solve similar entity charac-
ter annotation tasks.

The two-stage classification model based on De-
BERTa proposed in this paper utilizes the deep
semantic representation of the pre-trained language
model, combines the entity context, adopts Focal
Loss (Lin et al., 2018) to address the category im-
balance problem, and employs Optuna (Akiba et al.,
2019) to fine-tune hyperparameters for handling
entity role labeling tasks with multiple labels and
categories.

Although the fine-grained role matching accu-
racy still has room for improvement, the model
demonstrates effectiveness in main role recogni-
tion, with an accuracy rate of 75.32%.

The rest of the paper is organized as follows:
Section 2 details the two-stage DeBERTa-based
role classification model, including the main role
and sub-role classification sub-models, and Focal
Loss optimization for addressing class imbalance.
Section 3 introduces the experimental setup, results
analysis, and case study, covering dataset specifica-
tions, evaluation metrics, comparisons with base-
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Figure 1: The structure of the system

line methods, implementation details, and a discus-
sion of the limitations and challenges encountered
in both experiments and real-world scenarios. Sec-
tion 4 concludes the paper by summarizing the
experimental outcomes and key findings.

2 DeBERTa-based Two-Stage Role
Classification Model

In this paper, a two-stage classification model
(Ruder, 2017) based on DeBERTa (Decoded En-
hanced BERT with a Decoupled Attention Mech-
anism) is proposed to handle the complex task of
character labeling of named entities in text. The
overall architecture of the model is divided into
two main sub-models: main role classification and
sub-role classification. Each sub-model is designed
to predict character labels at different granularities.
The main role refers to a more macro category (e.g.,
protagonist, villain, and innocent), while the sub-
role is a more granular category that describes the
specific characteristics of an entity. Additionally,
Focal Loss is employed to address the category
imbalance issue.

2.1 Main Role Classification Sub-model

The main role classification sub-model is respon-
sible for identifying the main role of an entity. Its
primary task is to determine whether the entity be-
longs to the Protagonist, Antagonist, or Innocent
category. The sub-model is based on the DeBERTa
architecture and utilizes the powerful language rep-
resentation capabilities learned from pre-training
on a large-scale corpus. Through decoding en-
hancement and decoupling attention mechanisms
(Zhang et al., 2021), deep contextual information
in text can be effectively captured, and rich seman-
tic representations can be generated by DeBERTa.

The input entity mentions are processed by the De-
BERTa tokenizer, which encodes the text sequence
into a continuous contextual representation. This
representation is then fed into the model. Based on
these representations, logits values are calculated
and output for each category, reflecting the proba-
bility distribution of an entity belonging to the Pro-
tagonist, Antagonist, or Innocent. The sub-model
addresses the category imbalance issue (Buda et al.,
2018) through the optimization of the Focal Loss
function, improving recognition performance on
rare categories.

2.2 Sub-role Classification Sub-model

The sub-role classification sub-model further re-
fines the role labels of entities based on the main
role classification. This sub-model is also based
on the DeBERTa architecture but is optimized for
more sub-role categories, such as Guardian, Tyrant,
Victim, etc. The goal of sub-role classification is to
identify the specific sub-roles of an entity within
the main role category to which it belongs, provid-
ing a more granular role label for each entity.

2.3 Focal Loss Layer for Category Imbalance

The Focal Loss layer is integrated into the main role
classification and sub-role classification models
to address the category imbalance issue (Johnson
and Khoshgoftaar, 2019). On unbalanced datasets,
traditional loss functions (such as binary cross-
entropy) (Zhang and Sabuncu, 2018) are often un-
able to effectively distinguish between different
classes, resulting in excessive learning from sam-
ples of common categories and insufficient learning
from rare classes during training. By introducing
a tuning factor, Focal Loss reduces the focus on
easy-to-classify samples and increases the learning
of hard-to-classify samples, improving the model’s
performance on difficult-to-classify low-frequency
classes. The formula for Focal Loss is as follows:

FL(pt) = −α(1− pt)
γ log(pt) (1)

where pt is the predicted probability of the model
for the correct class. α is a weight factor that ad-
justs the importance of different categories. γ is a
focused parameter that reduces the relative loss to
a correctly classified sample.

The loss function is applied to both the main role
and sub-role classification models to ensure that
more attention is given to hard-to-classify samples
during training. This improves model performance
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Type Learning Rate Focal Loss α Focal Loss γ Batch Size Epochs
Value 4.86e-05 0.5202 2.9722 8 2

Table 1: Experimental results at each stage of model optimization

Method Exact Match Ratio micro P micro R micro F1 Main Role Acc.
Baseline 0.0383 0.0468 0.0415 0.0440 0.2581

Ours 0.0894 0.1149 0.1019 0.1080 0.7532

Table 2: Comparison of final results between our method and the baseline

on category-imbalanced datasets. By adopting a
two-stage classification architecture and incorpo-
rating Focal Loss, the model effectively handles
multi-label and multi-class role classification tasks,
especially in cases of category imbalance. Ex-
perimental results demonstrate that this method
achieves good results in both main and sub-role
classification tasks, particularly in identifying mi-
nority classes (Byrd and Lipton, 2019).

3 Experimental Details

Datasets. The dataset is sourced from SemEval
2025 Task 10, Subtask 1 (role recognition task) and
is only studied for the English part. The dataset
contains the following: Training: Consists of mul-
tiple English-language news articles, each stored in
plain text, with the start and end of entity mentions.
Development: Serves as the basis for training the
final model, which is ultimately used for predicting
on the test set. Test: The final test dataset to be
submitted for evaluation, the label of which will
not be published until submitted. The number of
entity mentions, the number of articles, and the
distribution of tags for each role (e.g., main role
and fine-grained sub-role) in the dataset bring chal-
lenges of multi-label, multi-category, and category
imbalance to this task.
Evaluation Metrics. To fully evaluate the model’s
performance on entity character annotation tasks,
the following metrics were used: Exact Match
Ratio: Measure the accuracy of the label (fine-
grained subpersona) predicted by the model versus
the gold standard (Tsoumakas and Katakis, 2007).
Micro Precision / Recall / F1: In multi-label, multi-
category scenarios, micro-average precision, recall,
and F1 scores are calculated from the prediction
results of all sub-character samples (Sokolova and
Lapalme, 2009). Main Role Accuracy: Specifically
measures the accuracy of the model in predicting
the main characters (Protagonist, Antagonist, Inno-
cent). In this task, the official evaluation metrics

are mainly based on the accuracy of fine-grained
roles, etc., and the accuracy of the main roles is
evaluated to reflect the system’s ability to capture
information about core characters.
Baselines. The official dev set provides two base-
line prediction methods: random prediction and
majority voting prediction. In random prediction,
a role from the lists of main roles and sub-roles
is chosen randomly. In majority voting prediction,
the most frequently occurring main and sub-roles
in the training data are selected as the predicted
output. On the final test set, the baseline achieved
a sub-role exact match rate of only 0.0383, and the
main role accuracy was only 0.2851.
Implementation Details. In the final submission,
the microsoft/deberta-base PLM was used as the
text feature extractor and encoder, with its built-in
tokenizer (DeBERTa Tokenizer) applied for text
tokenization. SpaCy (Albade and Salisbury, 2022)
was utilized for basic text cleaning and punctuation
processing. For each entity mention, context of 100
characters before and after its start and end posi-
tions in the original text was extracted to ensure suf-
ficient semantic information. The maximum token
length was limited to 128 to meet the model’s input
requirements, and samples exceeding the length
limit were checked.
Parameters Fine-tuning. In the Dev set, the Op-
tuna tuning tool is used in this paper, and the opti-
mal hyperparameter combination is shown in Ta-
ble 1.

Result. Experimental results show that an accuracy
of about 75.32% is achieved in the prediction of
the main role, verifying the effectiveness of the pro-
posed two-stage classification method in capturing
core role information. Compared to the baseline’s
Main Role Acc of 25.81%, our method shows a
significant improvement of approximately 49.51
percentage points. However, the exact match rate
for sub-roles is low, at only 8.94%, mainly due to
the strict matching requirements of multi-tag and
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Method Exact Match Ratio micro P micro R micro F1 Main Role Acc.
Zero-shot 0.0085 0.0085 0.0075 0.008 0.1617
Similarity 0.0255 0.0298 0.0264 0.028 0.3915

Simple Description 0.034 0.0468 0.0415 0.044 0.3915
Bert 0.034 0.0468 0.0415 0.044 0.7362

Table 3: Experimental results at each stage of model optimization

α γ Exact Match Ratio micro P micro R micro F1 Main Role Acc.
1 2 0.0979 0.1319 0.117 0.124 0.8255
1 1 0.0809 0.1064 0.0943 0.1 0.8255
1 3 0.0298 0.0681 0.0604 0.064 0.8255

0.5 1.5 0.034 0.0723 0.0642 0.068 0.8255
0.4 1.5 0.1149 0.166 0.1472 0.156 0.8255

Table 4: Parametric sensitivity experimental results for focal loss

multi-category tasks and the ambiguity between
fine-grained roles. The low micro-average metric
further indicates that fine-grained persona predic-
tion remains challenging, particularly in terms of
handling persona segmentation. Comparison with
the benchmark model shows that, while the pro-
posed method demonstrates clear advantages in
predicting main roles, significant improvement is
still needed for fine-grained role matching.

However, after the competition ended, the model
was further optimized, resulting in significant per-
formance improvements.

Firstly, an incremental approach was adopted to
explore effective solutions for the role recognition
task, and the experimental results at each stage are
shown in Table 3:

• Zero-shot learning baseline: An unsuper-
vised zero-shot learning method (Xian et al.,
2020; Yin et al., 2019) was used, which per-
formed poorly on the test set. The exact match
rate was only 0.85%, and the main role accu-
racy was 16.17%. This confirmed the limita-
tions of the unsupervised paradigm for this
task.

• Semantic enhancement method: After in-
troducing a BERT-based semantic similarity
matching, the model performance improved
significantly. The exact match rate increased
to 2.55%, and the main role accuracy reached
39.15%. However, the micro F1 score re-
mained below 3%, indicating that relying
solely on surface-level semantic matching
failed to capture the deeper role relationships.

• Description enhancement strategy: By

adding role description information, the preci-
sion of sub-role prediction increased to 3.4%,
and the F1 score reached 4.4%. However,
the main role accuracy showed no significant
change, suggesting that description informa-
tion has a specific enhancement effect on fine-
grained classification.

• End-to-end classification model: A BERT-
based sequence classification model was built,
with a 128-token length truncation strategy.
MultiLabelBinarizer was used for label vec-
torization. Binary cross-entropy loss (BCE-
WithLogitsLoss) and the AdamW optimizer
(learning rate 2e-5) were used, and the model
was trained for 3 epochs with a batch size of
32. This approach led to an exact match rate
of 0.34% and a main role accuracy of 73.62%,
confirming the effectiveness of the end-to-end
deep learning method for this task.

Subsequently, an end-to-end Transformer ar-
chitecture based on DeBERTa-v3 was adopted,
with dynamic context window extraction (ex-
tract_entity_context) employed to enable context-
aware modeling. The model jointly learns the
main role (forced constraint as Antagonist) and
sub-role classification tasks, and a probabilistic fil-
tering mechanism is introduced to constrain the sub-
role candidate space. The loss function uses the
improved binary cross-entropy Focal Loss (Equa-
tion 2), and the parameter sensitivity experiment
results are shown in Table 4.

L = − 1

C

C∑

c=1

αc(1− pc)
γyc log(pc) (2)
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Figure 2: Experimental results under different epochs

The experiment shows that when α = 0.4 and
γ = 1.5, the sub-role exact match rate reaches the
optimal value of 11.49%. This parameter combina-
tion effectively alleviates the class imbalance issue
by reducing the weight of the majority class (α <
1) and increasing the attention on difficult samples
(γ > 1).A contrastive learning framework based
on Sentence-BERT (Reimers and Gurevych, 2019)
was constructed, with the first 500 characters of the
text directly extracted to generate embedding vec-
tors (Wang et al., 2022). Sub-role classification was
performed using a fully connected network (with
the main role constrained to Antagonist). Standard
cross-entropy loss (Equation 3) was used, and the
training dynamics are shown in Figure 2.

L = −
C∑

c=1

yc log(softmax(zc)) (3)

It can be observed that the sub-role exact match
rate reaches its highest value of 0.1915 at epoch
30. As shown in the table, with the increase in
training epochs, the model’s performance on the
minor categories first improved and then declined.
The Exact Match Ratio and micro F1 peaked at
epoch 30 (19.15% and 19.6%, respectively), and
then gradually decreased due to overfitting (drop-
ping to 11.06% and 11.2% at epoch 100).
Discussion. The overall exact match rate and other
metrics for fine-grained role prediction are low, re-
flecting issues such as semantic overlap, data spar-
sity, and class imbalance between fine-grained roles
in multi-label, multi-class scenarios. The model
still requires further optimization.

Future work may explore the introduction of ad-
ditional data augmentation strategies, deeper model
architectures, and more advanced balancing tech-
niques to further improve sub-role identification

accuracy and the overall performance of the model.
Case Analysis. This study investigates the dy-
namic learning mechanisms and limitations of se-
mantic models in complex moral categorization
through a text-based entity classification task ana-
lyzing the role of Washington in the text fragment
(EN_UA_DEV_100012.txt).

Zero-shot learning misclassifies the entity as
Protagonist/Virtuous due to reliance on general-
ized narrative patterns, exposing how pre-trained
knowledge obscures contextually critical semantics.
Similarity matching and rule-based models gener-
ate biased labels like Forgotten/Exploited through
shallow lexical associations (e.g., passive voice,
resource-related conflict terms), confirming the
failure of heuristic methods in decoding power-
dynamic behaviors. While the BERT baseline
captures the Antagonist primary category via pre-
trained semantic understanding, its misattribution
of systemic corruption to an individualized Con-
spirator reflects pre-trained models’ inability to
disentangle institutional power alienation mecha-
nisms.

Parameter sensitivity tests (α/γ adjustments
causing Tyrant/Instigator misclassifications) con-
firm that loss function design must balance explicit
conflict terms and morally ambiguous representa-
tions to prevent attention mechanisms from frag-
menting compound semantic features.

Experiments show that models need over 30
epochs to overcome initial stereotypical categoriza-
tions like Foreign Adversary, gradually forming
stable correlations between Corrupt and implicit
textual features (e.g., policy-embedded benefits,
metaphors of power abuse). This hysteresis high-
lights moral categorization’s reliance on deep con-
textual interdependencies.

The case underscores two challenges in entity
classification: mitigating narrative biases while re-
fining perception of power-ethics interactions. Fu-
ture improvements via domain-specific knowledge
graphs and adaptive attention could enhance mod-
els’ ability to decode complex institutional seman-
tics like systemic corruption.

4 Conclusions

In this paper, a DeBERTa-based two-stage role clas-
sification model is proposed for the role recogni-
tion task in SemEval 2025 Task 10, Subtask 1. The
model successfully addresses the multi-label, multi-
class role classification problem through a main
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role classification layer and a fine-grained sub-role
classification layer, and Focal Loss is used to op-
timize the class imbalance issue. This two-stage
structure allows the model to not only accurately
predict the main roles in news texts but also fur-
ther identify fine-grained sub-roles, improving the
precision of role categorization. Experimental re-
sults show that the model outperforms the baseline
methods in all evaluation metrics. Main role accu-
racy reached 75.32%, but the exact match rate for
sub-roles were low, at 0.0894, mainly due to the
strict matching criteria in the multi-label task and
semantic overlap in fine-grained roles.
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