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Abstract

SemEval Task 7 introduced a dataset for multi-
lingual and cross lingual fact checking. We pro-
pose a system that leverages similarity match-
ing, KNN, zero-shot classification and sum-
marization to retrieve fact-checks for social
media posts across multiple languages. Our
approach achieves performance within the ex-
pected range, aligning with baseline results. Al-
though competitive, the findings highlight the
potential and challenges of zero-shot methods,
providing a foundation for future research in
cross lingual information verification.

1 Introduction

The rapid spread of misinformation on social me-
dia platforms has highlighted the urgent need for
automated fact-checking systems that can operate
across multiple languages. Multilingual and cross
lingual fact checking pose significant challenges,
as they require systems to verify claims in diverse
linguistic contexts while maintaining high accuracy
and scalability (Ngueajio et al., 2025; Washington
et al., 2021). To address these challenges, SemEval
Task 7 introduced a benchmark dataset designed
to evaluate the performance of such systems, pro-
viding a platform for advancing research in this
domain (Peng et al., 2025).

Our proposed approach to cross lingual fact
checking leverages zero-shot classification and
summarization techniques. Using zero-shot meth-
ods, our system retrieves fact checks associated
with social media posts across multiple languages
without requiring language-specific training data.
This strategy enables the system to bridge the gap
between high-resource and low-resource languages,
promoting more equitable access to fact-checking
tools (Aryal et al., 2023b,d). The zero-shot frame-
work allows the system to generalize across lan-
guages, making it scalable and adaptable to diverse
linguistic contexts.

Our results demonstrate that the proposed system
achieves performance within the expected range,
aligning with baseline results reported in prior
work. Although the results are competitive, they
also reveal the inherent challenges of zero-shot
methods, particularly in claim classification tasks.
These findings validate the feasibility of zero-shot
approaches for cross lingual fact-checking and pro-
vide a foundation for future research.

To support reproducibility and further research,
we have released the code for our system. The code
can be found in Appendix A.

2 Background

2.1 Task Summarization

The task comprised two distinct tracks: Monolin-
gual (Track 1) and Cross Lingual (Track 2). In
the Monolingual track, the objective was to match
social media posts with fact checks written in the
same language across multiple languages. In con-
trast, the Cross Lingual track required matching
social media posts with fact-checks across different
languages, addressing the challenge of verifying
claims in multilingual contexts. Our work aims to
tackle Track 2.

2.2 Dataset

This dataset contains social media posts, each in-
cluding images with extracted text (OCR) and ac-
companying captions, presented in both the origi-
nal language and English translations. These posts
were paired with fact checks that also contained
claims in the source language and their English
translations. The development phase covered eight
languages, while the testing phase introduced two
additional unseen languages.

2.3 Related Work

Cross lingual claim matching, a critical task in
misinformation detection and fact checking, has
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received relatively limited attention in the re-
search community, as evidenced by recent surveys
(Panchendrarajan and Zubiaga, 2024). Existing ap-
proaches have predominantly relied on embedding-
based representations of claims to retrieve relevant
fact-checks using similarity metrics, as exemplified
by the authors of the MultiClaim dataset. Further-
more, the use of fine-tuned multilingual models,
such as mBERT (Devlin et al., 2019), for claim clas-
sification—as explored in the MMTweets frame-
work(Singh et al., 2024)—has shown promise but
has not yet achieved consistent performance in
cross lingual settings. Existing literature indicates
that claim extraction techniques using LLMs yield
promising results when applied to fact-checking
tasks (Sundriyal et al., 2023). Given these limita-
tions, our work seeks to experiment with alterna-
tive approaches, combining semantic similarity and
classification-based methods while incorporating
zero-shot techniques to explore their potential for
improving cross lingual claim matching.

3 System Overview

Our cross lingual claim matching system is com-
posed of three main components: Text Transla-
tion, Knowledge Base Creation and Fact-Check
Retrieval.

3.1 Text Translation

Both the social media post information (OCR text
and caption text) and verified fact checks are trans-
lated into English. For this step, we utilize the
translated social media OCR text and caption text
provided by the MultiClaim Dataset which uses
Google Translate API for translation.

3.2 Knowledge Base Creation

To enable efficient claim retrieval, we first gener-
ate vector embeddings for all fact-checked claims
using a pre-trained language model (all-MiniLM-
L6-v2). These embeddings capture the semantic
representations of the claims and are stored in a
vector database. The database facilitates cosine-
similarity-based searches, allowing for the identi-
fication of semantically similar claims during the
retrieval process.

3.3 Fact-Check Retrieval

The retrieval process involves the following steps:

e Claim Extraction: A large language model,
Deepseek-r1:14B (DeepSeek-Al et al., 2025)
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Figure 1: Crosslingual Fact Check Retrieval Pipeline

quantization Q4_K_M, is employed to extract
the core claim from the translated social me-
dia post. This is achieved using carefully de-
signed prompts that ensure accurate and con-
cise claim identification.

* Knowledge Base Search:To provide 10 fact
checks for each query as required by the task,
we implemented two distinct approaches:

— KNN Search: The top-10 fact-check em-
beddings are retrieved solely based on
semantic similarity to the social media
claim.

— Zero-shot classification: In this ap-
proach, we first retrieve the top-10 fact-



check embeddings based on cosine sim-
ilarity. For each retrieved fact-check,
a large language model is prompted to
classify whether the social media claim
and the fact-check claim are semantically
equivalent. If fewer than 10 matches
are identified, the process iteratively re-
trieves the next 20 closest vectors and
repeats the classification until 10 claims
are matched. This hybrid approach com-
bines embedding-based retrieval with
LLM-driven classification, significantly
reducing the search space and computa-
tional overhead by avoiding classifica-
tion inference over the entire "verified
fact checks" search space.

4 Experimental Setup

4.1 Open Source Software used

* Embedding Function: To generate semantic
embeddings for the claims, we utilized
the sentence-transformers (Reimers
and Gurevych, 2019). library with the
all-MinilM-L6-v2(Wang et al.,, 2020)
model. This model was chosen for its
efficiency and effectiveness in capturing
semantic representations of text, enabling
robust similarity-based retrieval (Wang et al.,
2020).

* Vector Database: For storing and querying
the embeddings, we employed chromadb as
the vector database.

* Hosting LLM: The distance function we used
was the standard cosine similarity pro-
vided by chromadb due to its invariance to
magnitude.

* Embedding Function: The large language
models (LLMs) used in our system were
hosted locally using ollama, ensuring low-
latency access and control over model config-
urations. We employed the structured output
functionality in ollama to ensure the large lan-
guage model (LLM) generated precise JSON-
formatted responses.

4.2 LLM Setup for Claim Generation

For claim extraction from social media posts, we
used the deepseek-r1:14b model with quantiza-
tion Q4_K_M. The following prompt was designed

to guide the model in generating concise and accu-
rate claims:

Task: Generate a concise and
accurate claim made by a
social media post.

Input:
OCR Text: {ocr}
Social Media Caption: {text}
Output:
JSON
{

"claim": [The claim made in the
social media post, based on
both the image text and the
caption ]

}
Guidelines:

— The claim should be stated
objectively and avoid
subjective language.

— If multiple claims are
present , focus on the most
prominent one while
mentioning others.

— Rephrase opinions or
sentiments as formal
statements .

— Ensure grammatical
correctness and
professional tone.

JSON
{
"claim": "97% of scientists

agree climate change is real

"

4.3 LLM Setup for Prompt Classification

For zero-shot classification, we used the
deepseek-r1:7b model with quantization Q4_K_M
and the following prompt:

Task: Determine whether a fact-
checked claim (Claim A) can
verify or contradict another
claim (Claim B).
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Input:
Claim A: {
claim_to_check_against}
Claim B: {claim}
Output:
JSON
{

"can_fact_check": boolean

}

Guidelines:

— Identify key entities and
central themes in both
claims .

— Compare the claims for
overlap, contradiction , or
support .

— Provide a logical
explanation for whether
Claim A can fact-check
Claim B.

— Return a boolean value
indicating the result.

This prompt was designed to ensure the model
could accurately assess the relationship between
claims, enabling effective zero-shot classification
for fact-check retrieval.

5 Results

The performance of our system was evaluated using
the Success@10 (S@10) metric, which measures
whether at least one associated fact check is suc-
cessfully retrieved within the top 10 results for a
given social media post.

5.1 Knowledge Base Search Results

The results for the two Knowledge Base Search
methods—KNN Search and KNN + Zero-shot
Classification—are presented below:

Method S@10

KNN Search 0.59
KNN + Zero-shot Classification 0.47

Table 1: Results for Knowledge Base Search methods
using Test dataset

The similarity search method achieves a S@10
score of 0.59 while KNN + Zero-shot classification

achieves a score of 0.47 suggesting that zero-shot
claim classification is ineffective.

Since we did not train any models, the dev
dataset was not used.

5.2 Overall Task Leaderboard

The results for the cross lingual track are summa-
rized in the leaderboard below:

Rank Team Name S@10
19 UPC-HLE 0.6385
20 JU NLP 0.619

21  Howard University - AI4PC  0.59225
22 Word2winners 0.55425

Table 2: Leaderboard results for Crosslingual Track

Our system achieved an average (S@10) score
of 0.59225, securing the 21st position on the leader-
board. This result demonstrates the effectiveness
of our approach in addressing the challenges of
cross lingual claim matching. While there is room
for improvement, our methodology shows promise,
and further refinements are expected to enhance
performance in future iterations.

6 Limitations and future work

Although our system combines KNN with zero-
shot classification to reduce the search space, it
remains computationally intensive. As highlighted
in the results, simple KNN outperformed zero-shot
classification, underscoring the limitations of zero-
shot methods for claim matching in this context.
Additionally, the translation process may lead to the
loss of certain linguistic nuances and information
(Sapkota et al., 2023; Aryal et al., 2023c), further
contributing to the system’s reduced effectiveness.
Looking ahead, we aim to address these limita-
tions by exploring multilingual embedding models
and large language models (LLMs) that are better
suited for cross-lingual tasks (Aryal and Prioleau,
2023; Aryal et al., 2023a). We also plan to fine-
tune models specifically for claim extraction and
claim matching to improve accuracy and efficiency.
These refinements are expected to enhance the sys-
tem’s performance and scalability in multilingual
fact-checking scenarios.

7 Conclusion

In this paper, we presented a system for cross
lingual fact-checked claim retrieval, addressing
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the challenges posed by SemEval Task 7. Our
approach leveraged a combination KNN search
and zero-shot classification. The results demon-
strated that simple similarity search methods, such
as KNN, outperformed zero-shot classification for
the claim matching task, achieving an average Suc-
cess@10 score of 0.59225 and securing the 21st po-
sition on the leaderboard. While this performance
is competitive, it highlights the potential for further
refinement, particularly in improving the precision
of claim classification. Future work will focus on
optimizing the classification process, and exploring
more robust embedding techniques.
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