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Abstract

This paper presents our system developed for
the SemEval-2025 Task 11:Bridging the Gap
in Text-Based Emotion Detection, on Track
A: Multi-label Emotion Detection.(Muhammad
et al., 2025b)Given a target text snippet, pre-
dict the perceived emotion(s) of the speaker.
Specifically, select whether each of the fol-
lowing emotions apply: joy, sadness, fear,
anger, surprise, or disgust. To this end,
we focus on English source language selec-
tion strategies on four different pre-trained
languages models: google-bert,FacebookAl-
roberta,dccuchile-bert and distilbert-multi. We
experiment with 1) the training set data is an-
alyzed visually, 2) multiple numbers of single
models are trained on the training set data, and
3) multiple number of single models for voting
weight ensemble learning. We further study the
influence of different hyperparameters on the
integrated model and select the best integration
model for the prediction of the test set. Our
submission achieved the good ranking place in
the test set.Emotion Macro F1 Score 0.6998
and Emotion Micro F1 Score 0.7374. For the
final ranking, organizers will use the Macro F1
score.Even so, my approach has yielded good
results.

1 Introduction

Emotions are simultaneously familiar and myste-
rious.(Vaidya et al., 2024) On the one hand, we
all express and manage our emotions every day.
Yet, on the other hand, emotions are complex, nu-
anced, and sometimes hard to articulate. We also
use language in subtle and complex ways to ex-
press emotion.Further, people are highly variable
in how they perceive and express emotions (even
within the same culture or social group).Thus, we
can never truly identify how one is feeling based
on something that they have said with absolute
certainty.Emotion recognition is not one task but
an umbrella term for several tasks such as detect-
ing the emotions of the speaker, identifying what

emotion a piece of text is conveying and detecting
emotions evoked in a reader. Based on the pre-
dictive task background of predictive emotion text,
We propose an ensemble learning method based
on pre-trained language model. The code of this
method is available on my GitHub website.!

2 Related Work

SemEval in previous years has introduced tasks fo-
cusing on Multi-label text classification and text bi-
nary classification (Wang et al., 2024)(Su and Zhou,
2024)(Tran and Tran, 2024)(Brekhof et al., 2024)to
evaluate Internal potential elements and potential
content of the text.These tasks provided datasets
with human labeled similarity scores, which have
been extensively utilized for training sentence em-
bedding models and conducting semantic evalua-
tions.

2.1 Sentence Embeddings

Word embedding models such as BERT, GloVe,
RoBeRTa and Word2Vec are frequently em-
ployed to assess the semantic distance between
words. They are also some of the more commonly
used methods in text classification tasks.Sentence
embeddings with a fixed length are often gener-
ated via mean/max pooling of word embeddings
or employing CLS embedding in BERT. The se-
mantic distances are commonly measured using
the cosine similarity of embeddings of two expres-
sions.Siamese or triplet network architectures are
frequently employed in sentence embedding train-
ing. For example, models such as Sentence-BERT
utilize a dual-encoder architecture with shared
weights for predicting sentence relationships (e.g.,
semantic contradiction, entailment, or neutral label-
ing) or for similarity score prediction using regres-
sion objectives, e.g., the difference between human
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annotated similarity score (sim) of two sentences
and the cosine of two sentence embeddings.

2.2 Ensemble Learning

In previous studies, ensemble learning presents sev-
eral advantages. The ensemble approach can re-
duce the errors from individual models by amalga-
mating results from multiple sources or can make
the system more robust. In our study, using multi-
ple pre-trained models can also save a substantial
amount of computation while making use of in-
formation from the large data during pre-training.
Previous research has demonstrated that ensemble
learning can achieve remarkable success.

In our study, we aim to integrate multiple
pre-train learning models to assess semantic re-
latedness.When models are trained on diverse
datasets with different architectures, they may
produce varied predictions on semantic related-
ness, and combining them may improve over-
all performance.We use sentence embeddings
mainly from the following models.Multilingual
BERT (cased, uncased),RoBERTa,BETO (cased,
uncased),DistilBERT.

3 Methodology

3.1 overall architecture

The pursued approach involves using a weighted
voting system of ensembles composed of different
transformers. We trained several state-of-the-art
NLP(Natural language processing) models on a
large dataset of annotated tweets to create ensem-
bles of classifiers with different architectures and
configurations. We then combined the predictions of
these ensembles using a weighted voting system to
produce the final predictions.We have used the fol-
lowing transformers for the ensembles:Multilingual
BERT (cased, uncased),RoBERTa,BETO (cased,
uncased) DistilBERT.

For each instance, the final classification deci-
sion is based on the weighted sum of outputs of
these models. The novel weighted-voting system
presented involves using each (normalized) trans-
former’s metric score in the ensemble (F1-score or
RMSE, depending on the task) to assess the impor-
tance of these in the final outputs of the ensemble
(as opposed to the arithmetic mean typically used
in conventional voting systems).
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3.2 Implementation step

First,The simpletransformers Python library that
will be used below requires the data to be presented
in a specific form.The following data cell adapts
each split to contain only two columns: text and
labels, where the latter is an array equal in size to
the number of labels.

Second,Models’ definition.In this section,the dif-
ferent transformers that will be evaluated are gath-
ered.For this purpose,the implementation mainly re-
lies in the simpletransformers Python library, which
allows to train and test transformers within few
steps.

Third, Training.Each of the aforementioned mod-
els is trained separatedly with the entire training
set.This training is directly performed in the previ-
ously defined dictionary for convenience.

Fourth,Ensembles’ definition.The ensembles of
transformers that can be defined with the previously
trained models are created.A dictionary is create for
convenience, univocally identifying each ensemble.

Fifth,Evaluation.Firstly, each transformer is in-
dividually evaluated using the validation split. Sub-
sequently, the main evaluation metrics (accuracy,
F1-score, precision and recall) are stored.Secondly,
the predictions of each ensemble for the validation
set instances are derived. After calculating their
metrics, it is possible to determine which ensemble
obtained the best F1-Score. This will be the final
ensemble used for the test dataset.Regarding the
ensembles’ predictions, these are obtained through
a hard voting system: after computing the output
that each of the ensemble’s models produces for a
given instance, the most-voted class turns out to be
the ensemble result.The voting system can be non-
weighted or weighted. In the latter, the prediction
of each individual transformer is weighted accord-
ing to their normalized F1-score, thus providing a
greater importance to the best model without disre-
garding the outputs of the other transformers.

Sixth,The vote function determines the ensem-
bler prediction based on the outcomes of its
transformers.Its arguments are:predictions, list of
transformers’ (raw) outputs.weighted,bool that de-
termines if a weighted voting system must be
used.weights,list of weights (normalized weighted
F1-scores).

Seventh,Selecting the best ensemble Once the
predicted labels for each validation instance are
calculated for each ensemble, their metrics can be
computed. Given that it is a multi classification



training set text value

count 2768.000000
mean 17.581286
std 11.701499
min 3.000000
25% 9.000000
50% 15.000000
75% 23.000000
max 90.000000
training set label value
Anger 333
Fear 1611
Joy 674
Sadness 878
Surprise 839

Table 1: The text data situation and the number of emo-
tional labels are described

Values
AdamW, Adafactor
2e-05, 4e-05, 8e-05

Hyperparameter
Optimizer
Learning rate

Table 2: Experimentation configuration hyperparame-
ters

task, the best ensemble will be that with a maxi-
mum F1-score.

Eighth,Predictions on test set Finally, the ensem-
ble which obtained a higher F1-score can be used
to predict the label of each test instance.

Further, these results will be used to portray
some evaluation plots, including the Confusion Ma-
trix and the ROC curve.

4 Results and Analysis

4.1 Training set analysis

The text and label of training set is described in Ta-
ble 1.The length and quantity distribution of train-
ing text data are analyzed in Figure 1.Distribution
of the size of texts for each class in Figure 2.1t
shows the number of percentages relative to each
class for various cases.

4.2 Experimentation configuration

For the sake of completeness and in an attempt
to improve the results obtained by the transformer
assemblers, each run was repeated a total of 6 times
with the different combinations of the following
hyperparameters:See Table 2.
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Figure 1: The length and quantity distribution of training
text data are analyzed.

Dev set Emotion Score

Macro F1 0.7068

Micro F1 0.7304

Anger 0.6667

Fear 0.7794

Joy 0.625

Sadness 0.7647

Surprise 0.6984
Table 3: The Dev data situation detailed results de-
scribed

4.3 Dev set result

The following Table 3 records the official results
of SemEval-2025 Task 11: Bridging the Gap in
Text-Based Emotion Detection, on Track A: Shared
task of multi-label Emotion Detection. The metrics
recorded by the best (winning) approach in the
evaluation task of the development set.

4.4 Test set result

The following Table 4 records the official results
of SemEval-2025 Task 11: Bridging the Gap in
Text-Based Emotion Detection, on Track A: Shared
task of multi-label Emotion Detection. The metrics
recorded by the best (winning) approach in the
evaluation task of the test set.
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Figure 2: Distribution of the size of texts for each class.

Test set Emotion  Score
Macro F1 0.6998
Micro F1 0.7374
Anger 0.5812
Fear 0.8152
Joy 0.7032
Sadness 0.7104
Surprise 0.6891

Table 4: The Test data situation detailed results de-
scribed

4.5 Biased Performance

From Figure 1 of the visual analysis, we can ob-
serve that 75% of tweets in training set data, either
in the chart or in the previous input column, have
no more than 25 words. This information could
be useful in determining the size of a network of
neurons, or when a sentence length limit needs to
be set.

SemEval-2025 Task 11: Bridging the Gap in
Text-Based Emotion Detection, on Track A: Shared
task of multi-label Emotion Detection. This task
is multi-label sorting. Each instance can have 0 to
n(n=5,6) categories, and you need to predict which
category each instance belongs to. In the specific
cases(English language) we focus on, there may
be up to five different categories: anger, fear, joy,
sadness, surprise. For this task, we will look at the
quantity distribution followed by each category, as
shown in Table 1. In this case, percentages cannot
be assessed because of the intersection.

5 Conclusion

Our system employs an ensemble approach
to estimate semantic relatedness(Eneko Agirre
and Wiebe, 2014),integrating results from multi-
ple systems:google-bert-base-multilingual-uncased

and FacebookAl-roberta-base.The hyperparameter
is following: eval-batch-size is 8,num-train-epochs
is 5,learning-rate is 4e-05,optimizer is AdamW,use-
early-stopping is True.The dataset usage is shown
in Table 5. Our findings suggest that semantic re-
latedness can be deduced from a variety of sources.
Although some features (e.g., lexical overlap ra-
tio)may not perform as strongly as models specifi-
cally designed to obtain sentence representations,
the results demonstrate that these features, when
used in a combined manner, can outperform many
individual systems and collaboratively achieve a
better correlation with human judgment on seman-
tic relatedness.(Siino, 2024)

6 Limitation and Future Work

Our experiments are based on English language
data sets only. Constrained by the size of the train-
ing data and the availability of pre-trained language
models, it is regrettable that we did not offer in-
sights into other Asian and African languages.In
future research,studies on low-resource languages
will be valuable, including tasks such as data col-
lection, annotation,and pre-training models tailored
to these languages.
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