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Abstract

Media framing is a widely used technique in
misinformation campaigns, where narratives
are constructed through specific angles to align
with political agendas. Such narrative twisting
involves complex dynamics of rhetoric, topic
selection, and pattern repetition, yet typically
maintains coherence aligned with the intended
media agenda. The SemEval-2025 Task 10
(Subtask 2) challenges participants to classify
online news articles according to a pre-defined,
two-level narrative taxonomy. In this paper, we
present a retrieval-based approach to narrative
classification using the ES variant of the Mistral
7B language model. Rather than relying on su-
pervised training, our method frames narrative
detection as a semantic similarity task via story
embeddings. This design exploits the inherent
coherence across similarly framed news stories.
Our system achieves a sample-level F1 score of
0.226, outperforming the official baseline. We
highlight both the strengths and challenges of
using retrieval-based embeddings for narrative
understanding and propose future directions for
improving label precision and generalizability.

1 Introduction

Media framing, an interdisciplinary area of study
(Otmakhova et al., 2024), plays a central role in
shaping online disinformation. SemEval-2025 Task
10 (Piskorski et al., 2025) advances this field by
introducing a richly annotated multilingual dataset
focused on controversial topics such as climate
change and the Russia—Ukraine conflict. This paper
presents our submission for Subtask 2: narrative
classification of English news articles using a pre-
defined two-level taxonomy (Stefanovitch et al.,
2025). The task is framed as a multi-label, multi-
class classification problem where each article can
be associated with multiple narrative labels.

Prior work on narratives has primarily adopted
an event-centric lens (Piper et al., 2021), which of-
ten overlooks propagandistic intent and disinforma-
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tion framing. In contrast, Task 10 brings attention
to narrative construction in the context of agenda-
driven reporting, introducing new challenges in
narrative modeling and classification.

To address these challenges, we frame narrative
classification as a retrieval problem. This approach
is motivated by several observations from the dis-
information literature:

* News articles advancing specific media
frames often rely on repetitive rhetorical pat-
terns (Entman, 2003).

* These frames typically focus on a limited set
of recurring topics (DiMaggio et al., 2013).

* Articles promoting similar disinformation nar-
ratives—particularly in crisis events—tend
to exhibit semantic and thematic coherence
(Baden and Stalpouskaya, 2015; Van der Meer
et al., 2014).

Motivated by these insights, we propose a narra-
tive classification system grounded in topical coher-
ence and semantic similarity. Our system leverages
story embeddings to retrieve semantically aligned
training articles and transfers their narrative labels
to test samples. Figure 1 provides a high-level
overview of this pipeline, where narrative detection
is framed as a retrieval problem based on embed-
ding similarity rather than supervised classification.
We adopt the approach proposed by Hatzel and Bie-
mann (2024), which utilizes contrastive learning
and adapter-finetuned large language models (E5
variant) (Wang et al., 2024) for robust narrative
representation.

This paper details our system pipeline, exper-
imental results, observed limitations, and future
research directions.

2 System Description

To address the task of narrative classification, we
adopt a retrieval-based approach inspired by story
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Figure 1: High-level Overview of Our Subjectivity Analysis Pipeline

embeddings proposed by Hatzel and Biemann
(2024). Their method models narrative coherence
through contrastive learning applied to narrative
chains. We hypothesize that narrative labels in
news articles can be transferred effectively based
on semantic proximity in embedding space. There-
fore, rather than training a supervised classifier, we
treat the problem as one of story retrieval and label
transfer.

Our approach is influenced by common-sense
reasoning tasks such as the Story Cloze Test
(Mostafazadeh et al., 2017), where systems must
choose the more coherent ending from two candi-
dates given a four-sentence story. Similarly, we
embed a test article and compare it to candidate
articles from the training set to identify the most
semantically similar ones and inherit their labels.
The overall system pipeline, previously introduced
in Figure 1, proceeds through the following stages:

Given a test article, we compute cosine similarity
between its embedding and those of all training
articles using the ES variant of Mistral-7B (Wang
et al., 2024). The process comprises the following
steps:

* Similarity Ranking: We first embed all ar-
ticles using the story embedding model and
rank training samples by their cosine similar-
ity to the test article.

» Candidate Selection: The top-n most similar
training articles are selected. These represent
the most semantically coherent stories with
respect to the test article.

* Anchor-Based Prediction: We treat the test
article as the anchor and embed it alongside
each of the top-n stories. We then compute
similarity in the story embedding space to
identify the closest narrative match.

* Label Transfer: The narrative labels from the
most similar training article are directly trans-
ferred to the test article. This unsupervised
strategy assumes that narrative proximity im-
plies label relevance. However, as illustrated
in Table 1, this approach may result in the
transfer of excessive or irrelevant labels in
cases where the semantic similarity is partial
or ambiguous.

In implementation, we use the open-source story
embedding model released by Hatzel and Biemann
(2024) on Hugging Face.! No additional fine-
tuning was performed on the model. The query
prompt used to guide retrieval was: “Retrieve sto-
ries with a similar narrative to the given story:”
This framing implicitly guides the model to surface
coherent narrative alignments.

While this pipeline provides a simple and gen-
eralizable baseline, we recognize that direct label
transfer introduces potential noise, especially in
multi-label cases. We analyze this limitation and
its impact on performance in the following section.

"https://huggingface.co/uhhlt/story-emb
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Article Snippet

Excess Label Transferred

* Title: OBEY THE GREEN: Blue
states depriving rural counties of right
to reject green energy community
takeovers Snippet: Each of these so-
called "blue" states — Michigan is ar-
guably a "purple" state since it appears
as though Donald Trump may have won
the state, minus the fraud, in the 2020
election — is controlled by far-left politi-
cians who are in bed with the green en-
ergy industry.

CC: Hidden plots by secret schemes of powerful
groups

* Title: European Parliament members
clash over support for Ukraine Snip-
pet:Members of the European Parlia-
ment (EP) engaged in mutual insults dur-
ing debates on the need for further sup-
port to Ukraine. Several European Par-
liamentarians accused advocates of con-
tinuing military assistance of madness
and called for an end to arms shipments
during debates in the EP’s plenary ses-
sion in Strasbourg.

URW: Russia is the Victim

Table 1: Examples of Excess Labels’ Transfer in Development Set

3 Experiments and Evaluation

3.1 Experimental Setup

We implemented our system using Google Colab
with a T4 GPU. The story embedding model from
Hatzel and Biemann (2024) was accessed via Hug-
ging Face? without any additional fine-tuning. The
dataset used was the official English subset pro-
vided by the Task 10 organizers. After computing
predictions, results were exported in the required
submission format for leaderboard evaluation.

3.2 Evaluation and Label Transfer Analysis

Since gold labels for the final test set are unavail-
able, we conducted a detailed analysis using the
development set. One key insight is that the article
most similar to a test sample based on cosine simi-
larity often differs from the one closest in the story
embedding space. This similarity re-ranking effect

https://huggingface.co/uhhlt/story-emb

occurred in roughly 50% of the development sam-
ples, indicating that embedding-based coherence
plays a critical role.

However, we also observed a limitation: direct
transfer of narrative labels from the nearest train-
ing article sometimes led to excessive or irrele-
vant labels. This issue is particularly evident in
multi-label scenarios, where overlapping but dis-
tinct narratives may coexist. Table 1 (introduced
in Section 2) provides concrete examples of this
phenomenon. These findings highlight the need for
more precise or supervised methods for narrative
label assignment.

To assess the sensitivity of our system to the
number of retrieved candidates, we varied the value
of n used for label transfer. Table 2 summarizes
the results. We observe that increasing n beyond
2 consistently degrades performance. This drop
in F1 score is likely due to added semantic noise
from additional training articles, which dilutes the
coherence of the narrative signal.
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F1 Score
(Sample-Level)

Number of
Retrieved Articles (n)

2 0.2260
3 0.1830
4 0.1780

Table 2: Effect of Number of Retrieved Articles on F1
Score

These results reinforce our design choice to limit
label transfer to the top-n = 2 most similar training
stories. Selecting a larger set introduces topic drift
or partial matches, increasing the risk of incorrect
narrative assignments.

4 Conclusion and Future Work

This paper presents our system description for
narrative classification in Subtask 2 of SemEval-
2025 Task 10. We approached the task through
a retrieval-based perspective using story embed-
dings derived from a Mistral-7B model variant
(ES), framing narrative detection as a similarity-
driven retrieval challenge. Our method leverages
the narrative coherence and topical consistency typ-
ically embedded in disinformation, enabling us to
transfer narrative taxonomy labels based on con-
tent proximity in the semantic embedding space.
Without any additional supervised fine-tuning, our
system outperformed the competition baseline and
achieved an F1 score of 0.226 on the samples.

Our analysis revealed both strengths and limita-
tions of our pipeline. Notably, the re-ranking of
similar stories using embedding-based similarity
rather than raw cosine similarity led to insightful
improvements. However, we also observed the
challenge of excessive or inaccurate label trans-
fer during the final inference stage, highlighting
the need for a more precise mechanism for label
assignment.

As part of future work, we intend to address
these limitations by:

* Incorporating supervised learning compo-
nents to refine the label transfer step, poten-
tially using contrastive loss or multi-label clas-
sification heads on top of retrieved embed-
dings.

 Exploring narrative disambiguation strategies
that can handle overlapping or competing
frames within articles more robustly.

* Applying zero-shot or few-shot prompt engi-
neering techniques to leverage large language
models directly for narrative prediction, reduc-
ing reliance on nearest-neighbor heuristics.

* Investigating multilingual extensions to better
support narrative detection in global contexts,
given the cross-cultural framing of controver-
sial topics.

Overall, our findings suggest that framing narra-
tive classification as a retrieval task is a promising
direction, especially when paired with pre-trained
embeddings that encode structural and semantic
narrative features. We hope our approach sparks
further innovations in retrieval-based disinforma-
tion and narrative analysis.
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