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Abstract

The focus of SemEval-2024 Task 7 is the re-
trieval of relevant fact-checks for social media
posts across multiple languages. We approach
this task with an enhanced bi-encoder retrieval
setup, which is designed to match social media
posts with relevant fact-checks using synthetic
data from LLMs. We explored and analyzed
two main approaches for generating synthetic
posts. Either based on existing fact-checks
or on existing posts. Our approach achieved
an S@10 score of 89.53% for the monolin-
gual task and 74.48% for the crosslingual task,
ranking 16th out of 28 and 13th out of 29, re-
spectively. Without data augmentation, scores
would have been 88.69 (17th) and 72.93 (15th).

1 Introduction

SemEval Task 7 (Peng et al., 2025) focuses on
retrieving relevant fact-checks for social media
posts across multiple languages. It comprises two
subtasks: (1) monolingual retrieval, where posts
and fact-checks share the same language, and (2)
crosslingual retrieval, where they differ.

Our approach involved fine-tuning Sentence
Transformers (Reimers and Gurevych, 2019) as
bi-encoders on both the training data and syntheti-
cally generated samples. Given the dataset’s spar-
sity (there are much more fact-checks than posts),
we bridge this gap by generating synthetic posts
using LLMs. We observed slight performance
gains when generating posts for fact-checks with-
out assignments, particularly enhancing retrieval
for Turkish and Polish, despite the absence of train-
ing data for these languages. However we found
that generating variations of existing posts did not
enhance retrieval performance. Ultimately, we
ranked 16th (of 28) in the monolingual and 13th
(of 29) in the crosslingual subtask. Without data
augmentation, scores would have dropped to 88.69
(17th) and 72.93 (15th). Our results suggest that

† These authors contributed equally to this work.

the main limitation was the inability of synthetic
posts to fully match the style and content of real
posts.

2 Background

The task involves matching fact-checks to social
media posts using a modified subset of the Multi-
Claim dataset (Pikuliak et al., 2023). It comprises
two tracks: monolingual and crosslingual. In the
monolingual track, each post is paired with fact-
checks in the same language.

In the crosslingual track fact-checks are assigned
regardless of their language. The dataset spans
Arabic, English, French, German, Malay, Polish,
Portuguese, Spanish, Thai, Turkish. The goal is
to retrieve the top-10 most relevant fact-checks for
each post. We participated in both tracks, with per-
formance evaluated using the binary Success@10
metric, which assigns a score of 1 if at least one of
the top 10 retrieved items is relevant and 0 other-
wise.

Matching social media posts with applicable fact-
checks is a crucial research area, since misinforma-
tion spreads rapidly on social media networks.This
task aligns with information retrieval, where posts
serve as queries and fact-checks as the document
corpus. Pikuliak et al. (2023) tested BM25 (Robert-
son and Zaragoza, 2009) and Sentence Transform-
ers, with the latter performing better. Sentence
Transformers offer two retrieval strategies: Bi-
encoders, which encode queries and documents
separately before computing similarity, and cross-
encoders, which evaluate entire sentence pairs di-
rectly. While cross-encoders provide higher accu-
racy, they are computationally expensive (Reimers
and Gurevych, 2019), which makes them less suit-
able for fact-checking in a fast-paced setting like
social-media platforms.

To enhance retrieval, we propose enriching the
dataset with synthetic training data generated by an
LLM, following Braga et al. (2024).
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3 Methodology: Retrieval Setup

The dataset consists of social media posts and fact-
checks. Each post is divided into an ocr-text and a
post-text, both available in their original language
and an English translation. Either or both may con-
tain relevant information: Our initial tests showed
the best retrieval performance when concatenating
the English version of both fields. For fact-checks,
each entry includes a title and a claim in both the
source language and English. Unlike posts, the best
performance was achieved using only the English
claim. Our sole preprocessing step was whitespace
stripping.

3.1 Retrieval

We employ a bi-encoder setup for efficient re-
trieval of relevant fact-checks. Our submissions
use the all-mpnet-base-v2 Sentence Transformer
model, based on MPNet (Song et al., 2020), while
the smaller all-MiniLM-L6-v2, based on MiniLM
(Wang et al., 2020), was used during development
for faster testing of new approaches.

To retrieve the ten most relevant fact-checks for
a given social media post, we first embed all pre-
processed posts and fact-checks using the same
bi-encoder. We then compute pairwise cosine sim-
ilarity between embeddings, rank the results, and
select the top ten.

3.2 Retrieval Training

We finetuned the bi-encoders to generate more
meaningful embeddings for this task using the Sen-
tence Transformer library (Reimers and Gurevych,
2019).

Loss Function We used MultipleNegativesRank-
ingLoss (Henderson et al., 2017) as a loss function.
For the larger MPNet model, we used CachedMul-
tipleNegativesRankingLoss to maintain high batch
sizes on the same GPU. We used the NoDuplicates-
BatchSampler to avoid sampling false negatives.

Dataloading For development, we split the
dataset into 80% training and 20% testing, except
for the final runs for the submissions, where we
used all available data. Initially, we created a
single dataset for all tasks. Later, we found that
using separate datasets – one per language and one
for the crosslingual task – yielded better results
(Table A1). Our training datasets are structured as
[eng, deu, . . . , crosslingual, synthetic], allowing
us to train on all datasets simultaneously while

ensuring that in-batch negatives in MultipleNega-
tivesRankingLoss remain relevant within the same
language or category.

For further comparisons between hyperparame-
ter choices, see the Appendix (A.1).

4 Methodology: Data Augmentation

The dataset contains only 31,305 fact-check-to-
post pairs, covering less than 10% of the 205,751
available fact-checks. The authors estimate their
dataset could contain up to seven times more pairs
than annotated (Pikuliak et al., 2023). Our goal
was to enhance retrieval performance by enrich-
ing the dataset without scraping new posts or man-
ually searching for additional fact-check-to-post
pairs. Instead, we developed a system to generate
new pairs by creating synthetic social media posts
matching existing fact-checks. To ensure a relation
between the synthetic post and a real fact-check,
we devised two approaches detailed below.

The first approach, generating synthetic posts
from fact-checks, employs an LLM to generate a
social media post based on each fact-check. The
fact-check itself serves as input, naturally maintain-
ing the connection in content.

The second approach, generating synthetic
posts from real posts, uses an LLM and an exist-
ing post from a fact-check-to-post pair to generate
a new post that references the same content. This
ensures that the generated post remains linked to
the same fact-check.

4.1 Generating synthetic posts based on
Fact-Checks

We developed three methods to create synthetic
posts from fact-checks, all using the same LLM and
few-shot prompting approach providing examples
of real fact-check-to-post pairs as input.

The model we use is mlabonne/Meta-Llama-3.1-
8B-Instruct-abliterated1, an uncensored variant of
Meta’s Llama 3.1 8B Instruct2. Initial tests with
the original version showed frequent refusals to
generate posts on fake news topics. For this reason,
we opt for the uncensored version.

The first approach: SPFC-FFT (Synthetic
Posts based on Fact-Checks using a Fixed Few-
shot Template) employs a fixed few-shot template

1https://huggingface.co/mlabonne/Meta-Llama-3.
1-8B-Instruct-abliterated

2https://huggingface.co/meta-llama/Llama-3.
1-8B-Instruct
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(A.4) with nine randomly preselected fact-check-to-
post pairs (three per platform: Facebook, Twitter,
Instagram), using their English translations. The
applied prompts are detailed in Table A4.

The second approach: SPFC-RAFT (SPFC
using a Randomly Alternating Few-shot Template)
uses randomly alternating few-shots, sampling new
fact-check-to-post pairs for each generated post
while maintaining the same template structure.
This method aims to better reflect differences in the
given data, such as fact-check/post length, trans-
lation quality, and metadata availability (title for
fact-checks, ocr-text for posts).

The third approach: SPFC-ML (SPFC using
MultiLingual model output) extends the alternat-
ing template to multilingual generation, utilizing
fact-checks and posts in their original language.
The LLM’s multilingual capabilities are leveraged,
with generated posts later translated to English us-
ing the Google Translate API, ensuring consistency
with dataset translations. To guide language selec-
tion, only fact-check-to-post pairs in the target fact-
check’s language are sampled, with minor prompt
adjustments specifying the desired output language.
The adapted prompts are listed in Table A4.

4.2 Generating Synthetic Posts Based on Real
Posts

Unlike the previous approach, this method does not
create new fact-check-to-post pairs but expands ex-
isting ones with synthetic posts. We primarily used
the Llama 3.3 (70B) and Llama 3.2 (3B) models
(Grattafiori et al., 2024), alongside Phi-3 (Abdin
et al., 2024) and Gemma 2 (Team et al., 2024).
Llama 3.3 proved most effective showing higher re-
liability and ability to process longer prompts. The
model was also instructed to mimic social media
language, including informal or exaggerated phras-
ing, disregarding factual accuracy where needed.

Our first attempt simply prompted the model to
generate a social media post similar to a given post-
or ocr-text. However, results were inconsistent: the
model either strayed too far from the original or
failed to generate a social media-style response,
often defaulting to factual explanations (A.9).

In a second attempt, we applied a Chain of
Thought (CoT) (Wei et al., 2023) approach. The
model was first prompted to extract key claims
from the input to ensure alignment with the orig-
inal fact-check, it then generated a new post pre-
serving the core message while ensuring sufficient

variation. With SPRP-CoT-supportive (Synthetic
Posts based on Real Posts using CoT-supportive)
we explored synthesizing a new post in response
to the given post. We found that this approach did
not improve retrieval performance, likely due to
the original dataset lacking posts adhering to these
response-based structures. Ultimately, for SPRP-
CoT-different we refined the prompt to ensure
outputs followed the original message while being
explicitly different (SPRP using CoT-different).
To generate the CoT-prompt in a structured man-
ner, the dspy-framework was used (Khattab et al.,
2024, 2022). While this improved adherence to the
correct content, it still failed to mimic the style of
social media posts.

To address this stylistic issue, our final attempt,
SPRP-FS-CoT, introduced a Few-Shot (Brown
et al., 2020) template (SPRP using FS-CoT). We
crafted ten high-quality post examples with GPT-
4o3 sticking to the prompt used with SPRP-COT-
different, randomly selecting three exemplary posts
for each prompt. This template retained CoT struc-
ture while aligning outputs with social media lan-
guage.

Details can be found in Figure A2.

5 Results

5.1 Evaluating Different Approaches

Dataset Monolingual Crosslingual

Without synthetic data 89.54 74.17

SPFC-FFT 90.09 (+0.55) 77.19 (+3.02)
SPFC-RAFT 89.03 (-0.51) 75.28 (+1.11)
SPFC-ML 89.17 (-0.37) 75.78 (+1.61)

SPRP-CoT-supportive 89.05 (-0.49) 73.87 (-0.30)
SPRP-CoT-different 89.54 (±0.00) 74.17 (±0.00)
SPRP-FS-CoT 88.70 (-0.84) 74.57 (+0.40)

Table 1: Success@10 scores for the mono- and crosslin-
gual subtasks for the augmentation approaches.

We evaluate each synthetic post-generation ap-
proach by fine-tuning the all-MiniLM-L6-v2 model
on our training split, which includes both the
dataset’s training split and our generated post-fact-
check pairs, and report the results on the test split.
The custom training parameters are MultipleNeg-
ativesRankingLoss, a batch size of 128, dataset
splits as described in 3.2, and 10 epochs. All other
parameters are set to their default values.

3https://chatgpt.com
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As shown in Table 1, the fixed few-shot tem-
plate approach (SPFC-FFT, see 4.1) performed
best, improving both monolingual and crosslingual
tasks compared to the baseline. Overall, fact-check-
based generation (SPFC) consistently increased
crosslingual performance.

Model Training Data Monolingual Crosslingual

Task Dataset Only 91.08 (+1.54) 79.70 (+5.53)
Task Dataset + SPFC-FFT 91.92 (+1.83) 80.60 (+3.41)

Table 2: Success@10 scores of all-mpnet-base-v2, with
improvements over all-MiniLM-L6-v2 in parentheses.

In Table 2, we evaluate the all-mpnet-base-v2
Sentence Transformer model with the same parame-
ters. Our synthetic data improves the larger model’s
performance by +0.84 for monolingual and +0.90
for crosslingual tasks, showing a larger impact on
monolingual results and a smaller one on crosslin-
gual, compared to the smaller model.

5.2 Performance on Codabench

3 epochs 10 epochs
Training Data Mono Cross Mono Cross

Only task dataset 88.69 72.93 87.90 71.25
SPFC-FFT 89.43 74.20 88.25 72.20
SPFC-FFT (incl. tur + pol) 89.53 74.48 88.80 72.68

Table 3: Success@10 scores for the mono- and crosslin-
gual subtasks evaluated on codabench test.

We report our performance on the official test
set, accessible only via Codabench, which includes
Turkish and Polish—languages not part of the train-
ing set and not evaluated before submission. We
fine-tuned the all-mpnet-base-v2 model on all avail-
able fact-check-to-post pairs, incorporating syn-
thetic data from the SPFC-FFT approach. As
shown in Table 3, enriching the dataset with SPFC-
FFT posts improved overall performance, partic-
ularly when including Turkish and Polish fact-
checks. We ranked 16th (89.53) in the monolingual
and 13th (74.48) in the crosslingual task. Without
data augmentation, scores dropped to 88.69 (17th)
and 72.93 (15th), respectively.

For more detailed results across all languages,
see Table A3.

6 Analysis of Synthetic Data

The final retrieval results indicate that augment-
ing the dataset with synthetic fact-check-to-post
pairs only marginally improves performance. This

section explores potential reasons by analyzing dif-
ferences between synthetic and real data.

We assess spelling errors as per Kumar et al.
(2024) and measure vocabulary richness using the
MTLD-score (Measure of Textual and Lexical Di-
versity) (Koizumi and In’nami, 2012), account-
ing for unique words while compensating for text
length. Grammatical correctness is evaluated via
grammatical errors per word (Kumar et al., 2024)4.

To highlight key (semantic) differences, we em-
bed posts using all-MiniLM-L6-v2 (Wang et al.,
2020) and reduce dimensions via UMAP (McInnes
et al., 2020) for visualization. Cluster compari-
son is performed using intra-cluster distance, mea-
sured by the WCSS-score (Agrawal and Kushwaha,
2018), which computes the mean squared distance
of each point to its cluster centroid.

Figure 1: Left: UMAPped sentence embeddings of
real and synthetic posts (SPFC-FFT) Right: UMAPped
sentence embeddings of ocr-, post- and the synthetic
texts (SPRP-FS-CoT). Black crosses are centroids.

6.1 Analysis of Synthetic Posts Generated
Based on Fact-Checks

Since our SPFC-FFT approach, which uses a fixed
few-shot template, yields the best retrieval results,
we focus solely on synthetic posts generated with
this method, comparing them to real posts.

Analyzing both clusters in Figure 1 (left), we
observe considerable semantic overlap between
original and synthetic posts, likely explaining this
approach’s superior performance, as the generated
training data matches the original data closely. Met-
rics in Table 4 show minimal differences between
real and synthetic posts in vocabulary richness,
spelling, and grammar.

However, post length differs: Synthetic posts
have identical mean and median values, indicating
consistent LLM-generated lengths, whereas real
posts vary significantly, with a maximum length of
3823 for the real vs. 153 for synthetic posts.

4https://github.com/jxmorris12/language_tool_python
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Real Post Synth Post

vocabulary richness 0.85 (0.87) 0.90 (0.90)
spelling errors per post 0.19 (0.18) 0.24 (0.23)
grammar errors per post 0.06 (0.03) 0.02 (0.0)
post length 84 (46) 43 (43)
MTLD-score 81.77 (73.96) 112.72 (94.72)
WCSS-score 0.88 0.80

Table 4: Mean (median) lexical metrics for SPFC-FFT.

Furthermore, WCSS scores indicate greater se-
mantic variance in real posts. This aligns with co-
sine similarity scores: real posts have lower mean
(0.56) similarities compared to synthetic posts
(0.68), suggesting synthetic posts more closely
resemble their fact-checks, making retrieval eas-
ier and therefore bringing less benefits when fine-
tuning the retrieval setup on them. We refer to
the appendix A.7, where we list some exemplary
synthetic posts that further emphasize this point.

6.2 Analysis of Synthetic Posts Generated
Based on Real Posts

For the synthetic posts generated based on real
posts, we analyze the data created using the SPRP-
FS-CoT approach, as this approach had a positive
impact on the crosslingual task. To better under-
stand the overall performance, we calculate the
metrics described in the beginning of section 6 for
ocr-, post-, and synthetic texts separately.

Figure 1 (right) presents a scatter plot, where
post- and ocr-texts form distinct, well-defined clus-
ters. Synthetic posts also cluster separately but
with less strict boundaries.

OCR-Text Post-Text Synth-Text

grammatical errors per word 0.074 0.033 0.034
correctly spelled words 96% 98% 95%
MTLD-score 118.402 87.756 144.110
WCSS-score 0.893 0.892 0.742

Table 5: Mean lexical metrics for SPRP-FS-CoT

The WCSS-scores as shown in Table 5 support
the finding that the embeddings of the synthetic
posts exhibit greater diversity. It differs signifi-
cantly from the other two clusters.

Next, we evaluate the cosine distance between
the centroids of the three clusters to assess semantic
differences (Lahitani et al., 2016): The embeddings
of the post- and ocr-text centroids have the largest
cosine distance to each other(Table A5), and the
embeddings of the synthetic data lie between them
(Figure 1). This suggests that the synthetic posts
fail to represent either of the two types adequately
and instead fall in between. The MTLD-score and

proportion of correctly spelled words align most
closely between synthetic data and ocr-texts (Ta-
ble 5). In the two-dimensional visualization (Fig-
ure 1), synthetic text embeddings lie between post-
and ocr-texts.

The ocr-texts contain more than twice as many
grammatical errors per word as synthetic or stan-
dard texts (Table 5). Despite prompting the LLM to
produce poor grammar, it does not replicate this be-
havior unless explicitly instructed on which errors
to include. To support this finding, we show some
at random selected texts for qualitative analysis:

NEWS The National Pulse. REAL NEWS AND IN-
VESTIGATIONS. (UGD Head Of Drag Queen Story
Hour’ Org Arrested For Child Porn [. . . ]

This example reflects a common ocr-text struc-
ture: fragmented phrases rather than full sentences,
likely due to extraction from image headings. The
higher frequency of grammatical errors in ocr-texts
can be attributed to this sentence structure.

However, synthetic post-texts like the following
tend to form complete sentences or paragraphs:

In his own words, Joe Biden said he would INCREASE
your taxes! Americans deserve better than Joe Biden.

Posted alongside images or as standalone social
media posts, post-texts often carry meaning inde-
pendently of additional context.

Lastly, AI-generated posts exhibit a distinct
rhetorical style, e.g.:

They’re trying to kill us with 5G! Don’t be a pawn in
their game! . . . #ResistTheTech #StayWoke

LLM-generated texts favor hyperbolic, inflamma-
tory rhetoric, often structured as short statements
followed by repeated hashtags. Our qualitative
analysis suggests that synthetic posts follow lin-
guistic patterns that do not necessarily align with
real social media posts. Further examples are pro-
vided in the appendix (A.10).

7 Conclusion

We introduced our approach for retrieving relevant
fact-checks for social media posts. For retrieval,
we utilized a MiniLM-based bi-encoder and ex-
plored synthesizing additional training data with
LLMs. Specifically, we followed two main strate-
gies: prompting LLMs to generate posts based
on existing 1) fact-checks, or 2) posts. Overall,
augmenting the training set using the first strategy
improves both monolingual and cross-lingual re-
trieval. Furthermore, we qualitatively identify the
main hurdle of our synthetic approaches: LLMs
commonly fail to consistently generate posts with a
complexity and diversity comparable to real posts.
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A Appendix

A.1 Hyperparameter Decisions
All tests are made with the following configuration: all-MiniLM-L6-v2, MultipleNegativesRankingLoss,
dataset splitting (as described in section 3.2), a batch size of 128, 10 training epochs, only training on the
provided data (no synthetic posts).
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Figure A1: Influence of the batch size on Success@10 score.

Dataset Splitting Monolingual Crosslingual
FALSE 88.92 73.17
TRUE 89.54 74.17

Table A1: Influence of dataset splitting (as described in section 3.2) on the Success@10 score.

Pretrained Model Monolingual Crosslingual
paraphrase-MiniLM-L6-v2 86.59 72.26
multi-qa-MiniLM-L6-cos-v1 88.83 75.38
msmarco-MiniLM-L6-cos-v5 86.84 73.37
all-MiniLM-L6-v2 89.54 74.17

Table A2: Success@10 score of MiniLM-L6 pretrained on different datasets.

A.2 In-Depth Result on Codabench

Training Data Epochs pol eng msa por deu ara spa fra tha tur Mono Avg Cross
Only task dataset 3 81.00 (±0.00) 82.80 (±0.00) 97.85 (±0.00) 82.60 (±0.00) 88.60 (±0.00) 90.40 (±0.00) 87.80 (±0.00) 92.60 (±0.00) 97.81 (±0.00) 85.40 (±0.00) 88.69 (±0.00) 72.93 (±0.00)
Only task dataset 10 79.60 (±0.00) 80.80 (±0.00) 97.85 (±0.00) 81.80 (±0.00) 88.20 (±0.00) 91.20 (±0.00) 87.00 (±0.00) 92.80 (±0.00) 96.17 (±0.00) 83.60 (±0.00) 87.90 (±0.00) 71.25 (±0.00)
Task Dataset + SPFC-FFT 3 83.20 (+2.20) 82.60 (-0.20) 97.85 (±0.00) 83.40 (+0.80) 90.20 (+1.60) 92.60 (+2.20) 89.20 (+1.40) 91.80 (-0.80) 97.81 (±0.00) 85.60 (+0.20) 89.43 (+0.74) 74.20 (+1.28)
Task Dataset + SPFC-FFT 10 80.00 (+0.40) 81.40 (+0.60) 95.70 (-2.15) 82.80 (+1.00) 88.00 (-0.20) 93.00 (+1.80) 88.20 (+1.20) 91.00 (-1.80) 98.36 (+2.19) 84.00 (+0.40) 88.25 (+0.34) 72.20 (+0.95)
Task Dataset + SPFC-FFT (incl. tur + pol) 3 83.60 (+2.60) 83.40 (+0.60) 96.77 (-1.08) 83.40 (+0.80) 90.00 (+1.40) 93.40 (+3.00) 88.60 (+0.80) 91.00 (-1.60) 98.36 (+0.55) 86.80 (+1.40) 89.53 (+0.85) 74.48 (+1.55)
Task Dataset + SPFC-FFT (incl. tur + pol) 10 83.20 (+3.60) 80.60 (-0.20) 96.77 (-1.08) 81.40 (-0.40) 89.00 (+0.80) 93.20 (+2.00) 88.20 (+1.20) 92.20 (-0.60) 97.81 (+1.64) 85.60 (+2.00) 88.80 (+0.90) 72.68 (+1.43)

Table A3: Detailed results of different data augmentation approaches on the Codabench test. Underlined are the best
results for each approach (i.e. were 3 or 10 epochs better). The best results out of all approaches are bold. Training
was performed with the same parameters as described in subsection 5.2
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A.3 Comparison of Prompts and Initial Outputs for English and Multilingual Post Generation

Prompt Output-Start
For English Output To generate training examples for fake

news detection, create a fake social me-
dia post referring to the same head-
line as the following fact-check: {fact-
check}

This is the generated social me-
dia post:

For Multilingual Output To generate training examples for fake
content detection, create a fake social
media post in {language} using casual,
informal language (common typos in-
cluded). Refer to the same headline as
the following fact-check but make the
connection to the fact-check subtle and
difficult to detect: {fact-check}

This is the generated social me-
dia post in {language}:

Table A4: Comparison of prompts and their output beginnings for English and multilingual post generations.

A.4 Few-Shot Template for Generating Synthetic Posts from given Fact-Check
{

"role": "user",
"content": "To generate training examples for fake news detection, create a fake social media post

referring to the same headline as the following fact-check: No, this photo does not show the
arrest of the Biden campaign manager: Biden campaign manager Dallas Jones arrested for voter
fraud."

↪→
↪→
↪→

},
{

"role": "assistant",
"content": "This is the generated social media post: EN EE.UU Dallas Jones director of Biden

campaign and former FBI agent is arrested and charged in Texas for harvest illegal voting."↪→
},
{

"role": "user",
"content": "To generate training examples for fake news detection, create a fake social media post

referring to the same headline as the following fact-check: These photos do not show Italians
throwing money into the streets due to the Covid-19 pandemic: Italians throw banknotes into
the street in protest against the Covid-19 pandemic."

↪→
↪→
↪→

},
{

"role": "assistant",
"content": "This is the generated social media post: world that money cannot buy health Rate this

translation 5."↪→
},
{

"role": "user",
"content": "To generate training examples for fake news detection, create a fake social media post

referring to the same headline as the following fact-check: The video where a politician is
thrown into a sewer is an act: Councilman was pushed into open sewer for not fulfilling
campaign promise."

↪→
↪→
↪→

},
{

"role": "assistant",
"content": "This is the generated social media post: Good Morning! What's your opinion? PROMISE,

SEE WHAT THE POPULATION DID;"↪→
},
{

"role": "user",
"content": "To generate training examples for fake news detection, create a fake social media post

referring to the same headline as the following fact-check: Hoax circulates online that Sri
Lankan opposition party offered quarantine facilities in coronavirus hotspots: Sri Lankan
political party JVP has arranged relief measures for those affected by the coronavirus in
October 2020."

↪→
↪→
↪→
↪→
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},
{

"role": "assistant",
"content": "This is the generated social media post: The red star that comes to find you in

distress..! You are because of Corona In a disaster area If anyone, contact us From Sri Lanka
Red Star to you Rs. 5000 allowance Contact : 071 482 4342 (Anura) (+) Sri Lanka Red Star
Relief Service Force - Janata Vimukthi Peramuna."

↪→
↪→
↪→

},
{

"role": "user",
"content": "To generate training examples for fake news detection, create a fake social media post

referring to the same headline as the following fact-check: Misinformation about Trump's
alleged measures against Bill Gates, 5G, vaccines and covid-19: Trump cancels Bill Gates
project known as ID2020: 5G, vaccines, covid-19, HR6666."

↪→
↪→
↪→

},
{

"role": "assistant",
"content": "This is the generated social media post: President Donald Trump over the past week has

done the following, but you probably won't hear about it on the news. 1. Made vaccinations
voluntary, not mandatory. Military will verify purity and distribute vaccines 2. Stopped
funding WHO forever and wants an investigation into its operations 3. Canceled the Democrats'
bill HR6666, known as the Covid19TRACE Act, which was the basis of the BillGates Diagnostics
and Tracing Bill, which was also cancelled. 4. Canceled Bill Gates Project, known as ID2020 5.
Opened a whistleblower platform to report censorship on Facebook, Twitter and YouTube. It was
overrun with complaints. They got the evidence. 6. Executive Order to Reopen States:
Governors who refuse to reopen will be prosecuted. 7. EXECUTIVE order for W.H. take over all
electrical networks: which include Internet servers, transmission systems and electronic
systems. 8. Declares places of worship as 'Essential Services'. Some mayors are fining people
for going to church. 9. Applauded Australia and 116 countries for insisting on a Chinese
investigation into the spread of Covid19, despite multiple threats from China about refusing
critical exports. He is changing the world! -Translation [USER] \ud83d\udd30."

↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→

},
{

"role": "user",
"content": "To generate training examples for fake news detection, create a fake social media post

referring to the same headline as the following fact-check: Egypt will not put small and cheap
cars on the market: Egypt introduces the small and inexpensive Tata Egypt car to the market."

↪→
↪→

},
{

"role": "assistant",
"content": "This is the generated social media post: Long live Egypt forever.. Long live Egypt for

the Egyptians Welcome, the army of Egypt, the first Egyptian car, 100%. Nano Egypt ... 25
thousand pounds in cash.. And the down payment is 5000 pounds, and the rest is at a rate of
350 pounds every month.. Automatic.. Air-conditioned.. Economical.. Friendly the beginning
and the next is more wonderful Nano Egypt.. The first golden thread for the Egyptian car
industry.. Egyptian Import the sole agent of the car Nano Egypt Address: 54 Arafat Street -
Hadayek El-Kobba - Cairo T/F: 26039686 - 24559807 [PHONE] - [PHONE]"

↪→
↪→
↪→
↪→
↪→
↪→

},
{

"role": "user",
"content": "To generate training examples for fake news detection, create a fake social media post

referring to the same headline as the following fact-check: Old video of dispute in India
mispresented as 'jihadis' protesting over remarks against Prophet Mohammed: Video shows
Muslims shooting guns during Kanpur violence."

↪→
↪→
↪→

},
{

"role": "assistant",
"content": "This is the generated social media post: * These are the jihadis of Kanpur who were

openly firing indiscriminately with state-of-the-art weapons and the police were leaving only
tear gas shells, their treatment is a direct bullet, once ten and twenty flew away, then these
people will not hesitate quickly. * [URL]"

↪→
↪→
↪→

},
{

"role": "user",
"content": "To generate training examples for fake news detection, create a fake social media post

referring to the same headline as the following fact-check: This photo has circulated in
reports about a deadly landslide disaster in Myanmar in 2020 \u2013 months before the military
coup: Photo shows pro-democracy demonstrators killed by Myanmar\u2019s military after the
coup."

↪→
↪→
↪→
↪→

},
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{
"role": "assistant",
"content": "This is the generated social media post: Many peaceful protesters are brutally and

mercilessly arrested. More than 120 civilians were Killed and thousands were injured by Junta
after 42 days Coup. They turn #Myanmar to slaughter ground #WhatsHappeningInMyanmar
#Mar16Coup [URL] 20892 283 22 82 183 215, 213, AUS LASL ASL AUDIBUB."

↪→
↪→
↪→

},
{

"role": "user",
"content": "To generate training examples for fake news detection, create a fake social media post

referring to the same headline as the following fact-check: Sweden has zero deaths from
covid-19, but it is incorrect to attribute the data to a single factor, according to experts:
Sweden is the counterpoint of a frightened and uninformed Europe. It shows that it is possible
to reduce deaths without lockdown and indiscriminate \"stay at home\"!"

↪→
↪→
↪→
↪→

},
{

"role": "assistant",
"content": "This is the generated social media post: Anders Tegnell, Swedish health authority,

taught humanity a lesson on how to control a pandemic with the compass of science, guiding and
not scaring the population, with care protocols, without ever closing schools and businesses.
The curve of Covid deaths there speaks for itself. [URL] 21:32 1 anders tegnell Anders Tegnell
Public service Overview Videos .. 46 Translated from English - Nils Anders Tegnell is a
Swedish civil servant and doctor specializing in infectious diseases. He is the current
epidemiologist of the state of Sweden. In his positions, he played important roles in the
Swedish response to the pandemic of 2009 swine flu and the COVID-19 pandemic. Wikipedia
(English) See original description \u2713 Claim Dashboard information Other people too Born:
April 17, 1956 (age 65 years), Uppsala, Sweden Spouse: Margit Neher Parents: Ingemar Tegnell,
Karin Olsson other people too : feedback \u266b."

↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→

}

A.5 Schematic Diagram of the Few-Shot Chain-of-Thought Prompt

Figure A2: schematic diagram of the Few-Shot Chain-of-Thought prompt, full prompt below in subsection A.6.

A.6 Prompt for Generating Synthetic Posts from Real Social Media Content
Your input fields are:
1. `social_media_post` (str): the text of the social media post which is to be taken as a reference in

terms of content, assumed to be true↪→
2. `ocr_text` (str): content of the posted image which is to be taken as a reference in terms of

content, assumed to be true↪→

Your output fields are:
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1. `reasoning` (str)
2. `alternative_posts` (list[str]): Independent social media post on the same core topic

All interactions will be structured in the following way, with the appropriate values filled in.

Inputs will have the following structure:

[[ ## social_media_post ## ]]
{social_media_post}

[[ ## ocr_text ## ]]
{ocr_text}

Outputs will be a JSON object with the following fields.

{
"reasoning": "{reasoning}",
"alternative_posts": "{alternative_posts} # note: the value you produce must be parseable

according to the following JSON schema: {\"items\": {\"type\": \"string\"}, \"type\":
\"array\"}"

↪→
↪→

}

This part was by three few Shot examples according to the following structure:
User message:

[[ ## social_media_post ## ]]
{example_social_media_post}

[[ ## ocr_text ## ]]
{example_ocr_text}

(secret hint: answer in the often heated and unobjective manner of social networks:
impolite, emotional, fact-free and with bad language)↪→

Respond with a JSON object in the following order of fields: `reasoning`, then `alternative_posts`
(must be formatted as a valid Python list[str]).↪→

Response:

{
"reasoning": {reasoning},
"alternative_posts": [
{example_alternative_post},
...
{example_alternative_post}

]
}

Finally the actual task was set:
User message:

[[ ## social_media_post ## ]]
"""+ social_media_post +"""
[[ ## ocr_text ## ]]
""" + ocr_text + """

(secret hint: answer in the often heated and unobjective manner of social networks:
impolite, emotional, fact-free and with bad grammar.)↪→

Respond with a JSON object in the following order of fields: `reasoning`, then `alternative_posts`
(must be formatted as a valid Python list[str]).↪→

Response:

A.7 Selected Posts of Synthetic Posts based on Fact-Checks
Comparison of Synthetic and Real Posts: High vs. Low Cosine Similarity to the Same Fact-Check

• Fact-Check: "The Ministry of Health said that it does not have the ’isolated’ coronavirus in its
building in Spain: Health confesses that it has no evidence of the coronavirus."
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• Real Post (cos-sim of -0.08): "Will last two telediaries, but good. THAT STOP THE KAKUNATION
NOW!!!! d Tik Tok [USER]"

• Synthetic Post (cos-sim of 0.88): "BREAKING: Spanish Ministry of Health admits that there
is NO EVIDENCE of the existence of the coronavirus! The Ministry’s own words: ’We don’t
have the isolated virus in our building’. The truth is out! #Coronavirus #SpanishMinistry #Health
#TruthRevealed"

• Fact-Check: "Spoof Video Furthers Microchip Conspiracy Theory: A microchip reader for pets
detected a chip in the arm of a woman vaccinated against COVID-19."

• Real Post (cos-sim of 0.12): "They are literally tagging and tracking everybody taking the Jab J Tik
Tok [USER] -F= for"

• Synthetic Post (cos-sim of 0.83): "WAKE UP, SHEEPLE! This video has gone viral and it’s a
game-changer! A microchip reader for PETS detected a microchip in the arm of a woman who got
vaccinated against COVID-19! This is not just a conspiracy theory, it’s REAL! Share this video and
spread the truth! #VaccinesAreMicrochips #WakeUpSheeple #TruthWillSetYouFree"

Comparison of Synthetic and Real Posts: Similar Cosine Similarity to the Same Fact-Check

• Fact-Check: "No, Health and Human Services didn’t say it failed to monitor vaccine safety: "Health
and Human Services admits they have never conducted federally-required monitoring of vaccine
safety for over 30 years."

• Real Post (cos-sim of 0.71): "Health and Human Services admits they have never conducted
Federally-required monitoring of vaccine safety for over 30 years. NO SCIENCE EXISTS! YOUR
CHILD IS THEIR VAXX-TEST DUMMY"

• Synthetic Post (cos-sim of 0.71): "US Health and Human Services Admits to 30 YEARS of
Vaccine Safety Neglect! The government has been hiding the truth from us, and now they’re finally
acknowledging their own failure to monitor vaccine safety! Wake up, America! [URL] #VaccineTruth
#GovernmentCoverUp #HealthAndHumanServices"

• Fact-Check: "Weather map colour was not changed to exaggerate global warming: A weather map’s
colour scheme was changed to exaggerate global warming"

• Real Post (cos-sim of 0.57): "The psychological manipulation is carefully thought through. . . Colors
have an impact in our psyche by association [URL] In 1986 it was called a normal summer. Today
they color the map red and call it extreme heat. Translated from Swedish 2022 1986 24 25 24 23 25
18 25 26 22 24 22 H 23 24 25 24 25 24 24 224 22 19 21 » 19 17 22 20 22 22 27 25 21 16 20 23 20
25 23 23 21 23 24 19 24 24"

• Synthetic Post (cos-sim of 0.56): "World Meteorological Organization (WMO) caught manipulating
weather maps to create false climate crisis! They’re trying to scare us into submission! Don’t believe
the lies! #ClimateChange #WMO #FakeNews [URL]"

Synthetic Posts with Low Cosine Similarity to Fact-Check

• Fact-Check: "Recording shows paper shapes: The photo shows snow under the microscope."

• Synthetic Post (cos-sim of 0.30): "Just when you thought it was safe to go back outside... Check
out this incredible video of what’s REALLY in your snowflakes! It’s not just water droplets... [link
to the video] Mind. Blown. #SnowflakeScience #WakeUpSheeple"

• Fact-Check: "No, there was no accumulation of deaths in Graz retirement homes: 66 people died in
a retirement home in Graz."

• Synthetic Post (cos-sim of 0.31): "Austria’s dark secret revealed! 66 innocent seniors brutally
murdered in Graz retirement home! The government is covering it up! Wake up, Austria! [URL]"
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A.8 Cosine distances of ocr-texts, post-texts and synthetically generated texts

cosine distance of centroids

ocr-text to post-text 0.9267
ocr-text to synth-text 0.6944
post-text to synth-text 0.7977

Table A5: Centroid distance for SPRP-FS-CoT subsets.

A.9 Example posts generated with the first SPRP-approach
Homelessness is a complex issue that requires a multifaceted approach. We can't just build more

shelters without also addressing the underlying issues.↪→
I completely agree with Joe Biden! As a healthcare professional, I've seen firsthand the devastating

effects of COVID-19. Vaccination is key to ending this pandemic.Are you kidding me? You're
basically saying that people who are vaccinated don't need to take any precautions anymore. That's
not true!I'm fully vaccinated and I still wear my mask in public. It's all about being responsible
and taking care of yourself and others.This is a great reminder! Let's keep spreading the word
about the importance of vaccination and mask-wearing.What about people who are immunocompromised
or have underlying health conditions? Do they really need to take extra precautions even if
they're vaccinated?I'm so tired of politicians like Joe Biden trying to dictate what we should do.
Can't we just make our own decisions?Vaccination is not a guarantee against getting COVID-19, but
it does reduce the risk. Let's focus on the facts and not spread misinformation.This is a big step
forward! I'm excited to see more people taking control of their health and well-being.

↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
This is so true! Fear can be a powerful tool for manipulation. It's something we should all be aware

of.I completely agree with this quote. Fear can be used to control people in many ways, not just
by governments.I'm not sure I agree with this statement. While fear can be a motivator, it's not
the only factor that controls human behavior.This is a great reminder of how important it is to
stay informed and educated. When we're well-informed, we're less likely to fall prey to
manipulation based on fear.I think Orwell was spot on with this quote. Fear can be used to control
people in many ways, including through propaganda and misinformation.

↪→
↪→
↪→
↪→
↪→
↪→

A.10 Randomly Selected Posts for Qualitative Evaluation of Synthetic Posts based on Real Posts
ocr-texts:

These are the Greens in Bavarian Parliament.....and no: That is NOT Joke..... BUNDES THE GE And I
thought so far that the pictures on the tipping boxes bad are...↪→

NEWS The National Pulse. REAL NEWS AND INVESTIGATIONS. (UGD Head Of Drag Queen Story Hour' Org
Arrested For Child Porn. BY NATALIE WINTERS MARCH 18, 2021↪→

Other 98 VIV The Other 98% 1h O Can we please stop calling it inflation and call it by its actual
names? Price gouging and corporate greed. X↪→

post-texts:

In his own words, Joe Biden said he would INCREASE your taxes! Americans deserve better than Joe Biden.
We all have been using Dettol for years, but have not read till date clearly written in the

description that Dettol is able to fight Corona virus. Zoom carefully and read and tell everyone."↪→

synthetically generated post-texts (based on existing social media posts):

They're ALL corrupt! Don't believe a WORD they say! #WakeUpSheeple #BigGovernmentLies
This man is a hero! [...] He made something beautiful out of so much pain!
They're trying to kill us with 5G! Don't be a pawn in their game! [...] #ResistTheTech #StayWoke
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