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Abstract

Hallucinations in large language model (LLM)
outputs severely limit their reliability in
knowledge-intensive tasks such as question an-
swering. To address this challenge, we intro-
duce REFIND (Retrieval-augmented Factuality
hallucINation Detection), a novel framework
that detects hallucinated spans within LLM out-
puts by directly leveraging retrieved documents.
As part of the REFIND, we propose the Con-
text Sensitivity Ratio (CSR), a novel metric that
quantifies the sensitivity of LLM outputs to re-
trieved evidence. This innovative approach en-
ables REFIND to efficiently and accurately de-
tect hallucinations, setting it apart from existing
methods. In the evaluation, REFIND demon-
strated robustness across nine languages, in-
cluding low-resource settings, and significantly
outperformed baseline models, achieving su-
perior IoU scores in identifying hallucinated
spans. This work highlights the effectiveness of
quantifying context sensitivity for hallucination
detection, thereby paving the way for more reli-
able and trustworthy LLM applications across
diverse languages. Our code is available at
https://github.com/oneonlee/REFIND.

1 Introduction

Detecting hallucinated information in responses
generated by large language models (LLMs) has
emerged as a critical challenge in the field of nat-
ural language generation (Ji et al., 2023; Zhang
et al., 2023). Hallucination, in this context, refers
to the generation of content that is factually incor-
rect or lacks grounding in verifiable sources (Li
et al., 2024). This issue is particularly pronounced
in knowledge-intensive tasks that demand high fac-
tual accuracy, such as question answering (Lee
et al., 2022; Sun et al., 2024). The consequences
of unmitigated hallucination are significant, rang-
ing from the propagation of misinformation to a
decline in trust in AI systems, underscoring the
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Figure 1: An overview of the proposed REFIND
method. (1) Given a question q, a set of relevant
documents D is retrieved using a retriever R. (2) A
frozen language model Mθ computes token probabil-
ities pθ(ti | ·) for each token ti, with and without the
retrieved context D. (3) The Context Sensitivity Ratio
(CSR) is calculated for each token ti. Tokens with the
CSR exceeding a predefined threshold δ are classified
as hallucinations.

need for effective hallucination detection for the
development of safe and trustworthy AI.

Prior research has explored various approaches
for hallucination detection. Token-level classifiers,
for example, leveraging pre-trained language mod-
els like RoBERTa (Liu et al., 2019), have been
employed for binary classification, labeling indi-
vidual tokens as either factual or hallucinated (Liu
et al., 2022). However, these models often exhibit
limitations when applied to low-resource languages
and tend to rely heavily on internal knowledge with-
out effectively utilizing external evidence, which
can hinder their performance. Extrinsic methods,
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such as retrieval-augmented models, aim to miti-
gate hallucinations by integrating external knowl-
edge. Nevertheless, existing retrieval-augmented
approaches, such as FAVA (Mishra et al., 2024),
can potentially lead to inaccuracies in aligning the
modified responses with the original LLM output,
due to their multi-step processes involving retrieval,
comparison, and editing.

To address these limitations, we introduce
REFIND (REtrieval-augmented Factuality hal-
lucINation Detection), a novel framework specifi-
cally designed to identify hallucinated spans within
LLM-generated text. REFIND achieves this by
quantifying the context sensitivity of each token
at the token level. By leveraging retrieved docu-
ments, REFIND calculates a Context Sensitivity
Ratio (CSR) for each token in the LLM’s response,
measuring the token’s dependence on external con-
textual information. Tokens exhibiting high CSR
values are identified as likely hallucinations, offer-
ing a more direct and efficient approach to factual-
ity verification.

Our contributions can be summarized as follows:

• We present REFIND, a novel framework for de-
tecting hallucinated spans in LLM responses by
leveraging an external retriever and calculating
the CSR at the token level.

• We conduct a comprehensive evaluation of RE-
FIND using the SemEval 2025 Task 3: Mu-
SHROOM dataset (Vázquez et al., 2025), a mul-
tilingual benchmark for detecting hallucinated
spans. REFIND is rigorously tested across nine
diverse languages – Arabic, Czech, German,
Spanish, Basque, Finnish, French, Italian, and
English – demonstrating its robustness in both
high- and low-resource settings.

• Experimental results demonstrate that REFIND
significantly outperforms baseline models such
as token-level classifiers and FAVA, achieving
superior Intersection-over-Union (IoU) scores.
This highlights the efficacy of the CSR in accu-
rately identifying hallucinated content.

2 Related Work

Detection of Hallucinated Responses Several
studies have proposed methods to detect whether
a response contains hallucinated information. Far-
quhar et al. (2024); Han et al. (2024); Arteaga et al.
(2025) leveraged semantic entropy (Kuhn et al.,
2023) to estimate uncertainty and identify halluci-
nations. These approaches utilize entropy-based

metrics to assess the reliability of generated re-
sponses. SelfCheckGPT (Manakul et al., 2023)
introduces a method that employs the language
model itself to sample multiple responses and de-
tect inconsistencies among them, thus identifying
hallucinated outputs. However, this method relies
solely on the internal knowledge of the language
model, making it less effective when the model’s
knowledge is limited or incomplete.

Detection of Hallucinated Spans Beyond iden-
tifying whether a response is hallucinated, other
works aim to detect specific spans of hallucinated
content within a response of LLMs. Token-level
classification approaches (Liu et al., 2022) utilized
pre-trained language models to classify individual
tokens as factual or hallucinated. These methods
focus on analyzing attention patterns, demonstrat-
ing that query input tokens (defined as constraint
tokens) exhibit strong correlations with factual an-
swer tokens (Yuksekgonul et al., 2024).

FAVA (Mishra et al., 2024) proposes a retrieval-
augmented pipeline that integrates retrieval, com-
parison, and editing steps to identify and correct
hallucinated spans. While effective, the multi-step
process introduces complexity and alignment chal-
lenges, particularly in ensuring that the corrected
responses remain consistent with the semantics of
the original output.

3 Method

3.1 Task Description

The SemEval 2025 Task 3: Mu-SHROOM
(Vázquez et al., 2025) focuses on detecting hal-
lucinated spans in responses generated by LLMs.
Given an input question q and its corresponding
LLM-generated response (along with the model’s
identifier), the goal is to identify spans in the re-
sponse that are hallucinated. Details of the Mu-
SHROOM dataset are provided in Section 4.1.

3.2 Retrieval-Augmented Factuality
Hallucination Detection

To address the challenge of factual hallucination
detection in LLM outputs, we introduce REFIND
(REtrieval-augmented Factuality hallucINation
Detection). The overall workflow of the REFIND
method is illustrated in Figure 1. REFIND lever-
ages external knowledge retrieved from a relevant
document set to assess the context sensitivity of
each generated token.
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The core principle behind REFIND is to quantify
the influence of external context on the token gener-
ation process. We do this by measuring the change
in the conditional probability of generating a token
as information from retrieved documents is incor-
porated. This change is captured by the Context
Sensitivity Ratio (CSR). It quantifies the degree to
which the conditional probability of generating a
token is altered by the inclusion of external contex-
tual information from retrieved documents.

Let Mθ denote an LLM parameterized by θ, q
represent the input question, and ti denote the i-th
token in the LLM’s response to q. We use pθ(ti | ·)
to represent the probability of generating token ti
given the input. Furthermore, let R be a retriever
that provides relevant documents based on q, and
let D = R(q) be the set of retrieved documents.
The CSR for each token ti is defined as:

CSR(ti) =
log pθ(ti | D, q, t<i)

log pθ(ti | q, t<i) + ε
(1)

where t<i represents the sequence of preceding to-
kens. The numerator computes the log-probability
of generating ti conditioned on the question q,
the preceding tokens t<i, and the retrieved doc-
ument set D. The denominator computes the log-
probability of generating ti conditioned solely on
the question q and preceding tokens t<i, excluding
the retrieved documents.1

By comparing these two probabilities, the CSR
effectively quantifies the sensitivity of ti to the ex-
ternal context provided by the D. A higher CSR
indicates a stronger influence of the retrieved con-
text on the generation of the token.

Finally, to determine whether a token is a hal-
lucination, we compare its CSR value to a prede-
fined threshold, denoted as δ. If the CSR value for
the given token ti is greater than or equal to the
threshold δ, we classify that the token as a halluci-
nation. Conversely, if the CSR value is less than
δ, the token is not considered a hallucination. This
threshold δ serves as a hyperparameter that can be
tuned to optimize the balance between precision
and recall in hallucination detection.

4 Experimental Setup

4.1 Dataset
We conduct our experiments on the Mu-SHROOM
dataset (Vázquez et al., 2025), which consists of

1To prevent division by zero, we use a small constant ε,
which is set to 10−8.

outputs generated by various LLMs in response
to specific input questions. Each output is anno-
tated by human annotators to identify spans that
correspond to hallucinations.

The dataset includes multiple languages, and
for our study, we focus on the following nine lan-
guages: Arabic (AR), Czech (CS), German (DE),
English (EN), Spanish (ES), Basque (EU), Finnish
(FI), French (FR), and Italian (IT). This multilin-
gual diversity enables a comprehensive evaluation
of our method across diverse linguistic contexts.

Each data point in the dataset contains the lan-
guage identifier, the input question posed to the
LLM, the model name, the generated output text,
and its token-level probabilities. Additionally, bi-
nary annotations specify the start and end indices
of hallucinated spans, marking each such span as a
hallucination.

4.2 Evaluation Metric

To evaluate the performance of our hallucination
detection method, we adopt the IoU metric, a stan-
dard measure for span-based evaluation.

Given the set of character indices predicted as
hallucinations, Hpred, and the set of character in-
dices labeled as hallucinations in the gold reference,
Hgold, the IoU is calculated as:

IoU =
|Hpred ∩Hgold|
|Hpred ∪Hgold|

(2)

This metric quantifies the overlap between the
predicted and ground truth hallucinated spans. To
handle cases where both Hpred and Hgold are
empty (i.e., no hallucinations are present in either
prediction or reference), we define IoU = 1.0 to
signify perfect agreement.

4.3 Baseline Models

Token-level Hallucination Classifier (XLM-R)
We employ a token-level hallucination classifier
(Liu et al., 2022) based on XLM-RoBERTa (XLM-
R) (Conneau et al., 2020), a multilingual trans-
former model. The model is fine-tuned to per-
form binary classification at the token level, where
each token is labeled as either hallucinated or non-
hallucinated.

FAVA We also include FAVA (Mishra et al., 2024)
as a baseline model. FAVA is a retrieval-augmented
language model designed to detect and correct hal-
lucinations in outputs generated by LLMs. The
model is built upon Llama2-Chat 7B (Touvron
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Method AR CS DE EN ES EU FI FR IT Average

XLM-R 0.0418 0.0957 0.0318 0.0310 0.0724 0.0208 0.0042 0.0022 0.0104 0.0345
FAVA 0.2168 0.2353 0.3862 0.2812 0.2348 0.3869 0.2300 0.2120 0.3255 0.2787
REFIND 0.3743 0.2761 0.3518 0.3525 0.2152 0.4074 0.5061 0.4734 0.3127 0.3633

Table 1: Evaluation results on the Mu-SHROOM dataset (Vázquez et al., 2025) using the IoU metric across eight
languages: Arabic (AR), Czech (CS), German (DE), English (EN), Spanish (ES), Basque (EU), Finnish (FI), French
(FR), and Italian (IT). The proposed method, REFIND, achieves the highest average IoU score, outperforming
the baselines XLM-R and FAVA in most languages, demonstrating its effectiveness for multilingual hallucination
detection.

et al., 2023) and employs a two-step process: re-
trieval and editing. To detect hallucinations in text,
we compare the edited text produced by FAVA with
the original text and get the span of Hpred.

4.4 Implementation Details
The retriever R used to retrieve context for RE-
FIND and FAVA employs a hybrid approach, com-
bining sparse and dense retrieval methods. Ini-
tially, a Wikipedia corpus is preprocessed for each
language, including chunking, to serve as the re-
trieval corpus. The retriever first retrieves the top
10 relevant documents using BM25 (Robertson and
Zaragoza, 2009). Subsequently, a document rerank-
ing step is performed using a pre-trained language
model to select the final 5 documents to D. To
maintain consistency across the multilingual set-
ting, we utilize multilingual-e5-large2 (Wang
et al., 2024) for the reranking process.

When calculating pθ(ti | q, t<i) in REFIND, we
utilize the token probabilities of the LLM’s output
response provided in the Mu-SHROOM dataset.
The computation of pθ(ti | D, q, t<i) is performed
using PyTorch 2 (Ansel et al., 2024). The specific
prompt template employed for REFIND is illus-
trated in Figure 4 (Appendix A.1). More details for
baselines will be discussed in Appendix A.

5 Result and Analysis

5.1 Performance Comparison
Table 1 presents the evaluation results of our
proposed method, alongside the baseline models,
XLM-R and FAVA, on the Mu-SHROOM dataset.
The results are reported across nine languages (AR,
CS, DE, EN, ES, EU, FI, FR, IT) and averaged to
provide an overall assessment of performance.

REFIND outperforms the baseline models in
terms of average IoU scores. The improvements are

2https://huggingface.co/intfloat/
multilingual-e5-large

particularly notable in low-resource languages such
as Arabic, Finnish, and French, where REFIND
achieves IoU scores of 0.3743, 0.5061, and 0.4734,
respectively, compared to significantly lower scores
from the baselines. This indicates that REFIND
effectively leverages retrieval-augmented informa-
tion to enhance hallucination detection in diverse
linguistic settings.

5.2 Baseline Comparison

The XLM-R-based token classifier performs poorly
on average, with an IoU of 0.0345. Its reliance
solely on intrinsic model knowledge without lever-
aging external context limits its ability to identify
hallucinated spans accurately, particularly in low-
resource languages.

FAVA exhibits better performance than XLM-R,
with an average IoU of 0.2787. This improvement
can be attributed to its use of retrieval-augmented
information for detecting and editing hallucinated
text. However, FAVA’s two-step process introduces
complexity and potential inaccuracies in aligning
the edited text with the original output.

REFIND outperforms both baselines with an av-
erage IoU of 0.3633, highlighting its superior abil-
ity to integrate retrieved context directly into the
token generation process for hallucination detec-
tion. This streamlined approach ensures accurate
and efficient identification of hallucinated spans.

5.3 Analysis of Multilingual Performance

REFIND demonstrates robust performance across
both high-resource and low-resource languages.
This indicates the generalizability of its retrieval-
augmented approach to varying linguistic contexts.
Notably, performance varies considerably across
languages for all methods; for instance, XLM-R
and FAVA struggle significantly with low-resource
languages like Arabic, Finnish, and French. In con-
trast, REFIND’s integration of external retrieval
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Question q: LLM’s Output Mθ(q): Gold Reference Hgold:
When did Chance the Rapper debut? Chance the rapper debuted in 2011. Chance the rapper debuted in 2011.

Retrieved Documents D = R(q):
Document 1. Chance the Rapper discography The discography of American rapper Chance the Rapper consists of one studio album, five mixtapes and 27
singles (including 14 singles as a featured artist). Chance the Rapper released his debut mixtape, "10 Day" on April 3, 2012. · · ·
Document 2. Juice (Chance the Rapper song) "Juice" is a song by American rapper Chance the Rapper, released on January 31, 2013 as the lead · · ·
Document 3. signs of advertisements and department stores appear in the background, some of which provide imagery and visual references of the · · ·
Document 4. Cocoa Butter Kisses "Cocoa Butter Kisses" is a song by American rapper Chance the Rapper from his second mixtape "Acid Rap" · · ·
Document 5. (eight) in several of those categories. One of the most closely watched races will be Best New Hip-Hop Artist, whose nominees including · · ·

REFIND’s Prediction HREFIND:
Chance the rapper debuted in 2011.

Figure 2: Example result of REFIND’s hallucination detection. The gold reference Hgold highlights the correct
hallucinated span, while REFIND successfully identifies the hallucinated span in the output, demonstrating its
alignment with the gold annotations. The complete text of the retrieved documents is available in Appendix B.
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Figure 3: Analysis of IoU scores across different thresh-
old values (δ ∈ 0.1, 0.2, 0.3, 0.4). Each subplot rep-
resents a different language, showing the relationship
between threshold values and IoU scores.

with the LLM’s internal knowledge helps mitigate
performance drops in these settings.

5.4 Analysis of Threshold Sensitivity

Figure 3 illustrates the performance of REFIND
across varying threshold values (0.1-0.4) for nine
languages. Most languages exhibit consistent IoU
scores, indicating robustness to threshold changes.
High-resource languages like English and German
maintain stable scores around 0.35, while low-
resource languages such as Arabic and Finnish
show slightly larger variations, especially at lower
thresholds. This suggests that the choice of thresh-
old may have a more significant impact on low-
resource languages, potentially due to their inher-
ent linguistic challenges and data scarcity. Over-
all, these findings emphasize REFIND’s ability to
maintain reliable performance across a range of
threshold values while highlighting potential areas
for optimization in low-resource scenarios.

5.5 Case Study
Figure 2 illustrates REFIND’s ability to detect hal-
lucinations by utilizing retrieved evidence. The
question asks about Chance the Rapper’s debut
year. The LLM’s output contains a hallucinated
span ("2011"), which is inconsistent with the re-
trieved documents. By comparing the generated
output with external knowledge, REFIND effec-
tively identifies spans that deviate from factual in-
formation.

6 Conclusion

In this study, we introduced REFIND, a novel
framework for detecting hallucinated spans in
LLM-generated outputs by leveraging retrieved
documents to compute the Context Sensitivity Ra-
tio (CSR) at the token level. REFIND was rigor-
ously evaluated on the multilingual SemEval 2025
Task 3: Mu-SHROOM dataset, demonstrating su-
perior performance across nine languages, includ-
ing low-resource settings, compared to baseline ap-
proaches. By directly integrating retrieved context
into the token probability calculation, REFIND ef-
fectively identifies hallucinated spans with greater
precision and efficiency.

Our experimental results highlight the robust-
ness and scalability of REFIND in multilingual
environments, offering a promising solution for en-
hancing the factuality of LLM outputs. Moreover,
the streamlined detection process avoids the com-
plexities associated with multi-step frameworks,
enabling practical deployment in real-world appli-
cations.

For future work, we aim to extend REFIND by
exploring adaptive thresholding mechanisms to fur-
ther optimize the balance between precision and
recall in hallucination detection.
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Limitations

While REFIND achieves notable improvements in
hallucination detection, there are limitations to con-
sider. First, the reliance on retrieved documents
means that the quality of the retriever directly im-
pacts performance. Errors in retrieval or limited
availability of relevant documents may lead to sub-
optimal CSR calculations and misclassification of
hallucinated spans. Second, the approach involves
computational overhead associated with calculating
token probabilities with and without retrieved con-
text, which could pose challenges in low-latency
applications. Lastly, REFIND focuses on detect-
ing factual hallucinations, and its performance in
non-factoid question answering (Bolotova et al.,
2022; Lee et al., 2025) remains unexplored. Fur-
ther studies are needed to assess its ability to detect
hallucinations in non-factoid QA tasks.
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A Implementation Details

All experiments are conducted using NVIDIA A100 80GB GPUs.
For training the XLM-R-based (Conneau et al., 2020) system, we leverage the Trainer from the Hugging

Face Transformers library (Wolf et al., 2020). We train the model using token-aligned hallucination
annotations from our dataset, with the model parameters optimized using cross-entropy loss and AdamW
optimizer with a learning rate of 2e-5 for 5 epochs.

Inference for FAVA (Mishra et al., 2024) is conducted using vLLM (Kwon et al., 2023), adhering to the
original settings with temperature=0, top_p=1.0, and max_tokens=1024. The prompt template used for
FAVA inference is detailed in Figure 5 (Appendix A.1).

A.1 Prompt Details

Prompt template for REFIND

You are an assistant for answering questions.
Refer to the references below and answer the following question.

### References
{reference_passages}

### Question
{question}

### Answer

Figure 4: Prompt template of REFIND used to compute per-token probabilities under the conditions provided in the
input context.

Prompt template for FAVA

Read the following references:
{reference_passages}
Please identify all the errors in the following text using the information in the references provided
and suggest edits if necessary:
[Text] {output}
[Edited]

Figure 5: Prompt template for using FAVA (Mishra et al., 2024).
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B Full Text of Retrieved Documents D for Case Study (§5.5)

Document 1. Chance the Rapper discography he discography of American rapper Chance
the Rapper consists of one studio album, five mixtapes and 27 singles (including 14 singles
as a featured artist). Chance the Rapper released his debut mixtape, "10 Day" on April 3,
2012. The mixtape was followed up with the release of "Acid Rap" the following year,
which saw universal acclaim from music critics. Chance the Rapper then released his third
mixtape, "Coloring Book" on May 13, 2016. The mixtape peaked at number eight on the
"Billboard" 200 chart to continued acclaim and was supported by the singles "Angels"

Document 2. Juice (Chance the Rapper song) "Juice" is a song by American
rapper Chance the Rapper, released on January 31, 2013 as the lead single from his second
mixtape "Acid Rap" (2013). It was written by Chance and Nate Fox, who also produced
the song. "Juice" is a midtempo song, built around a loop of Donny Hathaway’s live
performance of "Jealous Guy" by John Lennon. Chance the Rapper sings and raps in a
comedic manner; his verses in the song have been described as having a "freewheeling,
bluesy sway" that "gives way to raucous call-and-response choruses". He references the
1992 film "Juice" (of

Document 3. signs of advertisements and department stores appear in the back-
ground, some of which provide imagery and visual references of the lyrics. For example,
when Chance lyrically alludes to the film "Juice", a portrait of rapper Tupac Shakur (who
starred in the film) flashes across a billboard. When "Acid Rap" was first re-released
on streaming services on June 28, 2019, "Juice" was replaced with a 30-second spoken
message, in which Chance the Rapper explains the song is excluded from the mixtape be-
cause of an uncleared sample. Chance then adds that all streaming proceeds for the alternate

Document 4. Cocoa Butter Kisses "Cocoa Butter Kisses" is a song by American
rapper Chance the Rapper from his second mixtape "Acid Rap" (2013). The song features
American rappers Vic Mensa and Twista, and was produced by Cam O’bi and Peter
Cottontale. It is one of Chance the Rapper’s most popular songs to date. At the time when
the song was written, Vic Mensa was staying at an apartment in Humboldt Park, Chicago
with his manager Cody Kazarian. Chance the Rapper visited one day and showed Mensa a
verse and hook he had written earlier. Soon, Mensa began composing his part for the song.
In an interview

Document 5. (eight) in several of those categories. One of the most closely
watched races will be Best New Hip-Hop Artist, whose nominees including Anderson
.Paak, Bryson Tiller (who won that award and Best Male R&B/Pop Artist at June’s BET
Awards), Chance the Rapper, Desiigner and Tory Lanez. Drake – "Hotline Bling" Fat Joe
& Remy Ma featuring French Montana & Infared – "All the Way Up" Kendrick Lamar
Kendrick Lamar Director X DJ Khaled Metro Boomin DJ Khaled "All the Way Up" –
Produced by Cool & Dre and Edsclusive Drake – "Views" Chance the Rapper DJ Khaled
Kanye West Chance the Rapper

Figure 6: Complete text of documents retrieved for the input question "When did Chance the Rapper debut?" as
referenced in the case study in Section 5.5.
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