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Abstract

We present our approach to solving the Narra-
tive Classification portion of the Multilingual
Characterization and Extraction of Narratives
SemEval-2025 challenge (Task 10, Subtask 2)
for the English language. This task is a multi-
label, multi-class document classification task,
where the classes were defined via natural lan-
guage titles, descriptions, short examples, and
annotator instructions, with only a few (and
sometime no) labeled examples for training.
Our approach leverages a text-summarization,
binary relevance with zero-shot prompts, and
hierarchical prompting using Large Language
Models (LLM) to identify the narratives and
subnarratives in the provided news articles. No-
tably, we did not use the labeled examples to
train the system. Our approach well outper-
forms the official baseline and achieves an F}
score of 0.55 (narratives) and 0.43 (subnarra-
tives), and placed 2™ in the test-set leaderboard
at the system submission deadline. We provide
an in-depth analysis of the construction and
effectiveness of our approach using both open-
source (LLaMA 3.1-8B-Instruct) and propri-
etary (GPT 4o-mini) Large Language Models
under different prompting setups.

1 Introduction

Disinformation, misinformation, propaganda, and
foreign malign influence (FMI) have become seri-
ous problems in the modern information environ-
ment. One commonality amongst them is the use of
narrative to drive their effects. A narrative can be
defined as a concise, concrete description of a set
of events involving a small number of actors, often
supporting an evaluative judgment. The ability to
automatically identify narratives in textual materi-
als (for example, news or social media) would be of
great use to tracking, understanding, and mitigating
pernicious influence.

Task 10 at SemEval-2025, Multilingual Charac-
terization and Extraction of Narratives from Online

News (Piskorski et al., 2025), focuses on automatic
identification of different types of narratives and
subnarratives, as well as identifying the roles of
the relevant entities in news articles. The task is
divided into three subtasks—Entity Framing, Nar-
rative Classification, and Narrative Extraction—
spanning five languages: Bulgarian, English, Hindi,
Portuguese, and Russian. We work on the Subtask
2: Narrative Classification for English, where we
develop a prompt-based approach to identify narra-
tives and their subtypes in news data.

Subtask 2 defines two domains (Climate Change
[CC] and Ukraine-Russia War [URW]), for which
the task creators have defined a set of top-level nar-
ratives, each having specific subnarratives. Each
news article associated with the domains is labeled
with some number of top-level narratives and sub-
narratives, with no restriction on the number of
labels. Each top-level narrative and subnarrative is
defined by a title (e.g., Criticism of Climate Poli-
cies), plus a longer definition, instructions, and zero
or more examples. Thus, Subtask 2 is a multi-label,
multi-class document classification task.

Our approach has three stages. First, we apply a
summarization step that condenses the target doc-
ument (i.e., a news article) into a uniform length,
information-dense representation. Second, we ap-
ply class-specific zero-shot prompts using a binary
relevance strategy (Zhang et al., 2018) to classify
each document as to its top-level narrative category,
aggregating results to generate multi-label outputs.
Third, we use hierarchical prompting (Liu et al.,
2021) to produce subnarrative labels for each nar-
rative found in the articles. We experiment with
both open-source (LLaMA 3.1-8B-Instruct) (Meta,
2024) and proprietary models (GPT-40-mini) (Ope-
nAl, 2024) . Notably, our approach does not use
any of the labeled training data for fine-tuning or
other model optimizations (barring the experiment
comparing zero-shot vs. few-shot setup, where
we find that the zero-shot approach performs bet-
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ter overall). Our system achieved an F7 score of
0.55 for narratives and 0.43 for sub-narratives, plac-
ing 2" in the official leaderboard for English (the
leading system obtained scores of 0.59 and 0.44,
respectively). It is notable that our approach was
competitive despite the absence of computationally
expensive model training.

The remainder of the paper is structured as fol-
lows. We first provide background on the topic
of narrative classification and prompt-based solu-
tions in general (§2). We next describe the data
and task definition provided by the task organizers
(§3). We then elaborate on our methodology and
experimental set-up (§4), and report the result from
the official submission along with some additional
experiments (§5). Finally, we enumerate our con-
tributions and discuss our findings, limitations, and
scope for future improvements (§6).

2 Related Work

Multi-label document classification is the task of
assigning multiple relevant labels or categories to
a text, as opposed to a single label (Tsoumakas
and Katakis, 2007). Traditional Machine Learning
(ML) and Natural Language Processing (NLP) ap-
proaches have developed various methods to tackle
this problem. One common approach is binary
relevance, where the task is decomposed into in-
dependent binary classification problems for each
label (Zhang et al., 2018). Another is classifier
chains, which extends binary relevance by linking
classifiers in a chain, allowing label predictions
to influence one another and capture label depen-
dencies (Read et al., 2011). A third method, label
power-set, treats each unique combination of labels
as a separate class, transforming the problem into
a mutually exclusive multi-class classification task
(Madjarov et al., 2012).

With the development of large language mod-
els (LLMs) (Radford et al., 2019; Brown et al.,
2020; Ouyang et al., 2022; Touvron et al., 2023), a
new paradigm for text classification has emerged:
instead of training a model specifically for a clas-
sification task, it is now possible to prompt a pre-
trained LLM to classify text by describing the task
in natural language. This approach has gained
widespread popularity as LLMs have shown strong
performance in new classification tasks through
in-context learning (ICL) with just a few prompt
examples (Brown et al., 2020). In scenarios where
little to no training data is available, this approach

is especially attractive.

Peskine et al. (2023) showed how LLMs can
use class definition to produce multi-label classi-
fication with zero-shot prompting. This label-by-
label prompting in an one-vs-rest manner is simple
and allows the model to focus on a binary ques-
tion each time, potentially improving reliability for
each label. This approach is more computation-
ally expensive due to requiring multiple queries for
each input. An alternative prompting strategy to
increase efficiency is to prompt the LLM to pro-
duce all desired labels in one pass. However, this
approach increases the classification complexity,
which can lead to reduced performance. (Trust
and Minghim, 2024; Kostina et al., 2025) Addi-
tionally, classification involving multiple classes
require more sophisticated prompts and reasoning
steps to guide the model, which may also increase
format deviation in a model’s output, compared
to binary classification with simple yes/no format
(Kostina et al., 2025).

3 SemkEval-24 Task 10 Data

SemEval-2025 Task 10 focuses on analyzing news
articles in five languages: Bulgarian, English,
Hindi, Portuguese, and Russian and comprises
three separate subtasks. We work on subtask 2
in English, which is a multi-label, multi-class nar-
rative classification task. Given a news article and
the two-level taxonomy of narrative labels for each
domain (where each narrative is subdivided into
subnarratives), the task is to assign the article all the
appropriate narrative and subnarrative labels. The
two domains for this task were: the Ukraine-Russia
War (URW) and Climate Change (CC). Each nar-
rative and subnarrative is defined by a title, a short
definition, zero or more example statements, and
sometimes, additional instructions. For example:
the narrative Criticism of climate policies under
the CC domain is defined as: Statements that ques-
tion the effectiveness, economic impact, or motives
behind climate policies. Example: “It is all be-
cause of the decision to switch to electric.” while
the subnarrative Climate policies are ineffective
under this narrative is defined as: Statements sug-
gesting that climate policies fail to achieve their
intended environmental goals. Example: “There is
absolutely no point in banning straws, it can even
have the opposite effect.”

The English training data comprised 399 articles,
with 176 from the Climate Change domain and 223
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from the Ukraine-Russia War domain. Addition-
ally, a development dataset of 41 labeled articles
(24: CC, 17: URW) and a test dataset of 101 un-
labeled articles (48: CC, 53: URW) were released
by the task organizers. Each article in the training
and development dataset is annotated with one or
more high-level narrative(s) as well as correspond-
ing finer-grained subnarrative(s). In the case where
specific narrative or subnarrative label could not be
assigned, the “Other” pseudo-label was used.

4 Approach

Our approach for the Narrative Classification sub-
task has three steps: (1) summarization that makes
the articles more uniform in length and style (§4.1);
(2) a set of zero-shot, class-specific LLM prompts
to produce binary outputs for each top-level narra-
tive class (§4.2); and (3) a hierarchical prompt-
ing technique to sequentially identify subnarra-
tive classes only when the corresponding narrative
classes are detected (§4.3).

In this task, the number of class and subclass
labels was large compared to the available labeled
data. Figure 1 shows the distribution of the number
of available labeled samples per subnarrative class.
Notably, some subnarrative classes never appear in
the English training data. This rendered approaches
like supervised learning and fine-tuning problem-
atic for those classes. Therefore, we opted for a
prompt-based approach using pre-trained LLMs.
For our experiments, we chose one open-source
model (LLaMA 3.1-8B-Instruct) and one propri-
etary model (GPT-40-mini). It is worth mentioning
that, in the English training data, the domain of
each input article is indicated in the filename, so
we assume knowledge of the domain for all exper-
iments. However, we also conducted an auxiliary
experiment that showed LLMs could automatically
identify' the domain of the input texts in 99% of
cases (435 out of 440 articles) across the training
and validation datasets.

4.1 Article Summarization

Long-form news articles often contain statements
that are not directly related to the main themes of
the article. We sometimes found the LL.Ms to be
confused by statements that are either not impor-
tant, or less important, in the overall context of the
article, resulting in false positive labels. To counter

'We prompted the GPT-40-mini model with the prompt:

“Given the following text text, determine if its content is pri-
marily about Climate Change or Ukraine Russia War”.
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Figure 1: Summary of available English data samples
per subnarrative class (including pseudo-labels) in the
training data, grouped into bins

this issue, we first experimented prompt tuning,
adjusting the prompt by instructing the model to
base its decisions only on statements pertinent to
the main themes of the article, while keeping the
input unchanged. We also tried summarization,
in which we prompted the same LLM used for
the classification steps (LLaMA 3.1-8B-Instruct or
GPT-40-mini) to summarize the article into a more
concise and information dense form (the prompt is
shown in Appendix A).

Table 1 shows the differences between classifi-
cation performance on the development data after
top-level narrative classification in step 2 (§4.2),
depending on whether the texts were unmodified,
subjected to prompt tuning, or summarized. We see
that summarization results in significant improve-
ment in case of LLaMA, whereas the effect is less
pronounced with the more advanced GPT model.

It is worth noting that in the top-level narrative
classification, having a high accuracy score is espe-
cially important, as misclassifications at this level
are guaranteed to produce more errors in subse-
quent subnarrative classifications. We define accu-
racy by the percentage of decisions taken by the
model that were correct. Correct decisions include
assigning correct labels as well as not assigning
incorrect labels to articles.

4.2 Binary Relevance with Zero-Shot
Prompting

The task is a multi-label multi-class classification
problem with more than ten narratives in each do-
main. Use of a single large prompt to identify all
the correct classes in a text risks putting a burden of
excessive information on the LLM. It also makes
it harder to define the different narratives effec-
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tively while keeping the prompt concise and clear.
To alleviate this problem, we treated the top-level
multi-label classification task as a series of binary
classification tasks using the binary relevance tech-
nique. For each narrative class, a class-specific
prompt was developed using the definition, exam-
ple statements, and optional annotation instruction
provided in the official taxonomy. The prompts
were developed following recommended practices
of prompt engineering:

Persona: Researchers have found role-play
prompting to consistently surpass the standard zero-
shot approach across most datasets (Kong et al.,
2024; Tseng et al., 2024). We assigned the model
in our experiments the role of an “expert narratolo-
gist” in the corresponding domain.

Context: We provide relevant context to the
model including the definition of narratives in the
taxonomy, descriptions of common subnarratives
with example statements, and additional instruc-
tions when available in the taxonomy.

Clear instructions: We clearly outline the task
and provide step-by-step guidelines for the model
to follow, which has been shown to improve model
response (Wu et al., 2023).

Chain of Thought (CoT): Eliciting a series
of intermediate reasoning steps can significantly
improve complex reasoning capabilities of LLMs
(Wei et al., 2023). In our experiments, we take ad-
vantage of zero-shot CoT by prompting the LLM
to produce the intermediate reasoning steps.

Output format: We explicitly specify the de-
sired output format in our prompts to avoid output
inconsistency and format deviation, which is cru-
cial to ensure accurate parsing of narrative labels
generated by the model (Liu et al., 2024).

The template for the narrative classification
prompts is given in Appendix B. Table 2 shows
the performance improvement achieved with the bi-
nary relevance method over using a single prompt.

We also compared zero-shot with few-shot
prompting. Few-shot prompting is often favored
over zero-shot prompting as the former generally
produces more accurate results (Brown et al., 2020).
For the narrative-classification task, we experi-
mented with 0-shot, 2-shot, and 4-shot prompting
using the two LLMs, while using the summarized
articles as input. We randomly selected one (or two)
positive example(s) and an equal number of nega-
tive example(s) from the training data to produce
the 2-shot (or 4-shot) prompts for this experiment.
This is the only experiment where we make use of

CC URW
Acc. Fi Acc. Fy
LLaMA 3.1-8B-Instruct

Method

Unmodified 0.66 035 052 044
Prompt Tuning 0.68 039 050 042
Summarization 0.82 048 0.82 0.47
GPT-40-mini

Unmodified 0.88 055 0.84 0.57
Prompt Tuning 0.88 0.59 0.86 0.61
Summarization 0.89 0.59 0.87 0.57

Table 1: Performance differences in top-level narrative
classification on the development dataset

Method Ace. I
LLaMA 3.1-8B-Instruct

Single prompt 0.73 0.39
Binary relevance 0.82 047
GPT-40-mini

Single prompt 0.80 0.48
Binary relevance 0.88  0.58

Table 2: Performance comparison between single
prompt and binary relevance for top-level narrative clas-
sification

the labeled training data. Table 3 shows the com-
parative performance across different shot settings.
We see that 0-shot prompting achieves better ac-
curacy overall, while the micro F} score remains
consistent across different shot settings. The dif-
ference is again more significant for the LLaMA
model compared to the GPT model.

4.3 Hierarchical Prompting for Subnarrative
Detection

Once the top-level narratives had been identified,
we used hierarchical prompting to classify subnar-
ratives in each text by using class-specific prompts
for each of the narratives. If the LLM classifies
a narrative as present in an article in the top-level
narrative classification step, the model is then sub-
sequently prompted to identify the appropriate sub-
narrative(s) in the article with a prompt specific
to that particular narrative class. This sequential
approach simplifies the subnarrative classification
process for the LLM model by providing informa-
tion about the presence of the top-level narrative,
as well as reducing the number of possible classes.
Notably, we do not use the binary relevance method
in this level considering the comparatively small
number of possible classes and computational com-
plexity. The subnarrative classification prompts
were developed following the same prompt engi-
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Method Ace. It

O-shot  0.82  0.47
2-shot 0.70 0.47
4-shot 0.68 0.46

0-shot 0.88 0.59
2-shot  0.84 0.59
4-shot 0.82 0.57

LLaMA 3.1-8b-Instruct

GPT-40-mini

Table 3: Performance comparison across different shot
settings in top-level narrative classification

Top-level classification Samples Iy
Strategies Full Summarized
LLaMA 3.1-8B-Instruct

0-shot 0.38 0.39
2-shot 0.27 0.28
4-shot 0.25 0.26
Prompt-tuning 0.23 0.25
GPT-40-mini

0-shot 0.52 0.55
2-shot 0.51 0.51
4-shot 0.48 0.50
Prompt-tuning 0.51 0.52

Table 4: Performance in subnarrative classification us-
ing full and summarized input articles, paired with dif-
ferent top-level narrative classification strategies.

neering practices described in section 4.2. The
template for these prompts is given in Appendix C.

For the subnarrative classification, we experi-
mented with both the full articles and their sum-
maries as inputs to the LLM. These two input strate-
gies were paired with multiple top-level narrative
classification strategies described previously (i.e.,
using prompt-tuning on full articles, using 0-shot
prompting on summarized articles etc.) to con-
struct different variants of the pipeline. Table 4
shows the results. Interestingly, summarized inputs
produced better results even for fine-grained sub-
narrative classification. This may be attributed to
the normalizing effect the summarization step had
on the structure and readability of the input articles.

5 Results

For the final submission, we chose the best per-
forming model based on our experiments on the
development set, which was GPT-40-model with
zero-shot prompts using summarized articles as in-
put in both narrative and subnarrative classification
step. Table 5 shows results from the official evalua-
tion of our methods on the unlabeled test dataset,
together with other top performers. The official
evaluation measure for ranking was the averaged

Team Fy macro Fy st.dev. Fy [ st dev.
coarse  coarse samples samples
GATENLP  0.590 0.353 0.438 0.333
COGNAC"  0.554 0.400 0.426 0.391
INSALyon2 0.513 0.378 0.406 0.382
23 0.493 0.392 0.377 0.384
NCLteam 0.486 0.363 0.345 0.360
Table 5: Official test set results (Top 5). Our team,

COGNAC, is marked by an asterisk (*)

samples F score computed for the subnarrative
labels. We achieve high F} score in both narra-
tive and subnarrative classification, and rank 2™
despite not using the labeled training dataset, or
computationally expensive model fine-tuning.

Our experiments showed that summarization sig-
nificantly enhanced classification performance. We
attribute this to summarization making the input
more information-dense and uniformly structured.
We also found that breaking down a complex multi-
label classification problem into a series of sim-
pler binary classifications led to better performance,
which is consistent with the observations of many
other researchers that LLMs are better at perform-
ing simple tasks with a clear goal compared to
complex tasks with more sophisticated instructions.
These effects were much more pronounced with
the smaller model, which is consistent with the
assumption that more advanced LLMs are better
at handling complex tasks. It also indicates that
using a larger, state-of-the-art model may further
improve the performance of our approach.

5.1 Error Analysis:

As the training data was not used for for training or
fine-tuning the model, we were able to leverage it
for the purpose of error analysis. We found that the
system exhibited a conservative prediction strategy,
favoring under-prediction. At the top-level narra-
tive classification, only 17% of classification errors
were false positives, while 83% were false nega-
tives. However, this behavior was intended, and
was achieved through instruction-tuning (e.g. via
phrases like “...the provided text explicitly includes
the narrative...”, “...such statements are prominently
present...” etc.. See Appendix B). Due to the over-
whelmingly large number of true negative cases for
all narrative classes compared to true positives, a
less conservative prompt—while reducing some
false negatives—causes substantial rise in false
positive errors and negatively affects overall per-
formance. Due to this conservative approach, the
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LLMs often did not identify narratives when the
narratives were only subtly indicated in the text.
For example, the phrase “Russia is at war with pure
evil” did not trigger a positive identification for the
narrative ‘“Praise of Russia”. Also, upon manual
inspection of some of the reasoning steps produced
by the LLMs, we noticed that both LLMs were
able to produce reasonable and coherent chain-of-
thoughts behind their answers most of the time,
but they often fell short in identifying more nu-
anced clues necessary for complex narrative types.
For example, the LLMs frequently failed to distin-
guish between “Criticism of international entities”
and “Criticism of political organizations and fig-
ures” subnarratives under the narrative “Criticism
of institutions and authorities”.

6 Conclusion

In this paper, we proposed a prompt-based ap-
proach to the multi-label multi-class narrative clas-
sification problem introduced at SemEval-2025
(Task 10, Subtask 2) for the English language.
We leveraged text-summarization, binary relevance
with Large Language Models (LLMs), and hierar-
chical prompting technique to label broad narra-
tives as well as fine-grained subnarratives in news
articles. We developed zero-shot prompts for each
narrative and subnarrative class solely from the pro-
vided taxonomy, avoiding the need for training data
and expensive model fine-tuning. This approach
achieved competitive performance, placing 2" in
the leaderboard.

Despite promising results, there is much room
for improvement. Our approach does not consider
the possibility that some labels may be more likely
to co-occur together. While we take advantage
of class-specific prompts in a binary relevance ap-
proach, further refinement of these prompts with
help of domain experts could help address specific
weaknesses in individual narrative classifications.
Additionally, we only applied our approach for the
English dataset, which leaves its multilingual capa-
bility an open question for future studies.
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A Summarization Prompt

Summarize the following input text and output
the summary in 300 words or less. Retain all the
main topics, sentiments, and narratives of the
text.

B Narrative Classification Prompt
Template

We used the following template to generate
narrative classification prompts from the official
taxonomy.

Role: You are an expert narratologist skilled
in analyzing and identifying narratives within
text, particularly in the domain of <domain>.
Determine whether the provided text explicitly
includes the narrative <narrative>

Definition of the Narrative:

The narrative <narrative> is defined by
<definition from taxonomy>.

Example of statement that aligns with this
narrative: <example from taxonomy>

Common Themes within this Narrative may include:
<list of subnarratives, with definition and
example from taxonomy>

Or other statements supporting <narrative>.

Follow these guidelines: Read the provided
text carefully.

Find if there are any statements the strongly
support the narrative <narrative>.

Answer "Yes" if such statements are prominently
present.

Role: You are an expert narratologist skilled
in analyzing and identifying narratives within
text, particularly in the domain of <domain>.
Your task is to analyze a given text that
contains the narrative <top-level narrative> and
identify what specific subtype of the narrative
is present in the text.

The narrative <top-level narrative> may have
the following subtypes:

<subnarrative 1>, which is defined by <definition
from taxonomy>.

Example of statements supporting this subtype:
<example from taxonomy>

<subnarrative 2>, which is defined by <definition
from taxonomy>.

Example of statements supporting this subtype:
<example from taxonomy>

‘Other’ which is defined by the absence of the
previously mentioned specified subtypes.

Task:

Read the input text.

Decide which one of the specified subtypes of
<top-level narrative> are present in the text.
Carefully consider the distinctions between
their definitions and choose the best one.

If you cannot choose one best answer, it is
possible to answer multiple subtypes.

Answer "Other” if you don’t find any of the
specified subtypes.

Also explain your reasoning.

Output format:

First line of output should only be the name of
the subtype. If your answer is more than one
subtypes, they should be separated by commas(,).
Second line of output should be the reasoning
for your answer in a single paragraph.

Input:

Answer  "No” if statements supporting the
narrative <narrative> are not prominently
present.

Explain your reasoning for the decision,
referencing specific statements from the text.

Output format:

The first line should be a single word, either
"Yes" or "No", depending on your decision. The
second line should contain your reasoning for
your decision, in a single paragraph.

Input:

C Subnarrative Classification Prompt
Template

We used the following template to generate
narrative classification prompts from the official
taxonomy.
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