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Abstract

SemEval-2025 Task 1 introduces multimodal
datasets for idiomatic expression represen-
tation. Subtask A focuses on ranking im-
ages based on potentially idiomatic noun com-
pounds in given sentences. Idiom comprehen-
sion demands the fusion of visual and audi-
tory elements with contextual semantics, yet
existing datasets exhibit phrase-image discor-
dance and culture-specific opacity, impeding
cross-modal semantic alignment. To address
these challenges, we propose an integrated ap-
proach that combines data augmentation and
model fine-tuning in subtask A. First, we con-
struct two idiom datasets by generating vi-
sual metaphors for idiomatic expressions to
fine-tune the CLIP model. Next, We pro-
pose a three-stage multimodal chain-of-thought
method, fine-tuning Qwen2.5-VL-7B-Instruct
to generate rationales and perform inference,
alongside zero-shot experiments with Qwen2.5-
VL-72B-Instruct. Finally, we integrate the out-
put of different models through a voting mech-
anism to enhance the accuracy of multimodal
semantic matching. This approach achieves
0.92 accuracy on the Portuguese test set and
0.93 on the English test set, ranking 2nd and
2nd, respectively. The implementation code is
publicly available here!.

1 Introduction

Idioms, as fixed expressions, are typically
understood through multisensory experiences and
contextual awareness of the real world, rather than
by directly inferring the meaning of individual
words. While multimodal learning has emerged
as a critical research direction to address this
limitation, current models still face challenges
in reconciling literal and figurative meanings of
idioms (Yosef et al., 2023).

*Corresponding author.
! https://github.com/wyn1015/semeval
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| SENTENCE: Ele sempre’ I
| ostenta seus bens comd | 655
| um novo rico, tentando | =2
‘impressionaratcdos. |
L COMPOUND: novo rico |

"principle1™ "The image depicts a child
surrounded by toys, which is not directly related
to the concept of a \"novo rico. \" The term \"novo
rico\" refers to someone who has recently
become wealthy, often through inheritance or a
sudden financial gain. The image does not
illustrate the idea of someone showing off their
possessions to impress others, which is a
common idiom associated with \"novo rico.\"",
"principle2": "The image depicts a cute, fluffy
rabbit with a bow tie, which is not directly related
to the concept of a \"novo rico. \" The term \"novo
rico\" refers to someone who has recently
become wealthy, often with a sense of pretension
or showiness. The image does not visually
represent this concept, as it lacks any elements
that suggest wealth or pretension.”,
"principle3": "The image depicts a character
wearing a hat and holding a piece of paper, which
could be interpreted as a symbol of wealth or
status. However, the character's appearance and
the context of the text suggest a literal
interpretation of \"novo rico\" as someone who is
newly rich, rather than an idiomatic one. The
image does not directly represent the idiomatic
use of \"novo rico\" to describe someone who
pretends to be rich to impress others.",
"principle4™: "The image depicts a baby
surrounded by money and wealth, symbolizing
the literal meaning of \"novo rico\" as someone
newly rich. However, the idiom \"novo rico\"
typically refers to someone who has recently
become wealthy, often through inheritance or
sudden financial gain, rather than being born into
wealth. The image aligns more with the literal
interpretation than the idiomatic one.",
"principle5™: "The image depicts a manin a
store, seemingly excited and surrounded by
money, which aligns with the idiomatic meaning of
\"novo rico. \" The man's exaggerated expression
and the falling money suggest he is showing off
his wealth, fitting the idiomatic use of \"novo rico\"
to describe someone who pretends to be rich to
impress others."

4% zero-shot

Figure 1: An example of CoT outperforming Zero-Shot
Inference in selecting the top image.

Against this backdrop, SemEval-2025 Task 1
: AdMIRe (Advancing Multimodal Idiomaticity
Representation) (Pickard et al., 2025) introduces a
systematic evaluation framework for multimodal
idiomaticity representation. This task builds on
the foundation laid by SemEval-2022 Task 2 (Mad-
abushi et al., 2022) in exploring figurative language
processing and further advances visual-textual anal-
ysis of idiomatic compounds in English and Por-
tuguese.

1198

Proceedings of the The 19th International Workshop on Semantic Evaluation (SemEval-2025), pages 1198-1203
July 31 - August 1, 2025 ©2025 Association for Computational Linguistics


 https://github.com/wyn1015/semeval

However, the scarcity of cross-lingual multi-
modal training data for idiomatic compounds hin-
ders model generalization across languages and
modalities. To address this, we explore the pro-
cess of multimodal idiom generation. Specifically,
we generate textual explanations and images for
compound idiomatic expressions using DeepSeek-
V3 (Liu et al., 2024) and Flux.1-dev?, respectively,
constructing two multimodal idiom datasets. These
datasets are combined with the original training set
to fine-tune the CLIP model (Radford et al., 2021).
This enhances its cross-language understanding, al-
lowing it to better capture semantic relationships
in multimodal idiomatic expressions.

To further mitigate overfitting risks and improve
generalization, we experiment with integrating
multimodal large language models. By applying
the chain-of-thought principle to Qwen2.5-VL-7B-
Instruct (Bai et al., 2025), we generate a step-by-
step reasoning method. We integrate textual and vi-
sual information into a multi-stage framework that
separates the processes of basic principle genera-
tion, fine-tuning, and answer inference (see Figure
1). Moreover, we explore the use of zero-shot in-
ference with Qwen2.5-VL-72B-Instruct (Bai et al.,
2025).

To leverage these method-specific advantages,
we finally design an ensemble approach that com-
bines the outputs of fine-tuned and zero-shot in-
ference models through majority voting, achieving
our best results.

2 Background

Recent advances in large language models, such
as chain-of-thought prompting (Wei et al., 2022)
and zero-shot reasoning (Kojima et al., 2022), have
enhanced complex task-solving capabilities. Multi-
modal reasoning techniques offer new pathways for
semantic disambiguation through world knowledge
integration. Schwenk et al. (2022) and Zhang et al.
(2023) demonstrate that cross-modal approaches
surpass single-modality performance. However,
the non-compositional nature of idiomatic seman-
tics limits explicit decomposition (Phelps et al.,
2024), while dataset artifacts constrain generaliza-
tion (Boisson et al., 2023). Cultural adaptabil-
ity solutions employ multilingual prompts (Mu
et al., 2025), photorealistic diffusion (Saharia et al.,
2022), and reinforcement learning (Xu et al., 2023),

2https ://www.modelscope.cn/models/
black-forest-labs/FLUX.1-dev

though metrics like CLIPScore (Hessel et al., 2021)
lack semantic depth. Visual metaphor generation
requires dual semantic understanding and cross-
modal alignment (Chakrabarty et al., 2023; Yosef
et al., 2023; Akula et al., 2023), yet conceptual-
imagery inconsistencies persist.

To bridge these gaps, our work introduces mul-
timodal data synthesis and model-scale-aware in-
tegration. By generating cross-lingual textual ex-
planations and images, we augment training data
for CLIP (Radford et al., 2021), mitigating data
scarcity and enhancing cross-language alignment
in idiomatic expressions. Further, we integrate
multimodal large language models (Qwen2.5-VL-
7B/72B (Bai et al., 2025)) through a three-stage
chain-of-thought framework. By ensembling the
outputs of these models via majority voting, our
approach addresses prior limitations in data diver-
sity, cultural adaptability, and model generalization,
while systematically exploiting scale-dependent ca-
pabilities.

3 System Overview

As depicted in Figure 2, this paper presents a multi-
modal model ensemble method. First, data augmen-
tation techniques are employed alongside binary
classification fine-tuning of the CLIP model. Next,
the chain-of-thought strategy is applied for staged
fine-tuning and inference of the Qwen2.5-VL-7B-
Instruct model while incorporating a zero-shot in-
ference mechanism. Finally, a majority voting strat-
egy from ensemble learning is utilized to combine
predictions from multiple models, reducing the bias
of individual models, and thus improving the over-
all system’s robustness and accuracy.

3.1 Data Augmentation

Our work is inspired by visual metaphor gener-
ation techniques, specifically the combination of
large language models with generative models to
create visual representations of abstract concepts.
This approach drives our exploration of idiomatic
expressions, enhancing the understanding of com-
pound word meanings through multimodal integra-
tion. We use the DeepSeek-V3 API to generate
idiomatic explanations for compound words in En-
glish and Portuguese from the SemEval-2022 Task
2 datasets (Madabushi et al., 2022), along with five
sentences representing their idiomatic meanings.
These sentences are then processed by the Flux.1-
dev model to generate images.
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Figure 2: The overall architecture of our ensemble approach.

By pairing the idiomatic explanations with im-
ages, we create two multimodal datasets: En-Idiom,
containing 243 English compound words and 1,215
images, and Pt-Idiom, consisting of 143 Portuguese
compound words and 715 images. After filtering
both datasets using CLIP to select image-sentence
pairs with a similarity greater than 20, we obtain
the Check-Idiom dataset with 1,780 data points.
The similarity calculation formula is as follows:

1L B GV B

@I Ngs (D)l

The input image I and input text 1" are processed
by the image encoder fy (using ViT-1./14-336) and
the text encoder g, respectively.

3.2 CLIP based on Binary classification

The introduction of the CLIP model has provided
new perspectives for multimodal reasoning. We
propose a binary classification-based fine-tuning
method for CLIP, where compound usage in sen-
tences is classified as either literal or idiomatic.
This method combines binary classification with
image-text pair construction and similarity sorting
for more precise multimodal alignment. The steps
are as follows:

Image-Text Pair Construction We augment the
English and Portuguese training sets with two pre-
viously created datasets. If a compound is used
idiomatically, its idiomatic meaning is paired with
the correct image; if used literally, the sentence
is paired with the corresponding image. This en-

sures that the image-text pairs accurately reflect the
different semantic usage scenarios of compounds.

Binary Classification Training During fine-
tuning, we select text representations based on com-
pound usage type dynamically.

Similarity Sorting We use Qwen2.5-7B-Instruct
to classify compound usage in the test set and gen-
erate idiomatic meanings. The fine-tuned CLIP
model then ranks images based on the similarity to
the corresponding text, considering the usage type.

3.3 Multimodal-CoT

We propose a multimodal chain-of-thought method
for rationale generation to enhance the reasoning
capabilities of large language models in image-text
matching. The method consists of three stages:

Stage 1: Basic Rationale Generation We use
Qwen2.5-VL-7B-Instruct with zero-shot chain-of-
thought prompting to generate rationales for the
correct answers in the English and Portuguese train-
ing sets. The model receives prompts with sen-
tences, compounds, usage types, and questions to
guide logical reasoning.

Stage 2: Fine-tuning and Rationale Generation
The model is fine-tuned on a multimodal dataset
of images, prompts, and rationales, enabling it to
generate five rationales for each set of five images
in the test set.

Stage 3: Answer Inference For each group of
5 images and their corresponding rationales and
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prompts without usage types, the final inference is
performed to derive the answer based on accumu-
lated multimodal information.

Additionally, we conduct experiments on two-
stage zero-shot inference on the test sets, where
basic rationales are generated in the first stage, and
final inference is performed in the second stage
without fine-tuning. We also test zero-shot infer-
ence and two-stage zero-shot inference on LLMs
with varying parameter sizes.

3.4 Ensemble

The ensemble approach consists of the following
parts: (1) The fine-tuned CLIP model. (2) Multi-
Modal CoT7op: The Qwen2.5-VL-7B-Instruct
model is fine-tuned in the first two stages, with
the third stage utilizing the API of Qwen2.5-VL-
72B-Instruct. (3) Zero-Shot Inference performed
by accessing the API of Qwen2.5-VL-72B-Instruct.
Specifically, for each position in the expected se-
quential results of these three methods on the test
set and the extended evaluation set, a majority vot-
ing mechanism is applied to determine the final
images ranking.

4 Experimental Setup

During CLIP training, the maximum text length
was set to 77. The batch size was 16, with an ini-
tial learning rate of 5e-5 and a warm-up ratio of
0.1. The experiment ran on an RTX 4090 GPU.
The CLIP model, fine-tuned on the augmented En-
Idiom dataset, performed well on the English test
set with 2 epochs. The Check-Idiom dataset, com-
bined with the training set, was used for 3 epochs,
achieving good results on the Portuguese test set.

During the multimodal chain-of-thought ratio-
nale generation and fine-tuning phase, Qwen?2.5-
VL-7B-Instruct was fine-tuned on the LLaMA-
Factory platform. To ensure rationale accuracy,
127 data points from the English and Portuguese
training and development sets were used. The setup
involved LoRA fine-tuning with 4-bit quantization
and bf16 mixed-precision training. The batch size
was 2, initial learning rate 5e-5, temperature 1, top-
p 0.01, and max sequence length 10240. During
zero-shot inference and two-stage zero-shot infer-
ence, either local deployment of Qwen2.5-VL-7B-
Instruct or the API of Qwen2.5-VL-72B-Instruct
was used, with temperature set to 1 and top-p set to
1. The experiment was conducted on an A40 GPU.

5 Results

In subtask A, the task organizer creates two evalua-
tion metrics.

* Top Image Accuracy: Correct identification
of the most representative image. The metric
presented on the leaderboard is Top 1 Accu-
racy.

* Rank Correlation: Spearman’s rank corre-
lation of model rankings with ground truth.
However, the metric presented on the leader-

board is DCG Score.
" reli
DCG = _— 2
; log, (i + 1) )

where DCG (Discounted Cumulative Gain) mea-
sures ranking quality. rel; is the relevance score of
the image at position ¢, and n is the total number
of ranked images. The denominator, log, (i + 1),
serves as a discount factor, reducing the contribu-
tion of lower-ranked images to the overall score.

Our ensemble approach reaches 0.93 and 0.92
accuracy in the English and Portuguese test sets,
respectively, with DCG scores of 3.46 and 3.43.
It also achieves 0.79 and 0.69 accuracy on the ex-
tended evaluation sets, confirming the effectiveness
of majority voting in integrating the strengths of
the fine-tuned CLIP model with the generalization
power of multimodal large language models.

Table 1 illustrates the performance of CLIP
across different image resolutions and datasets.
The results indicate that CLIP’s zero-shot reason-
ing has limited capability for multimodal align-
ment of idiomatic compounds. After fine-tuning
CLIP with data augmentation and binary classifica-
tion, the test set accuracy is significantly improved,
confirming the effectiveness of dynamically ad-
justing text-matching based on the usage type of
compounds. However, considering both languages,
the accuracy and DCG scores on the extended set
are not high, likely due to the fine-tuning data be-
ing biased towards idiomatic types, which restricts
generalization.

Table 2 presents the results of our different meth-
ods on Portuguese and English datasets. Compared
to other methods using the 7B model, Multi-Modal
CoT7p achieves the best accuracy and DCG Score
on the Portuguese test set and extended evaluation
set. This indicates that stage-wise fine-tuning is ef-
fective, although smaller models do not experience
significant gain.
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Model Training Data Accuracy(EN) Accuracy(XE) Accuracy(PT) Accuracy(XP)
CLIP224 - 0.47 0.46 0.62 0.44
CLIP9o4 En-Idiom+train 0.67 0.42 0.62 0.38
CLIP994 Check-Idiom+train 0.47 0.41 0.60 0.40
CLIP336 - 0.47 0.46 0.69 0.40
CLIP336 En-Idiom+train 0.93 0.46 0.54 0.40
CLIP333 Check-Idiom+train 0.73 0.47 0.85 0.36

Table 1: Results of CLIP models on test and extended evaluation sets for different image resolutions and training
data (where CLIPyo4 refers to CLIP-ViT-L/14, and CLIP334 refers to CLIP-ViT-L/14-336).

Method Language Accuracy DCG Score Accuracy (XE) DCG Score (XP)
Zero-Shotr PT 0.69 3.02 0.53 2.84
Two-Stagerp PT 0.62 291 0.51 2.80
Multi-Modal CoT7p PT 0.85 3.24 0.55 2.89
Zero-Shot7ap PT 0.85 3.23 0.71 3.10
Two-Stagerop PT 0.85 3.26 0.49 2.74
Multi-Modal CoTrop PT 0.85 3.24 0.65 3.02
Ensemble PT 0.92 3.43 0.69 3.06
Zero-Shot; g EN 0.53 2.80 0.56 2.84
Two-Stage;p EN 0.67 2.93 0.53 2.82
Multi-Modal CoT;p EN 0.53 2.77 0.55 2.87
Zero-Shotrop EN 0.80 3.33 0.80 3.22
Two-Stagerop EN 0.47 2.77 0.64 2.99
Multi-Modal CoT7ap EN 0.60 2.89 0.73 3.15
Ensemble EN 0.93 3.46 0.79 3.28

Table 2: Performance of different methods on the Portuguese and English test and extended evaluation sets.

The 72B model outperforms the 7B model on
the extended evaluation set, demonstrating that the
model scale has a significant impact on perfor-
mance. For the 72B models, the Multimodal CoT
method, which incorporates multimodal informa-
tion and performs chain-of-thought reasoning with
fine-tuned rationale generation, outperforms the
Two-Stage method, thereby enhancing the model’s
reasoning capabilities. However, Zero-Shot7o g per-
forms well on the test set and achieves the best
accuracy and DCG Scores on the extended set, val-
idating the zero-shot generalization advantages of
large-scale models.

6 Conclusion

This paper proposes an ensemble approach that
integrates fine-tuned CLIP, multi-stage chain-of-
thought reasoning, and zero-shot inference from
large language models, focusing on enhancing the
semantic and visual understanding of idiomatic
nominal compounds through a multimodal integra-
tion framework. Experiments validate the effective-
ness of data augmentation for fine-tuning CLIP and

highlight the strong generalization capabilities of
multimodal large language models. While stage-
wise fine-tuning can improve performance com-
pared to two-stage reasoning frameworks, it may
still underperform relative to zero-shot inference
models. Our future work will be dedicated to op-
timizing data generation and balancing strategies
to mitigate distribution biases, further exploring
the interactions between model scale and reason-
ing stages, and optimizing multimodal semantic
understanding of idiomatic expressions.
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