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Abstract

Emotion detection in text has become a highly
relevant research area due to the growing inter-
est in understanding emotional states from hu-
man interaction in the digital world. This study
presents an approach for emotion detection in
text using a ROBERTa-based model, optimized
for multi-label classification of the emotions
joy, sadness, fear, anger, and surprise in the
context of the SemEval 2025 - Task 11: Bridg-
ing the Gap in Text-Based Emotion Detection
competition. Advanced preprocessing strate-
gies were incorporated, including the augmen-
tation of the training dataset through automatic
translation to improve the representativeness
of less frequent emotions. Additionally, we
implemented a loss function adjustment mech-
anism to mitigate class imbalance, enabling the
model to enhance its detection capability for
underrepresented categories. The experimental
results reflect competitive performance, with
a macro F1 of 0.6577 on the development set
and 0.6266 on the test set. The model ranked
70th in the competition, demonstrating solid
performance against the challenge posed.

1 Introduction

Emotion recognition in text has gained significant
relevance with the rise of social networks, facing
the challenge of identifying explicit and implicit
emotions. The basic emotions most studied in-
clude joy, sadness, fear, anger, disgust, and sur-
prise. Advances in NLP have driven the develop-
ment of more accurate models, such as deep neural
networks and pre-trained models like RoBERTa,
improving emotion classification in various fields
such as business, psychology, and security (Sboev
et al., 2021; Faisal et al., 2024). This study ad-
dresses emotion detection in SemEval 2025 Sub-
task A - Task 11: Bridging the Gap in Text-Based
Emotion Detection. The central problem motivat-
ing this research lies in the complexity of accu-
rately detecting and classifying emotions in texts

through multi-label prediction. The main objective
of this task is to identify perceived emotions in five
main categories (joy, sadness, fear, anger, and sur-
prise) using a multi-label classification approach
(Muhammad et al., 2025b). Although the compe-
tition addresses multiple languages, this study fo-
cuses exclusively on English. For this purpose, we
employed the pre-trained RoOBERTa model, lever-
aging its ability to capture advanced linguistic rep-
resentations and improve emotion detection in com-
plex texts. Furthermore, we implemented strate-
gies to address the class imbalance, optimizing the
model’s overall performance and maximizing its
classification accuracy. The results obtained were
competitive, as our system reached the 70th posi-
tion in the competition, achieving an acceptable
performance. However, we identified challenges
related to the representation of less frequent emo-
tions, affecting the accuracy of minority classes.
These findings highlight the importance of con-
tinuing to explore class balancing techniques and
model tuning to improve emotion detection in texts.
The repository is available via the following link:
(available after reviewing.) !

2 Background

The dataset used in this task comes from
BRIGHTER, a collection of multilingual datasets
for text-based emotion recognition that spans 28
languages. For its construction, authors collected
texts from various sources, including social me-
dia (Reddit, Twitter, YouTube, Weibo), speeches,
personal narratives, literature, and news. Depend-
ing on the language, the data were obtained from
specific platforms or manually generated by na-
tive speakers. Subsequently, the texts were curated
and annotated by experts and collaborators through
crowdsourcing platforms such as Amazon Mechan-
ical Turk and Toloka and specialized tools like La-
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belStudio and Potato. The annotation process in-
cluded assigning multiple emotion labels and the
intensity of each emotion on a scale from O to 3.

The author selected only English for this study,
with data primarily extracted from Reddit. The
dataset distribution is as follows: 2,768 instances
for training, 116 samples for development, and
2,767 records for testing. the structured each in-
stance into three primary columns: ID, text, and
emotional labels corresponding to joy, sadness, fear,
anger, and surprise. Table 1 shows the Distribution
of emotions across the dataset subsets, evidencing
an imbalance. It is worth noting that the emotion
"disgust" was excluded from the English dataset
due to its scarce representation in the collected
texts. Unlike the other emotions, there were not
enough examples labeled with "disgust", which
prevented its inclusion and analysis within this cor-
pus. In Figure 1, a representative sample of the
training set is presented, illustrating examples of
texts along with their emotional labels (Muhammad
et al., 2025a).

Id Text Anger Fear Joy Sadness Surprise

o [1] o 0

I have plenty 0
more.

01676

That's messed
up.

01903

] o o o 1]

Figure 1: Sample of the training dataset.

Emotion Training Test Development
Anger 333 322 16
Fear 1611 1544 63
Joy 674 670 31
Sadness 878 881 35
Surprise 839 799 31

Table 1: Distribution of each emotion in the training,
test, and development sets.

Emotion analysis in text has been widely stud-
ied in Natural Language Processing (NLP), us-
ing approaches ranging from rule-based methods
to advanced deep learning models. In particu-
lar, studies derived from Task 1 of SemEval-2018
have explored various strategies, highlighting Bi-
LSTM networks with deep self-attention and trans-
fer learning (Baziotis et al., 2018). Other works
integrated the NRC VAD Lexicon, Transformer,
and GRU to recognize emotions in code-mixed

conversations, using techniques such as Emotion
Flip Reasoning (EFR) and Emotion Recognition
in Conversation (ERC) on the MELD and MaSaC
datasets (Pacheco et al., 2024). Likewise, logistic
regression with syntactic dependency graphs has
been implemented to analyze emotional causality,
although with limited results that motivate the use
of more advanced models such as Transformers
(Garcia et al., 2024). Finally, feature extraction
techniques (TF-IDF, FastText, BERT) and predic-
tive models (Naive Bayes, SVM, Random Forest,
Gradient Boosting, and neural networks) have been
applied on the ISEAR dataset (Esfahani and Adda,
2024).

3 System Overview

The based the proposed system for emotion detec-
tion in texts on an architecture that combines the
pre-trained ROBERTa model with additional classi-
fication and data balancing mechanisms (Hartmann,
2022). We designed the architecture to handle the
inherent complexity of emotion classification, al-
lowing for precise differentiation of emotions such
as anger, fear, joy, sadness, and surprise. Figure 2
illustrates the system’s structure, showing the pro-
cessing flow from data input to prediction genera-
tion. To delve into the internal functioning of the
system, we described some details of its compo-
nents below.

3.1 Tokenization and Datal.oader

These phases convert preprocessed texts into a nu-
merical representation that the model can process.
We used the RoOBERTa tokenizer to split inputs into
tokens, assign indices, and apply padding and trun-
cation. Then, the EmotionDataset associates the
encodings with emotional labels. Finally, the Dat-
alLoader creates mini-batches, optimizes efficiency,
and prevents biases in training.

3.2 Model

We based the model on a pre-trained transformer
(RoBERTa), which generates contextual representa-
tions for each token in the input sequence. Before
selecting RoOBERTa, we tested other pre-trained
models during the experimentation phase, such as
BERT. However, RoBERTa performed better in the
task, partly due to its training providing specific
advantages for emotion classification in English
text. An aggregation mechanism is applied once
the tokenizer segments the text and RoBERTa pro-
duces a sequence of embeddings. In this case, the
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mechanism consists of computing the mean of the
representations generated by RoOBERTa along the
sequence dimension. It serves as a way to con-
solidate the scattered information of each token
into a single vector representing the general con-
tent of the text. We chose this technique because it
can generate stable and balanced representations,
avoid dependence on individual words, as occurs
with max pooling, and reduce computational cost
compared to more sophisticated methods such as
attention pooling.

3.3 Attention Layer

We implemented an attention layer to assign spe-
cific weights to each token. This layer takes as
input the vector representations for each token in
the text. Subsequently, it uses an aggregation mech-
anism based on averaging to consolidate these rep-
resentations, thus generating a single vector that
summarizes the most relevant information from the
entire text. Attention was indirectly implemented
through this aggregation mechanism, allowing the
model to automatically prioritize the most influen-
tial words in the final prediction. This approach
was chosen due to its numerical stability, computa-
tional simplicity, and proven effectiveness in emo-
tion classification tasks.

3.4 Classification Layer

We used a linear layer to transform the high-
dimensional vector into a five-dimensional space.
Each of these dimensions corresponds to one of
the target emotions: anger, fear, joy, sadness, and
surprise. The classification layer, which operates
on the regularized vector, produces the logits for
each emotion. These logits are subsequently in-
terpreted through the sigmoid function in the loss
computation phase (BCE With Logits Loss), trans-
forming the results into probabilities that indicate
the presence or absence of each emotion.

3.5 Class Balancing

Considering that the dataset presents an imbalanced
distribution among the target emotions (anger, fear,
joy, sadness, and surprise), a specific balancing
strategy was incorporated into the loss function
used during training. Specifically, the BCEWith-
LogitsLoss function from PyTorch was used with
the pos_weight parameter adjusted according to the
relative frequency of each emotional class in the
training set. This weight was calculated by dividing
the most frequent class by each of the other classes,
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Figure 2: Architecture system.

thus ensuring that errors made on less represented
emotions were penalized more heavily during train-
ing. This approach improved the model’s sensitiv-
ity to minority categories and led to more balanced
and accurate predictions overall. The technical im-
plementation consisted of transforming these calcu-
lated weights into a tensor (class_weights_tensor),
which was directly integrated into the loss func-
tion as a parameter during the model optimization
process.

4 Experimental Setup

We designed the experimental configuration to en-
sure a robust and generalizable emotion detection
model. The dataset was initially divided into train-
ing and testing sets, assigning 80% for training and
the remaining 20% for testing. The original dataset
consisted of 2,768 instances in English, which we
considered insufficient to capture the complexity
of emotional phenomena fully. To address this lim-
itation, we incorporated 7,597 instances from Ger-
man and Brazilian Portuguese datasets. We trans-
lated the instances into English using the DeepL
Pro API (version v2), which based the learning
on the Linguee service, an extensive database of
phrases and text fragments translated by humans
(DeepL, 2025). Thanks to this data source, the
API achieves high accuracy in translations. This
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strategy enriched the training set and improved the
model’s generalization ability across various struc-
tures and linguistic contexts. Moreover, the dataset
expansion through high-quality translation not only
increased data diversity but also contributed to
a significant improvement in the model’s perfor-
mance, particularly in detecting underrepresented
emotions. With the dataset duly expanded, a rigor-
ous preprocessing procedure was applied to ensure
the uniformity and quality of the textual informa-
tion.

4.1 Preprocessing

This stage begins with the normalization and clean-
ing the text, which is fundamental to ensuring the
uniformity of the corpus. First, Unicode normaliza-
tion is applied, converting all characters to canon-
ical forms and eliminating discrepancies due to
different encodings and formats. This step is cru-
cial for correctly handling accented characters and
special symbols. Then, regular expressions are em-
ployed to remove undesired patterns, such as digits,
redundant punctuation, and special characters that
do not contribute semantic meaning. Additionally,
we transformed all text to lowercase, ensuring we
treated identical words in different formats uni-
formly, which reduces variability and noise in the
data.

Once we completed the initial cleaning, we
implemented a more advanced transformation
pipeline, which included replacing specific text
elements. We replaced URLs, mentions, and hash-
tags with generic tokens ([URL], [MENTION],
and [HASTAG], respectively), which helps to pre-
serve the semantic structure without overloading
the model with unnecessary details. Moreover,
emojis are identified and tagged by inserting a
marker ([EMOJI]), allowing us to control the emo-
tional information implicit in these symbols. Fi-
nally, this preprocessing chain is integrated in an
automated fashion, ensuring that each corpus in-
stance goes through the same cleaning and transfor-
mation steps before tokenization with the Roberta-
Tokenizer. This standardization is essential for gen-
erating consistent and robust representations that
facilitate learning and subsequent classification in
the emotion detection model. This preprocessing
strategy significantly contributed to improving the
model’s performance. These results clearly demon-
strate that the implemented techniques have a direct
and positive impact on the overall accuracy of the
model and enhance its ability to correctly identify

emotions in complex texts.

4.2 Pipeline Configuration and
Hyperparameter Tuning

In this stage, we integrated preprocessing processes
into a unified pipeline that prepares each input for
the model. Initially, we performed tokenization
using RobertaTokenizer from Hugging Face. We
split the text into minimal units (tokens), which
we converted into indices according to the model’s
predefined vocabulary. We set a maximum limit
of 400 tokens per instance, ensuring the capture of
relevant semantic information without introducing
redundancies or excessive noise. Manual hyperpa-
rameter tuning was conducted during training to
optimize the model’s performance. Different learn-
ing rates (2e — 5, 3e — 5, 4e — 5) were experimented
with, as well as various batch sizes [8,16,32] and
numbers of epochs (initially 10, then 50 and 100).
After evaluating the performance of each configu-
ration, we selected the values that provided the best
performance: a learning rate of 2e — 5, a batch size
of 8, and a total of 100 epochs. Combined with a
weight decay of 0.01 and rigorous preprocessing,
we made these adjustments to optimize the quality
of the information provided to the model, facilitat-
ing its convergence during the training phase.

4.3 Evaluation and Performance Metrics

We evaluated the system using standardized metrics
for comprehensive performance quantification. We
employed accuracy, precision, recall, and F1-score
measures, calculated as both micro and macro av-
erages, providing a detailed view of the model’s
ability to identify each target emotion correctly.

These configurations have enabled the develop-
ment of a robust and replicable emotion detection
system, in which each stage, from the expansion
and preprocessing of the corpus to the fine-tuning
of the model, contributes significantly to improving
the generalization and precision of the classifica-
tion.

5 Results

In the results obtained in the different evaluation
phases, as shown in Tables 3, 4, and 5 in the de-
velopment and test sets, during training, the model
showed a progressive improvement, reaching a mi-
cro precision of 0.9958 and a micro Fl-score of
0.9917 in the last epoch. However, the average
over all epochs (precision of 0.8694 and loss of
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Text Gold label Prediction label
Anger Fear Joy Sadness Surprise Anger Fear Joy Sadness Surprise
I slammed my 1 1 0 0 1 1 0 0 0
fist  against
the door and
yelled, Open
up!
My heart 0 1 0 1 0 1 0 0 0
dropped and
I just replied
“No.
Man, I can’t 0 1 1 0 0 0 0 0 1
believe it
Table 2: Model error analysis
Metric Development  Test Metric Anger Fear Joy Sadness Surprise
Macro F1 0.6577 0.6266 F1 0.495 0.787 0.63240.572  0.645
Micro F1 0.6571 0.6787

Table 3: Metrics obtained for the development and test
sets.

Metric Anger Fear Joy Sadness Surprise
Fl1 0.720 0.676 0.626 0.738  0.526

Table 4: Model performance on the development set

0.0962) indicates variability, suggesting the need
for balancing. In the development set, the perfor-
mance was lower (macro F1: 0.6577, micro F1:
0.6571), with differences among emotions, high-
lighting good performance in “Sadness” (0.7385)
and lower in “Surprise” (0.5263). In the test set,
the metrics were similar (macro F1: 0.6266, mi-
cro F1: 0.6787), with “Fear” obtaining the highest
score (0.7874) and “Anger” the lowest (0.4950),
suggesting difficulties in certain emotions due to
data distribution.

The error analysis reveals that the model strug-
gles to identify surprise, sadness, and fear accu-
rately. False positives in surprise suggest that the
model confuses emphatic expressions, even when
they convey fear or disbelief. Similarly, false neg-
atives in sadness indicate that the model does not
adequately capture the emotional subtext when we
use metaphors or figurative expressions without ex-
plicit terms like "sad" or "devastated." Additionally,
the model has issues with ambiguous phrases where
the emotion depends on the context, leading to
omissions in detecting fear and joy. Table 2 shows

Table 5: Model performance on the test set

that the model tends to confuse similar emotions
in context, such as fear and surprise in disbelief or
sadness and fear in distressing scenarios. Although
the model performs better in classifying joy and
anger, we also observed that it still makes errors,
suggesting that it struggles to correctly interpret
emotional language when it depends on contextual
nuances or idiomatic expressions.

6 Conclusion

Automatic Emotion Classification in Text Analysis
has applications in social networks, digital plat-
forms, the business sector, and education. Given
its relevance, it is essential to improve the accuracy
and robustness of the models, ensuring their adapt-
ability to multiple languages and domains. The
proposed system has demonstrated effectiveness
in detecting complex emotional nuances, achiev-
ing solid results in various categories. However,
challenges persist in the identification of minority
emotions such as anger and surprise. To address
them, it was proposed to implement advanced class
balancing strategies and automatic hyperparame-
ter tuning techniques. Future work will consider
search methods to optimize hyperparameters in
several pretrained models and will explore hybrid
approaches that integrate complementary architec-
tures.
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