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Abstract

This paper presents the approach we employed
in SemEval-2025 Task 11: “Bridging the Gap
in Text-Based Emotion Detection.” The core
objective of this shared task is emotion percep-
tion, focusing on determining the emotion the
speaker is likely expressing when uttering a sen-
tence or short text fragment, as perceived by the
majority. In this task, we applied a prompt opti-
mization strategy based on in-context learning,
combined with data augmentation and ensem-
ble voting techniques, to significantly enhance
the model’s performance. Through these opti-
mizations, the model demonstrated improved
accuracy and stability in emotion detection. Ul-
timately, in both Track A (Multi-label Emotion
Detection) and Track B (Emotion Intensity Pre-
diction), our approach achieved top-3 rankings
across multiple languages, showcasing the ef-
fectiveness and cross-lingual adaptability of our
method.

1 Introduction

Emotion recognition is one of the core tasks in the
field of Natural Language Processing (NLP), aim-
ing to identify and understand human emotional
states from texts, dialogues, and other forms of
data. With the rapid growth of data sources such
as social media, online reviews, and customer feed-
back, sentiment analysis has become an indispens-
able tool across various industries, particularly in
fields such as marketing, brand monitoring, public
opinion analysis, and mental health(Saffar et al.,
2023; Mohammad et al., 2018). Despite significant
progress in sentiment classification and prediction
tasks(Dadebayev et al., 2022; Zhang et al., 2024;
Liu et al., 2024), the subjective and complex na-
ture of emotions makes emotional expression more
challenging due to factors such as individual dif-
ferences, cultural background, and context. For
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instance, people may have vastly different emo-
tional reactions to the same event, necessitating that
sentiment recognition systems possess enhanced
adaptability and flexibility to handle the complex
and varied expressions of emotions across diverse
contexts.

To address these challenges and bridge existing
gaps, SemEval-2025 Task 11: Bridging the Gap in
Text-Based Emotion Detection introduces a large-
scale emotion recognition dataset covering mul-
tiple languages(Muhammad et al., 2025a; Belay
et al., 2025), aimed at advancing emotion detection
technologies. This task consists of three sub-tasks:
Track A, Multi-label Emotion Detection; Track
B, Emotion Intensity; and Track C, Cross-lingual
Emotion Detection(Muhammad et al., 2025b). It
presents new challenges and opportunities for re-
searchers in the field of emotion recognition, par-
ticularly in handling cross-lingual and multi-label
sentiment tasks.

In this paper, we employed a prompt optimiza-
tion strategy based on in-context learning, com-
bined with data augmentation and ensemble voting
techniques, to significantly enhance the model’s
performance. Specifically, we dynamically ad-
justed the prompt designs to help the model better
understand and capture the subtle nuances of emo-
tional expressions. The data augmentation tech-
niques expanded the training set by generating syn-
thetic data, particularly for categories with fewer
emotion intensity samples, effectively addressing
the data imbalance issue. Furthermore, the ensem-
ble voting strategy, which combining predictions
from multiple models, further improved the accu-
racy and stability of emotion detection.

During the testing phase, we selected the opti-
mal model combination based on the results from
the validation set for submission. Our approach
achieved second place for Chinese in Track A, sec-
ond place for Chinese, and third place for English
in Track B.
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2 Relate Work

2.1 In-context Learning

In-context Learning (ICL) is an emerging machine
learning paradigm that enables models to learn and
infer without explicit training, by leveraging con-
textual information(Rubin et al., 2022; Dong et al.,
2022). The core of ICL lies in the model’s ability to
dynamically adapt to the given context, analyzing
examples or instructions within it to generate ap-
propriate outputs(Giray, 2023; Marvin et al., 2023).
This learning approach has shown great potential in
the field of Natural Language Processing (NLP), es-
pecially in few-shot learning scenarios, where mod-
els can understand task patterns through a small
number of examples(Li et al., 2024). The work-
ing principle of ICL can be broken down into two
parts: the learning algorithm computes a task vec-
tor from the context, and then the task vector is
used to modulate the model to generate outputs.

2.2 Prompt Engineering

Prompt Engineering refers to the process of design-
ing and optimizing text prompts that are fed into
large language models (LLMs)(Sahoo et al., 2024;
Wang et al., 2024; He et al., 2024). By carefully
crafting prompts with clear instructions, relevant
context, specific examples, and accurate inputs,
it guides LLMs to generate high-quality outputs
that meet expectations. Prompt Engineering has
a wide range of applications in text generation,
data augmentation, and question-answering sys-
tems, significantly enhancing the performance and
practicality of models across diverse application
scenarios(Chen et al., 2024; Shao and Li, 2025).

2.3 Data Augmentation

Data Augmentation is the process of generating
new training data to expand the dataset, thereby im-
proving the generalization performance of models.
In the field of natural language processing, tradi-
tional data augmentation methods often rely on
techniques such as synonym substitution, sentence
reconstruction, and context insertion(Hedderich
et al., 2021; Feng et al., 2021; Liu et al., 2023).
However, these methods are limited by the un-
derstanding of language, leading to lower-quality
synthetic data. With the widespread use of large
language models (LLMs), data augmentation tech-
niques have undergone significant advancements.
Leveraging the few-shot learning capabilities of
LLMs, large amounts of synthetic data can be gen-

erated for low-resource tasks(Chintagunta et al.,
2021; Møller et al.; Li, 2022), and utilizing the
language understanding abilities of LLMs, vast
amounts of unlabeled data can be annotated for
cross-lingual tasks(Zhang et al., 2023; Meoni et al.,
2023).

2.4 Supervised Fine-tuning
Supervised Fine-Tuning (SFT)(Wei et al.) is the
process of further training a pre-trained model us-
ing a labeled dataset for a specific task. By guid-
ing the model to make predictions and inferences
based on labeled data, the model’s weights are ad-
justed to match the data distribution of the spe-
cific task(Honovich et al., 2023). SFT can signif-
icantly improve the model’s performance on par-
ticular tasks but requires high-quality labeled data
and sufficient computational resources(Liu et al.,
2022).

3 Methods

- Profile: You are an expert in sentiment analysis with extensive
experience in identifying and categorizing emotions embedded in text.
- Goals: To accurately identify and classify emotions contained in the
text. The candidate list of emotions is [anger, fear, joy, sadness,
surprise].
- Workflow:
  1. Read and comprehend the given text.
  2. Detect the emotions present in the text; if no specified emotion is
detected, output "no emotions".
  3. Return the prediction in the format provided in the examples.
- Examples:
  - Example 1: Input: "But not very happy." Output: joy,sadness
  - Example 2: Input: "Still had sex with her, though." Output:joy
  - Example 3: Input: "I still cannot explain this." Output: fear,surprise
- Input:
  [input_text]
- Output:

Figure 1: Prompt example for multi-label emotion de-
tection

3.1 Track A: Multi-label Emotion Detection
In the multi-label emotion detection task, we pro-
pose a method that combines prompt design, data
augmentation, and model fine-tuning with ensem-
ble voting to enhance model performance.

Prompt Design: As shown in Figure 1, to guide
the model in understanding the task and improving
sentiment detection accuracy, we design diversified
prompts and, based on In-context learning, provide
rich example data within the prompts to help the
model capture more contextual information. Dur-
ing the optimization process, we employ a dynamic
prompt optimization procedure. Specifically, we
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test various prompt designs, including variations in
prompt construction, changes in the examples, and
emphasis on specific emotions. These prompts are
iteratively adjusted based on the model’s feedback.
For instance, if the model encounters difficulty in
detecting subtle emotional nuances, we optimize
the prompts by incorporating stronger emotional
cues or context that helps clarify the sentiment. In
selecting examples, we also compare the impact
of different example selection methods on the final
results. Through this iterative process, we ensure
that the model receives the most effective prompts,
thereby enhancing sentiment detection accuracy.

Data Augmentation: We first leveraged a large
language model (LLM) to create synthetic data
that aligns with the emotional characteristics of
the original training set. The objective was to en-
hance data diversity while maintaining label consis-
tency, ensuring no biased samples were introduced.
Subsequently, we initialized a pre-trained model
using the original training set and filtered the syn-
thetic data based on the model’s predictions. Only
samples with labels matching the original dataset
were retained, ensuring that the augmented data
preserved accurate emotion classifications without
introducing noise.

Model Fine-Tuning and Ensemble Voting:
During the model fine-tuning phase, we further
fine-tune the model using both the augmented data
and the original training set. Finally, we employ
an ensemble voting strategy to combine the predic-
tions of multiple models, thereby achieving more
stable and accurate sentiment classification results.

3.2 Track B: Emotion Intensity
In the emotion intensity task, we focus on a multi-
class classification approach for each emotion. Our
method involves predicting the intensity of a single
emotion at a time, avoiding the interference of mul-
tiple emotions, and improving accuracy. We em-
ploy a carefully designed prompt system to guide
the model’s understanding and classification of
emotion intensity, supplemented by data augmen-
tation techniques to balance underrepresented cat-
egories. Finally, we employ the same ensemble
voting strategy as in Track A to combine predic-
tions from multiple models, further improving the
stability and accuracy of the emotion intensity clas-
sification.

Prompt Design: To enhance the model’s un-
derstanding of the task and improve the accuracy
of sentiment intensity detection, we designed di-

- Profile: You are an expert in emotion intensity analysis with extensive
experience in evaluating the strength of emotions in text.  
- Goals: Your task is to predict the intensity level of a specific perceived
emotion within the given text.  
  - Intensity levels are classified as follows:  
    - 0: No emotion  
    - 1: Low degree of emotion  
    - 2: Moderate degree of emotion  
    - 3: High degree of emotion  
- Workflow:  
  1. Carefully read the input text to understand its content and context.  
  2. Focus on the specified perceived emotion from the input.  
  3. Determine the intensity level of the emotion based on the text.  
  4. If the emotion is absent, assign an intensity level of 0.  
  5. Return the prediction in the specified format.  
- Examples:  
  - Example 1:  
    Input: Text: Colorado, middle of nowhere. | Perceived Emotion: anger  
    Output: anger:0  
  - Example 2:  
    Input: Text: You know what happens when I get one of these stupid ideas
in my head. | Perceived Emotion: anger  
    Output: anger:1  
  - Example 3:  
    Input: Text: And then we have the ultimately retarded `` Spanish Lesson ''
( which I kind of like because it's so entertainingly bad ) and `` Incredible, ''
which just flat-out gets on my nerves. | Perceived Emotion: anger  
    Output: anger:2  
  - Example 4:  
    Input: Text: I got lie after lie. | Perceived Emotion: anger  
    Output: anger:3  
- Input:  
  Text: [input text] | Perceived Emotion: anger  
- Output:  

Figure 2: Prompt example for emotion intensity

verse prompts based on contextual learning. As
shown in Figure 2, each prompt is designed to
predict the intensity level of a specific perceived
emotion in a given text. The intensity levels are
categorized as follows: 0 (No emotion), 1 (Low
intensity), 2 (Moderate intensity), and 3 (High in-
tensity). The prompts were carefully structured
to guide the model in identifying the intensity of
a given emotion by considering both the content
and context of the text. The model is instructed to
first read and comprehend the input text, then focus
on the specified emotion, and finally determine its
intensity level.

We also ensure the diversity of examples in-
cluded in the prompts by incorporating various
sentence structures, vocabulary choices, and emo-
tional expressions to represent different intensity
levels of emotions. This provides the model with
a diverse set of examples, enabling it to adapt to
different emotional expressions and contexts. For
instance, when the perceived emotion is anger, the
examples range from mild irritation (level 1) to
intense rage (level 3). Through this approach, the
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model learns the subtle distinctions between emo-
tional intensities and becomes more proficient in
predicting them accurately.

Task Formulation: We innovatively reformu-
lated the task as a multi-class classification prob-
lem, where the model predicts the intensity level
of a single emotion at a time. This approach en-
sures that the model focuses on one emotional in-
tensity per prediction, minimizing potential inter-
ference from simultaneously processing multiple
emotions. By simplifying the task in this manner,
the model can concentrate on a single emotion and
make more precise intensity assessments. For each
input, the model determines the intensity of the
specified emotion, categorizing it into one of four
predefined intensity levels.

Data Augmentation: To address the challenge
of data imbalance, particularly in cases where cer-
tain emotion intensity categories have fewer sam-
ples, we employed data augmentation techniques.
Although we initially explored the use of a large
language model (LLM) to generate synthetic data
to expand the training set, the performance of the
LLM-generated data on this task was relatively sub-
optimal. As a result, we adopted a more effective
over-sampling strategy to supplement the under-
represented categories. This approach allowed the
model to be exposed to a greater number of ex-
amples from the less-represented emotion inten-
sity categories during training, thus improving the
model’s generalization ability and the accuracy of
emotion intensity classification for these categories.
By appropriately resampling the samples, we not
only increased the number of instances in the un-
derrepresented categories but also ensured the di-
versity and balance of the training set across dif-
ferent emotion intensity levels. This enhanced the
model’s robustness and accuracy in predicting emo-
tion intensity, ensuring more reliable and stable
performance across all intensity categories.

4 Experiment

In our experiments, we selected Qwen2.5-72B-
Instruct(Yang et al., 2024) as the base model and
fine-tuned it using LoRA methodology. The batch
size was set to 32, the learning rate was set to 1.0e-
4, and the model was trained for a total of 5 epochs.

4.1 Track A: Multi-label Emotion Detection

The experimental results on the Track A develop-
ment set are shown in Table 1. The term “+Fine-

Method English Chinese

Base Model 0.6090 0.4826
+ Finetuning 0.8120 0.6892
+ Data Augmentation 0.8164 0.6958
+ Voted 0.8473 0.7412

Table 1: Our dev set results on the track a.(Only use
Chinese and English data for solution exploration.)

tuning” refers to the fine-tuning of the base model
using In-context Learning strategy, “+Data Aug-
mentatio” indicates the incorporation of LLM-
generated synthetic data during training to enhance
data diversity, and “+Vote” denotes the use of an en-
semble voting strategy during inference to combine
predictions from multiple models. The experimen-
tal results demonstrate that the base model achieved
a score of 0.6090 for English and 0.4826 for Chi-
nese. After applying fine-tuning , the model’s
performance improved significantly, with scores
of 0.8120 for English and 0.6892 for Chinese.
Further, by introducing data augmentation , the
scores for English and Chinese increased to 0.8164
and 0.6958, respectively, showing that the syn-
thetic data generated by LLM notably enhanced
the model’s generalization ability. Finally, employ-
ing the ensemble voting strategy further improved
the model’s performance in both languages, with
final scores of 0.8473 for English and 0.7412 for
Chinese. We observed that fine-tuning and the en-
semble voting strategy significantly improved the
model’s performance on the validation set. Addi-
tionally, we noticed that the performance across
different emotion categories varied substantially
across different step models, which could be at-
tributed to the influence of the data quantity and
label distribution in the validation set.

Code Language Score Rank

chn Chinese 0.6817 2
eng English 0.8064 4

Table 2: Our test set results on the track a. (Only the top
5 results are displayed.)

The experimental results on the Track A test set
are shown in Table 2. Testing on both the Chinese
and English datasets, our model demonstrated a
certain level of performance in emotion detection.
Specifically, the model achieved a score of 0.6817
on the Chinese dataset, ranking 2rd, indicating the
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model’s effectiveness in handling emotion detec-
tion for Chinese. For the English dataset, the score
was 0.8064, ranking 4th. Although it did not place
in the top three, the model still exhibited strong
emotion detection capabilities.

4.2 Track B: Emotion Intensity

Method English Chinese

Base Model 0.6493 0.5290
+ Finetuning 0.8384 0.7668
+ Data Augmentation 0.8466 0.7704
+ Voted 0.8593 0.7833

Table 3: Our dev set results on the track b. (Only use
Chinese and English data for solution exploration.)

The experimental results on the Track B devel-
opment set are shown in Table 3. Compared to the
results in Table 1, the “+Data Augmentation” here
refers to the use of oversampling for data augmenta-
tion. The experimental results indicate that the base
model achieved scores of 0.6493 for English and
0.5290 for Chinese. After fine-tuning the model
with a carefully designed prompt and contextual
learning strategy, the scores improved to 0.8384
for English and 0.7668 for Chinese. By applying
the oversampling strategy to augment the training
data, the scores increased to 0.8466 for English and
0.7704 for Chinese. Finally, using the ensemble
voting strategy, the scores reached 0.8593 for En-
glish and 0.7833 for Chinese, achieving relative
improvements of 32.34% and 48.07%, respectively,
compared to the base model.

Code Language Score Rank

chn Chinese 0.7077 2
eng English 0.8321 3
deu German 0.7425 2
esp Spanish 0.7861 4
ptbr Portuguese 0.6896 2
ron Romanian 0.7044 4
rus Russian 0.9185 2

Table 4: Our test set results on the track b. (Only the
top 5 results are displayed.)

At the final submission stage, we used the model
that performed best on the validation set for pre-
diction and ensemble voting. The experimental
results are shown in Table 4. The model achieved
a score of 0.7707 for the Chinese dataset, ranking

2nd, and a score of 0.8321 for the English dataset,
ranking 3th. Due to time and resource constraints,
for other languages, we only fine-tuned the model
using carefully designed prompts, without applying
data augmentation or ensemble voting strategies.
Nevertheless, we still achieved top 5 rankings in
five additional languages, further validating the ef-
fectiveness and generalizability of our approach.
This demonstrates that, through carefully designed
prompts and fine-tuning strategies, our method not
only performs well in English and Chinese, but also
adapts to other languages, showcasing strong cross-
lingual generalization ability. In the future, with
further investment in resources and optimization of
strategies, the model’s performance is expected to
improve even further across more languages.

5 Conclusion

In this study, we have proposed an effective ap-
proach for emotion intensity prediction and multi-
label emotion detection. By leveraging techniques
such as carefully designed prompts, data augmen-
tation through LLM-generated synthetic data, and
dynamic optimization, we significantly improved
model performance. The introduction of ensemble
voting further stabilized and enhanced the model’s
classification accuracy. The experimental results
on both Track A and Track B validate the effec-
tiveness of our method, demonstrating its strong
performance in both English and Chinese, and its
generalizability to other languages. Future work
could focus on extending the application to more
languages, refining the model’s ability to handle
nuanced emotional expressions, and improving the
scalability of the data augmentation strategies.

Limitations

While our approach achieved strong performance
in English and Chinese, its effectiveness in other
languages was limited due to time and resource con-
straints. These languages only underwent prompt
fine-tuning without data augmentation or ensemble
voting, leading to suboptimal results and highlight-
ing the need for further optimization. Additionally,
although LLM-generated synthetic data improved
performance, its varying quality may have affected
generalization. Future work should focus on refin-
ing data quality control and developing more ro-
bust language-specific strategies to enhance cross-
lingual adaptability.
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