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Abstract

Bridging the gap in text-based emotion detec-
tion has received significant attention due to the
diverse ways in which emotions are explicitly
conveyed in written text. Digital communica-
tion platforms often present complex emotional
expressions which are a challenge to conven-
tional analysis methods. This paper presents a
two-track approach to address these challenges
in English: Track 1 (Multi-label Emotion De-
tection) and Track 2 (Emotion Intensity) are de-
scribed. The method primarily revolves around
sophisticated textual mining techniques and
fine-tuning transformer-based language mod-
els to generate powerful semantic features. A
multi-label classification approach is applied
on Track 1 for capturing common emotional
states, and regression models are used on Track
2 to estimate emotion strengths. The developed
system achieved competitive rankings of 31 and
17 in both tracks, highlighting the promise of
the approaches used to improve the precision
and robustness of text-based emotion detection.

1 Introduction

Text-based emotion recognition has become one
of the core elements of contemporary natural lan-
guage processing, which has changed the way we
perceive and use digital communication. Today’s
social media and instant messaging culture often
allows people to communicate their nuanced, of-
ten unacknowledged, emotional states through the
written word. This rich tapestry of affective expres-
sion not only influences personal interactions but
also drives applications in customer service, men-
tal health monitoring, and social analytics. Never-
theless, conventional sentiment analysis methods
usually lack the depth of human emotion spectrum
and nuances.

Track 1 is concerned with Multi-label Emotion
Detection and Track 2 is concerned with Emotion
Intensity estimation.

Track 1 promotes the creation of models able to
detect shared emotional states in a text, accommo-
dating the complex dimension of human affect. Si-
multaneously, Track 2 asks the researchers to mea-
sure the fine nuances in the intensity of emotion,
beyond dichotomizing between emotion intensities,
to provide a more nuanced description of affective
expression. Taken together, these tasks strive for
the current state-of-the-art by encouraging novel
solutions that can cope with the complexity and
richness of real-world textual emotions.

This paper is structured as follows: Section 2 sur-
veys the relevant related works in textual emotion
detection and sentiment analysis, discussing both
historical trends and recent progress. Section 3
gives a detailed explanation/ task description such
as the dataset and the evaluation metrics. Section 4
consists of the adopted methodology, highlighting
the preprocessing techniques, model architectures,
and training procedures. Section 5 presents the
experimental results along with a comparative anal-
ysis of the approaches used. Section 6 discusses
the error analysis, to identify potential areas for
improvement. Finally, Section 7, the conclusion
section, contains a summary of key findings and
insights into future research directions.

By addressing these challenges, the gap between
conventional sentiment analysis methods and the
complex, multidimensional nature of human emo-
tion is bridged. Through advanced textual analysis
and innovative modeling techniques, the aim is to
enhance the reliability and depth of emotion de-
tection systems, ultimately contributing to more
empathetic and effective digital communication
platforms. The code for the tasks is available on
GitHub at this repository.

2 Related Work

Emotion analysis on textual data has been exten-
sively researched in Natural Language Processing
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(NLP) with applications from multi-label emotion
classification to intensity regression of emotions.
Conventional methods were based on lexicon-
based approaches, in which words were assigned
to pre-defined emotional categories in terms of re-
sources like the NRC Emotion Lexicon (Moham-
mad and Turney, 2013). While these approaches
provided useful insights, they lacked contextual un-
derstanding and struggled with complex linguistic
patterns.

Multi-label emotion classification is to assign
multiple emotion labels to a text. Early ML-
based approaches have been applied to TF-IDF
and n-gram features with Support Vector Machines
(SVMs) and Random Forests (Strapparava and
Mihalcea, 2008), respectively. Nevertheless, the
traditional methods have been surpassed by deep
learning methods like Long Short-Time Memory
(LSTM) networks and Convolutional Neural Net-
works (CNNs) (Felbo et al., 2017). The introduc-
tion of the transformers, especially BERT (De-
vlin et al., 2019) and Roberta (Liu et al., 2019),
has improved multi-label classification consider-
ably by exploiting the contextual embeddings. Re-
cent works have optimized thresholding techniques,
such as adaptive thresholding (Pérez-Rosas et al.,
2020) and focal loss, to handle label imbalances in
multi-label classification.

Emotion intensity prediction (i.e., how much of
an emotional expression is there in a given text)
has been addressed from both lexicon-based and
deep-learning points of view. Early works relied on
affective lexicons such as the NRC Affect Intensity
Lexicon (Mohammad, 2018) to assign predefined
intensity scores. Nevertheless, those approaches
could not learn the dynamic emotion expression in
real-world text. Recurrent neural networks (RNNs)
and BiLSTMs have been applied to model sequen-
tial dependencies in text, improving intensity pre-
diction (Baziotis et al., 2018). Transformer-based
architectures (e.g., BERT, Roberta) have also sig-
nificantly helped this domain by training models to
perform regression by tuning the model parameters
for regression tasks using loss functions such as
Mean Squared Error (MSE) or Huber Loss (Goel
et al., 2021).

In this paper, we focus both on the multi-label
emotion classification and the emotion intensity
regression, both using transformer-based models.
The classification problem is approached as a multi-
label problem, using Binary Cross-Entropy with
Logits (BCEWithLogitsLoss) and threshold-tuning

methods to enhance emotion detection. In the re-
gression task, the model is trained to predict the
intensity of emotion by MSE loss, with the goal
of optimal fine-grained emotion strength detection.
By integrating recent advancements in transform-
ers and loss function optimization, this work aims
to enhance both the classification and regression
aspects of emotion analysis in textual data.

3 Task Description

We focus on two related yet distinct tasks aimed
at analyzing the emotional content in text: Multi-
label Emotion Detection and Emotion Intensity Pre-
diction. Both tasks contribute to a deeper under-
standing of affective computing, particularly in the
context of social media, dialogues, and opinionated
text. The dataset is due to the efforts of (Muham-
mad et al., 2025) and (Belay et al., 2025).

3.1 Track A: Multi-label Emotion Detection
The goal of this task is to classify a given text snip-
pet into multiple perceived emotions. Specifically,
for a given text, we determine whether each of
the following six emotions applies: joy, sadness,
fear, anger, surprise, or disgust. Since emotions are
not mutually exclusive, a text may exhibit multiple
emotions simultaneously. The model outputs a bi-
nary decision for each emotion: 1 if the emotion is
present, 0 otherwise.

3.2 Track B: Emotion Intensity Prediction
This task extends the analysis by predicting the in-
tensity of a given emotion in a target text. Given
a text and a specified target emotion (one of joy,
sadness, fear, anger, surprise, or disgust), the model
predicts the emotion’s intensity on a four-point or-
dinal scale: 0 (no emotion), 1 (low intensity), 2
(moderate intensity), and 3 (high intensity).

4 Methodology

This paper aims at two fundamental tasks of emo-
tion analysis: emotion classification with multiple
labels and regression of emotion intensity. We
adopt transformer-based models, i.e., fine-tuned
BERT and RoBERTa models, to better solve both
tasks. The methodology is composed of data pre-
processing, model structure, training approach, and
evaluation metrics.

4.1 Data Preprocessing
The dataset is preprocessed by removing special
characters, URLs and redundant whitespaces. By
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keeping stopwords to maintain the context integrity,
the Byte-Pair Encoding (BPE) tokenizer is applied
for tokenization. For multi-label classification, la-
bels are one-hot encoded to enable discrete prob-
ability assignment to each emotion. On the other
hand, for regression, the intensities of the emo-
tion are normalized in the range of [0,1] so that
they scale consistently and train stably (Moham-
mad, 2018). In addition, to address data sparsity,
lowercasing and lemmatization are used as text nor-
malization techniques and padding is performed to
a fixed size so that the batches are uniform.

4.2 Model Architecture
In the field of multi-label classification, we adopt a
pre-trained transformer model (RoBERTa) which
utilizes multiple self-attention layers and can cap-
ture the inherent contextual dependencies within
the whole textual information. The transformer
encoder is applied to the input text that has been
tokenized by Byte-Pair Encoding (BPE). The out-
put from the last hidden layer is fed into a fully
connected dense layer and each neuron represents
an emotion label. As an instance may have sev-
eral emotions at the same time, sigmoid activa-
tion is applied to each of the output neurons sep-
arately to produce probability scores for each of
the labels. A threshold (e.g., 0.5) is applied to
classify whether an emotion exists. Binary Cross-
Entropy with Logits Loss (BCEWithLogitsLoss) is
employed for training as it aims to optimize predic-
tions for each emotion category rather than assume
mutual exclusivity.

For emotion intensity regression, the same archi-
tecture based on RoBERTa is employed as a feature
extractor but instead of having a dense layer with
multiple outputs and sigmoid activation, we make
the last layer consist of a single neuron for each
emotion class with linear activation. This setup
allows the model to predict continuous intensity
values rather than categorical labels. To minimize
errors in continuous predictions, the Mean Squared
Error (MSE) loss function is used, as it penalizes
large deviations and ensures smoother optimiza-
tion (Goel et al., 2021). Additionally, we introduce
a dropout layer before the final output to reduce
overfitting by randomly deactivating neurons dur-
ing training, improving the model’s generalization
ability. We use a single model with five neurons
in the final layer, where each neuron corresponds
to one emotion, enabling the classification of all
emotion classes.

In both tasks, the last transformer layer’s hidden
states are first passed through a pooling mechanism
(CLS token embedding or mean pooling) before
being input to the final output layer. This is done
to ensure that the most important features are ex-
tracted and used effectively. Layer normalization
and weight decay regularization are also used to
stabilize training and avoid overfitting.

4.3 Training Strategy
Fine-tuning is performed with the AdamW opti-
mizer and a learning rate of 2e-5, and a linear
scheduler with warm-up stages to avoid extreme
weight changes in the early training stages. In the
case of classification, threshold tuning after train-
ing is applied to refine decision boundaries in order
to solve the multi-label assignment (Pérez-Rosas
et al., 2020). Models are trained using batch sizes
of 16 and 32 for classification and regression, re-
spectively, in an attempt to maximize GPU memory
use.

For multi-label classification, the sigmoid-
activated logits are thresholded at an evolving value,
learned from validation set analysis, to achieve the
best performance trade-off in terms of precision-
recall. Training is carried out for 10-15 epochs
with early stopping using a validation loss based
criterion to prevent overfitting. To regularize up-
dates and improve convergence, in particular for
very large batch training, the gradient accumulation
method is employed.

In emotion intensity regression, The RoBERTa
model is fine-grainedly trained using the MSE loss
function. The dropout probability is fixed to 0.1 to
further regularize learning and prevent overfitting.
The dynamic learning rate scheduler is adaptive
to provide the convergence. Model checkpoints
are saved at the highest validation performance,
guaranteeing that the final evaluation be performed
on the most optimized state.

4.4 Evaluation Metrics
For classification (Track A), evaluation is con-
ducted using F1-Score to assess label co-
occurrence and retrieval effectiveness. We achieved
a macro F1-score of 0.75. In the regression task
(Track B), Pearson correlation is employed to mea-
sure the strength of linear associations (Strappar-
ava and Mihalcea, 2008). In the second track we
achieved a Pearson correlation of 0.75. The de-
tailed results for Track A, and Track B are shown
in Figure 1 and Figure 2 respectively.
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Figure 1: F1-Score for track-A

Figure 2: Pearson correlation for track-B

5 Error Analysis and Results

In Track A, emotion classification with a multi-
class classification method, the model obtained a
Macro F1 of 0.75. While this reflects a good overall
performance, scores across emotions significantly
differ. The best-performing class was Fear (F1 =
0.8365), while the worst was Anger (F1 = 0.6625).
This discrepancy indicates that the model has trou-
ble separating Anger from other emotions, perhaps
due to similar linguistic patterns with emotions like
sadness or frustration. The class imbalance could
also have affected the performance of some emo-
tions. The Micro F1 score of 0.7749 reflects that
the model performed better in classifying instances
that occur frequently but struggled with less fre-
quent or ambiguous emotional expressions.

For Track B, a multi-label regression task for
emotion intensity prediction, the model achieved
an average Pearson correlation of 0.7508, indicat-
ing a strong relationship between predicted and
actual emotion intensities. However, the correla-
tion varied across emotions, with Sadness (0.7868)
and Joy (0.7815) being predicted more accurately
than Surprise (0.6959). The lower correlation for
Surprise suggests that the model found it challeng-
ing to predict its intensity, likely because of the
subtlety of this emotion and context dependence.
Another possible source of inaccuracy is the oc-
currence of co-occurring emotions within the text,
which would give rise to underestimation or overes-
timation of certain intensities. One could make fur-
ther enhancements by using more emotion-specific

contextual embeddings or treating ambiguous in-
stances better using contrastive learning mecha-
nisms.

6 Conclusion

Track A and Track B results demonstrate strong
performance in classification and regression tasks.
In Track A, the model achieved a Macro F1 score of
0.75, which indicates a well-balanced performance
across all emotion categories. The Micro F1 score
of 0.7749 suggests that the model handles overall
classification instances effectively. The model in
Track B achieved a mean Pearson correlation value
of 0.7508, indicating very high correspondence be-
tween predicted and ground truth emotion intensity.
The figures indicate the model’s power in both the
classification of discrete emotion and prediction
of continuous intensity and its strength in dealing
with sensitive emotional expressions from the text.
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