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Abstract

This paper describes our submission for
SemEval-2025 Task 3: Mu-SHROOM, the
Multilingual Shared-task on Hallucinations and
Related Observable Overgeneration Mistakes
(Vazquez et al., 2025). The task involves de-
tecting hallucinated spans in text generated
by instruction-tuned Large Language Models
(LLMs) across multiple languages. Our ap-
proach combines task-specific prompt engineer-
ing with an LLM ensemble verification mecha-
nism, where a primary model extracts halluci-
nation spans and three independent LLMs adju-
dicate their validity through probability-based
voting. This framework simulates the human
annotation workflow used in the shared task
validation and test data. Additionally, fuzzy
matching refines span alignment. Our system
ranked 1% in Arabic and Basque, 2 in Ger-
man, Swedish, and Finnish, and 3™ in Czech,
Farsi, and French.

1 Introduction

Large Language Models (LLMs) are highly effec-
tive in generating text; however, they sometimes
produce hallucinations—misleading content that
is not properly grounded in the input data (Huang
et al., 2025). Identifying these spans is essential
for improving the reliability of LLM-generated
outputs in translation, summarization, and con-
versational Al (Alaharju, 2024). SemEval-2025
Task 3: Mu-SHROOM tackles this challenge by
presenting a multilingual benchmark for detecting
character-level hallucinations across multiple lan-
guages. The task involves detecting hallucinated
spans in instruction-tuned LLM outputs, presenting
challenges in language diversity, annotation consis-
tency, and accurate span localization. (Sriramanan
et al., 2025)

To tackle this challenge, our system utilizes a hy-
brid approach that integrates task-specific prompt
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engineering for weak label generation with an LLM
ensemble verification mechanism (Hikal et al.,
2025). Our methodology follows a multi-step ad-
judication process in which a primary LLM iden-
tifies hallucination spans, and three independent
LLMs subsequently verify their validity through a
probability-based voting mechanism (Kang et al.,
2024b). Additionally, we apply fuzzy matching
techniques to improve the alignment of hallucina-
tion spans with ground truth annotations, thereby
enhancing detection accuracy (Chaudhuri et al.,
2003).

By participating in this task, we gained insights
into language-specific hallucination challenges and
the strengths and limitations of LLM-based verifi-
cation. Certain LLMs demonstrated closer align-
ment with human annotations, while hallucination
patterns varied significantly, particularly in mor-
phologically rich languages where annotation am-
biguity was higher (Abdelrahman, 2024). Our re-
sults indicate that ensemble verification and span
refinement substantially improve hallucination de-
tection, offering a robust approach for mitigating
LLM hallucinations in multilingual settings.'

2 Related Work

Hallucination detection in Large Language Mod-
els (LLMs) has been studied in machine transla-
tion, text summarization, and conversational Al
(Ji et al., 2023). Earlier approaches primarily re-
lied on sentence-level classification, whereas re-
cent research has transitioned to span-level detec-
tion for greater precision (Joshi et al., 2020). Self-
consistency verification and knowledge-grounded
approaches have improved hallucination identifica-
tion, but many depend on external data, limiting
their applicability in multilingual settings. (Mehta
et al., 2024)

Multilingual NLP models struggle with hallu-
cinations, especially in low-resource languages
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where confidence scores are unreliable (Kang et al.,
2024a). Morphologically rich languages introduce
additional challenges due to intricate annotation
inconsistencies (Tsarfaty et al., 2013). Prior work
on translation-based verification has attempted to
address this, but these approaches are ineffective in
zero-shot scenarios (Nie, 2022).

Ensemble verification methods enhance detec-
tion accuracy by utilizing multiple models. Ap-
proaches such as multi-agent verification and cross-
model adjudication have proven effective in assess-
ing LLM outputs (Liu and Wang, 2024). Our sys-
tem expands on these approaches by integrating
weak label generation with an ensemble verifica-
tion pipeline, while also utilizing fuzzy matching to
improve span alignment. Unlike previous methods
that rely on single-model hallucination detection,
our approach leverages an ensemble of LLMs for
adjudication, reducing model bias and improving
hallucination span refinement via fuzzy matching.

3 System Overview

Our hallucination detection approach integrates
task-specific prompt engineering, an LLLM ensem-
ble verification mechanism, and post-processing
refinements. The system is composed of three key
components: fine-tuned prompt construction, hal-
lucination span verification through LLM ensem-
bles, and post-processing with fuzzy matching. An
overview of the full pipeline is illustrated in Fig-
ure 1.

3.1 Prompt Engineering for Weak Label
Generation

We analyzed the validation dataset to extract anno-
tator instructions and identify patterns, enabling the
construction of a fine-grained prompt with few-shot
examples. Iterative refinement improved extraction
accuracy. Detailed prompt in Appendix A.

3.2 Selection of State-of-the-Art LLMs

Building on the insights from the Vectara LLM Re-
port, we chose Gemini-2.0-Flash-Exp, Qwen-2.5-
Max (Yang et al., 2024), GPT-40 (OpenAl, 2024),
and DeepSeek-V3 (Liang and et al., 2024) as our
primary models for hallucination detection. These
models were selected for their strong factual accu-
racy and reliable generation capabilities, ensuring
consistent performance across multiple languages.
Figure 2 illustrates the model rankings from the
report.

3.3 LLM Ensemble Verification Mechanism

Our hallucination detection pipeline utilizes
a multi-stage ensemble verification process.
With four selected LLMs—Gemini-2.0-Flash-Exp,
Qwen-2.5-Max, GPT-40, and DeepSeek-V3—we
systematically rotate through different configu-
rations, where one model identifies hallucinated
spans while the other three act as adjudicators.
This setup is inspired by the Mu-SHROOM an-
notation process, where multiple human annotators
reviewed and adjudicated hallucination spans in
the validation and test datasets. By simulating this
human adjudication process with LLMs, we aim to
improve label consistency and mitigate annotation
biases.

Span Extractor Model (SEM) A primary LLM
identifies hallucinated spans by analyzing question-
answer pairs. Given a question () and an answer A,
the span extractor outputs candidate hallucination
spans S = {s1,52,...,Sk}:

S - LLMextract(Qv A, prompt)

Voting Adjudicator Models (VAMs) The three
remaining LLMs act as adjudicators, independently
assessing each span s; € S and assigning a halluci-
nation probability score:

pij = M;(s;,Q),

where M; represents an adjudicator LLM.

Dij € [0, 1]

Iterative Model Rotation: This process is re-
peated for all possible combinations of the four
models, ensuring that each model serves as the
span extractor exactly once, while the other three
act as adjudicators. Given four models, this results
in a total of four unique verification runs.

Consensus-Based Labeling (CBL): The final
hallucination probability for each span is deter-
mined by aggregating the probabilities across all
verification runs:

1 N
pbi = N z;pij
j:

where N = 3 is the number of adjudicator models
per run. The final hallucination label is assigned
using a majority voting scheme across all runs. A
span is classified as hallucinated if:

p; > 0.7
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Figure 1: Overview of our hallucination detection pipeline.
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Figure 2: Performance rankings of LLMs according to the Vectara Hallucination Leaderboard (Vectara, 2024).

The threshold 7 = 0.7 was chosen based on em-
pirical observations on the validation set. During
tuning, we found that lower thresholds (e.g., 0.5)
tended to produce too many false positives by label-
ing uncertain spans as hallucinations, while higher
thresholds (e.g., 0.8) missed subtle hallucinations
annotated by human reviewers. A threshold of 0.7
offered the best trade-off between precision and
recall, and its behavior closely matched the an-
notation patterns observed in the Mu-SHROOM
validation data (Vazquez et al., 2025).

This iterative model selection ensures robustness
by reducing individual model biases and leveraging
diverse perspectives from different LLMs.

3.4 Post-Processing with Fuzzy Matching

LLMs frequently introduce minor inconsistencies
in span extraction, such as variations in capitaliza-
tion, extra spaces, or incomplete word boundaries.
To minimize these errors, we use fuzzy matching
with a similarity threshold of 0.9 (partial ratio). The

similarity score between a predicted span s; and a
ground truth span g; is given by:

o Lev(si, g;)
Similarity(s;, g;) = 1 — ———~222
o max(|sil, |g;|)
where Lev(s;, g;) is the Levenshtein distance. If
Similarity(s;, g;) > 0.9, the span is considered
correctly aligned.

3.5 Algorithm Implementation

Our pipeline follows a multi-stage verification pro-
cess where a primary LLM extracts candidate hallu-
cination spans, and three adjudicator models verify
them using probability-based voting. Fuzzy match-
ing refines span alignment, improving precision.
This ensemble approach mitigates model bias and
enhances robustness.

Algorithm 1 in Appendix B outlines the full pro-
cess.
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Figure 3: Dataset examples in different languages. The hallucinated span(s) are highlighted.

4 Experiments and Results

4.1 Dataset

Our system was evaluated on the Mu-SHROOM
dataset from SemEval-2025 Task 3. We leveraged
only the validation and test sets, using the vali-
dation set for prompt refinement and the test set
for final evaluation. Unlike traditional supervised
approaches, we did not use the training set for
model learning. Instead, we employed prompt-
based weak labeling and an ensemble verification
mechanism (Smith et al., 2024). The test set con-
tained unlabeled examples, and final system evalu-
ation was conducted by the task organizers.
Figure 3 presents dataset examples in different
languages, highlighting hallucinated spans.

4.2 Evaluation Metrics

We evaluated our system using the official Mu-
SHROOM metrics:

¢ Intersection-over-Union (IoU): Measures
the overlap between predicted and gold hallu-
cinated spans (Rezatofighi et al., 2019).

* Probability Correlation (Corr): Evaluates
the correlation between predicted halluci-
nation probabilities and human annotations
(Sheugh and Alizadeh, 2015).

The IoU score for a predicted span s, and a

ground truth span s, is computed as:
SpMs
U 505l

|sp U sg]
where |s), N s4| represents the overlapping charac-
ters, and |s, U s4] is the total number of unique
characters in both spans.

4.3 Results

As each of the four LLMs alternates as the span
extractor while the others act as adjudicators, we
report results for each combination. The tables
[1,2,3,4] show performance across languages.

Lang | IoU Score | Probability Corr

AR 0.576 0.536
EU 0.604 0.611
DE 0.526 0.567
SV 0.607 0.401
FI 0.587 0.501
CS 0.396 0.410
FA 0.540 0.511
FR 0.571 0.507
EN 0.506 0.538
IT 0.484 0.545
HI 0.684 0.725

Table 1: Performance when Qwen-2.5-Max acts as the
Span extractor.

Lang | IoU Score | Probability Corr

AR 0.669 0.648
EU 0.612 0.620
DE 0.601 0.547
SV 0.636 0.422
FI 0.625 0.521
CS 0.507 0.552
FA 0.669 0.679
FR 0.619 0.555
EN 0.531 0.519
IT 0.712 0.737
HI 0.662 0.690

Table 2: Performance when Gemini-2.0-Flash-Exp acts
as the span extractor.
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Lang | IoU Score | Probability Corr

AR 0.637 0.593
EU 0.604 0.611
DE 0.527 0.531
SV 0.610 0.398
FI 0.619 0.527
CS 0.432 0.486
FA 0.639 0.700
FR 0.601 0.485
EN 0.525 0.502
IT 0.736 0.756
HI 0.621 0.664

Table 3: Performance when GPT-40 acts as the span
extractor.

Lang | IoU Score | Probability Corr

AR 0.658 0.644
EU 0.607 0.585
DE 0.613 0.610
SV 0.624 0.417
FI 0.642 0.546
CS 0.465 0.507
FA 0.632 0.671
FR 0.572 0.539
EN 0.529 0.487
1T 0.703 0.716
HI 0.659 0.697

Table 4: Performance when DeepSeek-V3 acts as the
span extractor.

Lang | SpanExtractor | IoU | Corr | Rank
AR | Gemini-2.0-Flash-Exp | 0.669 | 0.648 | 1/32
EU | Gemini-2.0-Flash-Exp | 0.612 | 0.620 | 1/26
DE DeepSeek-V3 0.613 ] 0.610 | 2/31
SV Gemini-2.0-Flash-Exp | 0.636 | 0.422 | 2/30
FI DeepSeek-V3 0.642 | 0.546 | 2/30
CS Gemini-2.0-Flash-Exp | 0.507 | 0.552 | 3/26
FA Gemini-2.0-Flash-Exp | 0.669 | 0.679 | 3/26
FR Gemini-2.0-Flash-Exp | 0.619 | 0.555 | 3/33
IT GPT-40 0.736 | 0.756 | 4/31
HI Qwen-2.5-Max 0.684 | 0.725 | 5/27
EN | Gemini-2.0-Flash-Exp | 0.531 | 0.519 | 6/44

Table 5: Best performance per language, with span
extractor and final rank.

Our system outperformed other methods in Ara-
bic and Basque, where annotation consistency was
higher. However, performance dropped in En-
glish, likely due to increased annotation variabil-
ity—English had up to 12 different annotators per
sample (Véazquez et al., 2025) leading to inconsis-
tencies.

4.4 Discussion

Our system effectively detects hallucinated spans
across multiple languages by using ensemble ver-

ification to reduce model bias and fuzzy match-
ing to refine span alignment. However, challenges
remain—especially in dealing with annotation in-
consistencies and ambiguous hallucinations, which
tend to be more common in morphologically com-
plex languages.

A key finding is that different LLMs vary in
their alignment with human annotations, indicating
that task-specific fine-tuning or alternative verifi-
cation strategies could further improve detection
accuracy. Additionally, improving span refinement
techniques beyond fuzzy matching may reduce
boundary mismatches and improve character-level
precision.

5 Conclusion

We presented our system for SemEval-2025 Task
3: Mu-SHROOM, focusing on hallucinated span
detection in LLM-generated text across multi-
ple languages. Our approach combines prompt-
engineered weak label generation with an LLM
ensemble verification mechanism, demonstrating
strong performance in multilingual hallucination
detection.

Our results confirm the effectiveness of
ensemble-based adjudication, ranking among the
top systems in several languages. However, chal-
lenges such as annotation variability and morpho-
logical complexity highlight areas for further re-
finement.

Future work could focus on integrating exter-
nal knowledge for hallucination verification, fine-
tuning LLMs to better align with human annota-
tions, and refining span localization techniques to
enhance character-level precision. These improve-
ments could further advance hallucination detec-
tion in multilingual NLP systems.
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A Appendix: Instruction Prompt
template for Extraction and
Annotation

Question & Answer Pair

i) Question: model-input

ii) Answer: model-output-text

Task Description

You are a professional annotator and
{entry[lang]} linguistic expert. Your job
is to detect and extract hallucination
spans from the provided answer compared
to the question.

Exact Span Matching

Extract spans word-for-word and
character-for-character exactly as
they appear in the answer. Ensure

perfect alignment, including punctuation,
capitalization, and spacing. If a span
is partially supported, only extract the
unsupported portion. Preserve original
numeral formats: Persian/Arabic numerals
must remain in their native script.
Minimal Spans

Select the smallest possible spans that,
when removed, completely eliminate the
hallucination. Prioritize precision:
Avoid extracting entire sentences if a
shorter phrase accurately captures the
hallucination. Ensure the extracted span
exclusively contains hallucinated content
without removing valid information.

Hallucination Definition

Any phrase, entity, number, or fact that
is not supported by the question. Any
exaggeration or overly specific detail
absent in the question. Incorrect names,

locations, numbers, dates, or causes.
In yes/no questions, unsupported answers
(e.g., "Yes", "No") and speculative
details.

Soft and Hard Labels

Assign probabilities [0.0 - 1.0] for soft

labels based on hallucination confidence.

Include spans with > 0.7 probability in
hard labels.

B Appendix: Our Proposed Framework

Algorithm 1 Hallucination Detection Pipeline

Require: Question (), Answer A, LLM ensemble
{Ml, Mo, M3}, threshold 7 = 0.7
Ensure: Set of hallucinated spans S*
1: S < LLMexiract (A, @, prompt)
2: for each s; € S do
3: Compute hallucination scores:

4: Dij :Mj(si,Q), VM]

5: Compute final probability:

6: pi =y Z;V:l Dij

7: if p; > 7 then

8: Add hallucinated span to refined set:
9: S — S'uU {Sl}

10: end if

11: end for

12: Apply fuzzy matching for span refinement:
13:  S* + FuzzyMatch(S’, Ground Truth, 0.9)
14: Return S*
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