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Abstract

This paper describes the system implemented
by the EMO-NLP team for track A of task 11
in SemEval-2025: Bridging the Gap in Text-
Based Emotion Detection. The task focuses
on multiple datasets covering 28 languages
for multi-label emotion detection. Most of
these languages are low-resource languages. To
achieve this goal, we propose a multilingual
multi-label emotion detection system called
XLMCNN, which can perform multi-label emo-
tion detection across multiple languages. To
enable emotion detection in various languages,
we utilize the pre-trained model XLM-RoberTa-
large to obtain embeddings for the text in dif-
ferent languages. Subsequently, we apply a
two-dimensional convolutional operation to the
embeddings to extract text features, thereby en-
hancing the accuracy of multi-label emotion de-
tection. Additionally, we assign weights to dif-
ferent emotion labels to mitigate the impact of
uneven label distribution. In this task, we focus
on nine languages, among which the Amharic
language achieves the best performance with
our system, ranking 21st out of 45 teams.

1 Introduction

SemEval-2025 task 111 consists of three sub-
tasks, each focusing on different aspects. We
focus only on track A. Track A aims to con-
duct multi-label emotion detection in 28 lan-
guages, including Amharic, Hausa, German, En-
glish, Oromo, Afrikaans, Algerian Arabic, Chi-
nese, Emakhuwa, Hindi, Javanese, Kinyarwanda,
Marathi, Moroccan Arabic, Nigerian-Pidgin, Por-
tuguese(Brazilian), Portuguese(Mozambican), Ro-
manian, Russian, Somali, Spanish(Latin Ameri-
can), Sundanese, Swahili, Swedish, Tatar, Tigrinya,
Ukrainian, Yoruba, identifying the emotion labels
contained in a given sentence of a specific lan-
guage(Muhammad et al., 2025b). Every sentence

1https://github.com/emotion-analysis-project/
SemEval2025-task11

in datasets may contain zero, one, or multiple emo-
tions.

Emotion detection is one of the important re-
search directions in the field of natural language
processing. Many emotion detection applications
exist, such as recommendation systems (Hu et al.,
2021) and public opinion monitoring (Boon-Itt and
Skunkan, 2020). However, the majority of research
on emotion detection has focused on high-resource
languages, with relatively little attention given to
low-resource languages. The BRIGHTER dataset
as well as datasets of Amharic, Oromo, Somali, and
Tigrinya languages (Muhammad et al., 2025a; Be-
lay et al., 2025) collected for SemEval-2025 Task
11 includes low-resource languages from Africa,
Asia, Latin America, and other regions, providing
data support for multi-label emotion detection in
low-resource languages.

We focus on the multi-label emotion detection
of nine languages in Track A, including Amharic,
German, English, Oromo, Russian, Portuguese
(Brazilian), Sundanese, Somali, and Tigrinya. For
these nine languages, we propose the XLMCNN, a
multilingual multi-label emotion detection system,
which can directly process preprocessed sentence
texts from different languages and detect their senti-
ment categories. We employ the pre-trained model
XLM-RoberTa-large to obtain the vector represen-
tations of sentences. Subsequently, we utilize a
Convolutional Neural Network (CNN) for feature
extraction to enhance the accuracy of sentiment
detection. Moreover, when calculating the loss,
we assign different weights to different emotion
labels to mitigate the adverse effects caused by the
imbalance of emotion label count.

2 Related Work

Emotion analysis is an important area in natu-
ral language processing, and the methods used
in its research have evolved from lexicon-based
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Figure 1: The overall architecture of XLMCNN system

approaches to mainstream approaches, machine
learning, and deep learning methods (Medhat et al.,
2014). The granularity levels of sentiment analysis
research include aspects (Pontiki et al., 2014), doc-
uments (Wei et al., 2020), multimodal (Hu et al.,
2022), and so on. Research on sentiment polarity
has achieved significant success in high-resource
languages. However, for multi-label emotion detec-
tion, especially in low-resource languages, meth-
ods suitable for single-label emotion detection are
not applicable due to the co-occurrence of emotion
labels (Ahanin et al., 2023). So, more and more
researchers have begun to explore new methods for
multi-label text emotion detection. In 2014, Jabreel
and Moreno (Jabreel and Moreno, 2019) proposed
a method combining attention models with Bidi-
rectional Gated Recurrent Units (Bi-GRU) to iden-
tify the associations between emotion label and
the words in a sentence, thereby achieving multi-
label sentiment classification. In 2021, Alhuzali
and Ananiadou (Alhuzali and Ananiadou, 2021)
used a BERT encoder to make emotion labels and
the entire sentence as input to capture the associa-
tions between emotion label and all words in the
sentence. In 2023, Ameer et al.(Ameer et al., 2023)
implemented multi-label emotion detection using
RoBERTa and multi-layer attention mechanisms.
In 2023, Zahra Ahanin et al.(Ahanin et al., 2023)
used a combination of deep learning-based features
and human-engineered features to improve the ac-
curacy of multi-label text classification.

3 System Overview

In this section, we provide an overview of the sys-
tem implementation process and offer an introduc-
tion to the details of the system.

3.1 System Architecture
Figure 1 illustrates the overall architecture of our
XLMCNN system. The process includes obtaining
sentence vectors, performing convolution opera-
tions, and predicting the results.

Since the XLM-RoBERTa-large model can pro-
cess multiple languages and meet the requirements
of our experiments, we use this model to obtain
vector representations of sentences. We preprocess
the input sentences into a form that the model can
accept and then use the model’s output ‘last hidden
state ‘ as the vector representation of the sentences.
Since convolutional neural networks can extract
localized information, we use it to extract localized
emotional information in text. To adapt to the input
of a two-dimensional convolutional neural network,
we expand the obtained vectors by adding an addi-
tional dimension. Then, we perform convolution
operations on the expanded vectors using a network
with three different convolution kernel sizes. The
results of the convolution operations are concate-
nated along the last dimension. The concatenated
results are passed through a fully connected layer as
the final classifier. Since this task is for multi-label
sentiment classification, where labels are not mutu-
ally exclusive but can co-occur, we use the sigmoid
function to obtain the final sentiment probability
distribution:

ŷ = σ(Wch+ bc) (1)

In the equation, Wc ∈ Rdh×|Y |, and bc ∈ R|Y |, |Y |
represents the number of classes of emotion labels.

3.2 Loss Function
For this multi-label emotion detection task, we use
BCEWithLogitsLoss as the loss function. How-
ever, after analyzing the number of instances for
each emotion label in the dataset, as shown in Fig-
ure 2, we found an imbalance among the label
counts, which could negatively impact the classi-
fication results. Therefore, we employ a weighted
BCEWithLogitsLoss to mitigate the impact of the
imbalanced label data:

Loss = BCEWithLogitsloss(weight =

[cw1, cw2, . . .])
(2)
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language training validation test
amh 2839 710 1774
deu 2082 521 2604
eng 2214 554 2767
orm 2753 689 1721
ptbr 1780 446 2226
rus 2143 536 1000
som 2713 679 1696
sun 739 185 926
tir 2944 737 1840
total 20207 5057 -

Table 1: The sentence numbers in training set, validation set, test set for nine languages.

Figure 2: The emotion labels distribution in training set

For the calculation of weights, since the model
may overlook emotion labels with fewer instances
during training, while the model tends to focus
more on labels with a higher number of instances,
we use the reciprocal of the proportion of each
emotion label in the total number of labels as the
weight for that emotion label:

cwi = total/labeli (3)

In this equation, cwi represents the weight of the
i-th label, and total represents the total number of
emotion label, and labeli represents the number of
the i-th emotion label.

4 Experiment

In this section, we introduce the dataset of
SemEval-2025 task 11 and how we preprocess
these data. Additionally, we also show our experi-
ment configurations.

4.1 Dataset and Preprocess
Our experiments focus on nine languages. They
are Amharic, German, English, Oromo, Russian,
Portuguese (Brazilian), Sundanese, Somali and

Tigrinya. For the dataset of these nine languages,
each sentence in the English dataset has five emo-
tion labels: anger, fear, joy, sadness, and surprise.
For the datasets of the other eight languages, each
sentence has six emotion labels, including an addi-
tional label of **disgust** compared to the English
dataset. For each emotion label, if a sentence con-
tains a particular emotion, it is marked as 1; if it
does not contain the emotion, it is marked as 0.

We add the **disgust** emotion label to the En-
glish dataset and label it entirely as 0, in order to
unify the label categories of the English dataset
with those of the other datasets. We divide the
training data of each language into training and val-
idation sets at a ratio of 8:2. Then, we combine the
training sets of the nine languages and the valida-
tion sets of the nine languages separately, resulting
in the training dataset and validation dataset used
in our experiments. The data distribution of the
training set, validation set, and test set are shown
in Table 1. Moreover, the datasets are collected
from diverse sources, including social media, news,
and speeches (Muhammad et al., 2025a), which
leads to the inclusion of some noise in the dataset.
Specifically, certain sentences contained emojis,
punctuation marks, parentheses, extra whitespace,
special characters like # , and other similar ele-
ments. These types of noise can interfere with
the process of emotion detection and classification.
Therefore, during the experiment, we remove these
types of noise from the dataset.

4.2 Implementation Details

The entire system is implemented on the Kaggle
platform, utilizing GPU T4 × 2. During the ex-
periments, we employ the macro f1 score as the
evaluation metric for model performance. By com-
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Hyperparameter value
num class 6
epoch 7
batch size 128
pad size 32
learning rate 1e−5

weight decay 1e−2

dropout 0.5
threshold 0.5

hidden size 1024
filter size 3, 4, 5
number of filter 64

Table 2: The hyperparameter setting during the experi-
ment

paring the average results on the validation sets of
the nine languages, we identify the optimal hyper-
parameters, which are then saved and applied to
the test set to assess the model’s performance. The
XLMCNN employs the ‘FacebookAI/xlm-roberta-
large‘2 model to generate sentence vectors. Sub-
sequently, it utilizes the two-dimensional Convo-
lutional Neural Network (CNN) for feature extrac-
tion. Finally, a linear layer is applied to obtain the
probability distribution of emotion classes. The
final emotion labels of a sentence are determined
by comparing the probability of the emotion class
with a predefined threshold. Table 2 shows the spe-
cific parameter settings for these three processes.
Finally, we use Adam Optimizer (Kingma and Ba,
2015) to optimize the network parameters, and
equation 3 implements class weights’ setting in
the loss function.

5 Result and Analysis

In this section, we present the test set results that
are ultimately submitted to the system, comparing
the results between the cases of assigning weights
to the labels and not assigning weights. Table 3
shows the results for each language on individ-
ual emotion labels and the macro f1 score when
weights are assigned to the labels and when no
weights are assigned to the labels.

Our proposed system, XLMCNN, performs bet-
ter, and the computed macro f1 scores are higher
on Amharic, German, Oromo, Portuguese, Russian,
Somali, and Tigrinya than the system that does not
assign weights to the labels. Meanwhile, the XLM-
CNN system also achieves a slightly higher average

2https://huggingface.co/

macro f1 score across these nine languages com-
pared to the system without label weighting. In
addition, the emotion labels **fear** and **sur-
prise** have relatively fewer instances than the
other labels. It can be observed that using the XLM-
CNN system, the f1 score for predicting **fear**
is slightly higher for half of the nine languages.
Similarly, the XLMCNN system achieves a slightly
lower f1 score for predicting **surprise** only in
English and Sundanese, while it performs better in
predicting **surprise** for the other languages. To
some extent, this demonstrates that the weighting
method in the system is effective in dealing with
the negative impact caused by the imbalance of
the number of emotion labels. Moreover, both the
XLMCNN and the no-label weighting method per-
form poorly in the Oromo, Sundanese, Somali, and
Tigrinya languages, which indicates that our system
still needs some improvements for emotion detec-
tion of low-resource languages. Finally, regardless
of the system used, the prediction of the **fear**
emotion in Sundanese, Oromo and Tigrinya per-
formed very poorly. Among the nine languages,
our submitted system exceeds the baseline in two
languages.

6 Conclusion

In this paper, we employ a method that combines
the xlm-roberta-large model with a convolutional
neural network while weighting emotion labels to
achieve multi-label text emotion detection in multi-
ple languages. The final experimental results indi-
cate that XLMCNN has better overall performance
in handling multi-label emotion detection than the
method without label weighting. The method we
use generally performs across languages, especially
Sundanese, Oromo, and Tigrinya, with a very poor
prediction for **fear** emotion. In future work,
we will explore the issues within the proposed
method and improve the performance of XLMCNN
in low-resource languages.
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Amharic
approach anger disgust fear joy sadness surprise macro f1
no label weighting 0.6599 0.6944 0.3038 0.6788 0.66 0.529 0.5877
XLMCNN 0.6526 0.7035 0.4124 0.6721 0.6149 0.5556 0.6018
SemEval-basline - - - - - - 0.6383

German
approach anger disgust fear joy sadness surprise macro f1
no label weighting 0.7459 0.3955 0.3609 0.6517 0.5866 0.3499 0.5151
XLMCNN 0.7466 0.4815 0.3521 0.6391 0.5868 0.3792 0.5309
SemEval-basline - - - - - - 0.6423

English
approach anger disgust fear joy sadness surprise macro f1
no label weighting 0.5141 - 0.8197 0.6883 0.7134 0.6785 0.6828
XLMCNN 0.5078 - 0.8113 0.6709 0.7068 0.6447 0.6683
SemEval-basline - - - - - - 0.7083

Oromo
approach anger disgust fear joy sadness surprise macro f1
no label weighting 0.3382 0.2697 0.0303 0.6206 0.2468 0.283 0.2981
XLMCNN 0.3569 0.2744 0.0294 0.6488 0.1237 0.4741 0.3179
SemEval-basline - - - - - - 0.1263

Portuguese(Brazil)
approach anger disgust fear joy sadness surprise macro f1
no label weighting 0.6197 0.1443 0.3311 0.6873 0.5703 0.3136 0.4444
XLMCNN 0.6394 0.1284 0.3664 0.683 0.5742 0.3636 0.4592
SemEval-basline - - - - - - 0.4257

Russian
approach anger disgust fear joy sadness surprise macro f1
no label weighting 0.7786 0.7019 0.7556 0.8238 0.7133 0.7399 0.7522
XLMCNN 0.7592 0.6948 0.7954 0.8308 0.6973 0.7745 0.7587
SemEval-basline - - - - - - 0.8377

Somali
approach anger disgust fear joy sadness surprise macro f1
no label weighting 0.1224 0.2485 0.4895 0.5074 0.4973 0.3121 0.3628
XLMCNN 0.1714 0.273 0.4504 0.5123 0.4858 0.3724 0.3775
SemEval-basline - - - - - - 0.4593

Sundanese
approach anger disgust fear joy sadness surprise macro f1
no label weighting 0.1474 0.058 0.0000 0.8225 0.5015 0.3143 0.3073
XLMCNN 0.1263 0.1127 0.0000 0.8268 0.5049 0.1862 0.2928
SemEval-basline - - - - - - 0.3731

Tigrinya
approach anger disgust fear joy sadness surprise macro f1
no label weighting 0.075 0.5213 0.0000 0.3923 0.311 0.6211 0.3201
XLMCNN 0.0877 0.5542 0.05 0.363 0.2494 0.6467 0.3252
SemEval-basline - - - - - - 0.4628

Table 3: The final result on test set of the nine languages with and without weighting label
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