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Abstract

Assessing and improving the reproducibility of
human evaluation studies is an ongoing con-
cern in the area of natural language processing.
As a contribution to this effort and a part of
the ReproHum reproducibility project, we de-
scribe the reproduction of a human evaluation
study (Hosking and Lapata, 2021) that eval-
uates meaning preservation in question para-
phrasing systems. Our results indicate that the
original study is highly reproducible given ad-
ditional material and information provided by
the authors. However, we also identify some
aspects of the study that may make the annota-
tion task potentially much easier than those in
comparable studies. This might limit the repre-
sentativeness of these results for best-practices
in study design.

1 Introduction

Reproducibility is a central requirement for hu-
man evaluation studies. Given the same data and
setup, other researchers should be able to indepen-
dently arrive at similar conclusion as the original
works. However, in practice, reproducibility of
human evaluation studies remains problematic in
the field of natural language processing (Howcroft
et al., 2020; Gehrmann et al., 2023). In this con-
text, systematic reproductions of human evaluation
studies play an important role in assessing the state
of reproducibility in the field and in establishing
best practices.

As part of the ReproHum project (Belz and
Thomson, 2024; Belz et al., 2025), this report de-
scribes our effort to reproduce a human evalua-
tion study of paraphrasing systems, originally con-
ducted by Hosking and Lapata (2021). Based on
information submitted by Hosking and Lapata to
the ReproHum organizers, we attempt an otherwise
independent reproduction that closely mirrors the
original study. We also provide an HEDS (Shi-
morina and Belz, 2022; Belz and Thomson, 2024)

form for our reproduction study, which is accessi-
ble in the shared ReproNLP repository.1

Our results indicate that the original study is
highly reproducible, even in the face of a change in
annotator recruitment and study scope.2 However,
we also find that this is in part due to the large
quality differences in the systems in the study and
not an exclusive consequence of the original design
decisions.

2 Original Study

The basis of our reproduction study is an evaluation
of paraphrasing systems conducted by Hosking and
Lapata (2021). They propose a neural paraphras-
ing system that, given an input question, outputs
a distinct paraphrase that conserves the original
meaning. The system combines two encoder rep-
resentations to generate the paraphrases: A con-
tinuous variational representation derived from the
input to represent question semantics and a discrete
syntactic representation to indicate the desired sur-
face form of the paraphrase. In keeping with the
original work, we refer to this system as Separator.

The study in question is part of the evaluation in
Hosking and Lapata (2021) and focuses on compar-
ing the newly introduced system Separator against
competitors in three dimensions, which the authors
describe as follows:

Fluency “Which system output is the most fluent
and grammatical?”

Meaning “To what extent is the meaning ex-
pressed in the original question preserved in
the rewritten version, with no additional infor-
mation added? Which of the questions gen-
erated by a system is likely to have the same
answer as the original?”

1https://github.com/nlp-heds/repronlp2025
2All code used in the reproduction is available at https://

github.com/julmaxi/reprohum_744 or in the project-wide
repository.
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Dissimilarity “Does the rewritten version use dif-
ferent words or phrasing to the original? You
should choose the system that uses the most
different words or word order.”

All dimensions were evaluated jointly in the
same form by human annotators.

The goal of the original study was to demon-
strate that the newly proposed approach preserves
meaning and fluency while maintaining adequate
dissimilarity to the input.

The following, more detailed description of the
study is based both on the original paper, as well
as on additional materials and resources that were
obtained by the ReproHum organizers from the au-
thors. At no point was there any direct interaction
between the authors of the original study and the
authors of this reproduction study.

2.1 Original Study Design

The original study was set up as a pairwise evalua-
tion study between Separator and three competing
systems, which were selected based on their perfor-
mance in a previous automatic evaluation against
reference paraphrases:

VAE is an ablation of Separator that computes a
continuous representation from the input only,
with no separation between syntactic and se-
mantic representation.

LBoW (Fu et al., 2019) passes a bag-of-words
content plan to the decoder, alongside an en-
coding of the input.

DiPS (Kumar et al., 2019) uses submodular func-
tions during decoding of a paraphrasing model
to encourage semantically similar and syntac-
tically distinct candidate paraphrases.

The study had 40 batches, each of which con-
sisted of 30 head-to-head comparisons, plus two
distractor questions, which we will discuss in Sec-
tion 2.2. Figure 1a shows a screenshot the interface
shown to annotators for each comparison. Each
batch was constructed by comparing all six possi-
ble pairs of the four systems on five distinct input
sentences. This resulted in a total of 200 distinct
input sentences in the evaluation.

Each batch was evaluated by a set of three anno-
tators, which were recruited via Amazon Mechni-
cal Turk. Turkers were filtered to have an accep-
tance rate of >96% at >5000 accepted HITS and

had to be located either in the United States or the
United Kingdom. There was no limitation on the
number of repeat annotations and annotators were
paid 3 USD per batch according to communication
between the authors and ReproHum.

2.2 Distractors
The original study employed distractor questions
to identify and reject low-effort submissions. Two
kinds of distractors were used in the original study:

• Meaning distractors consisted of a gold stan-
dard paraphrase and a gold standard para-
phrase for a completely different input. Anno-
tators had to correctly identify that the gold
paraphrase is more semantically similar.

• Input distractors evaluated the input sentence
against the gold standard paraphrase. Anno-
tators had to correctly identify that the gold
paraphrase is more dissimilar from the input.

Each batch in the original study contained one
input and one meaning distractor. The authors re-
ported in communication with the ReproHum orga-
nizers that all submissions with at least one failed
attention check were rejected and resubmitted for
annotation.

3 Reproduction Study

Following the guidelines of the ReproHum project,
we reproduce the study as closely as possible fol-
lowing the setup described in Section 2.1. Repro-
Hum organizers were able to obtain the original
batches used in the study, as well as the original
interface template. We employ both in our repro-
duction study.

However, we introduce two major deviations
from the original study setup:

1. Following the guidelines of the ReproHum
project, we only reproduce the Meaning cri-
terion. Since in the original study, all three
criteria were evaluated simultaneously in the
same form, this requires us to modify the orig-
inal interface.

2. We follow ReproHum reproduction guidelines
in using Prolific3 for crowd-worker recruit-
ment, whereas the original study used Ama-
zon Mechanical Turk. This additionally re-
quires the use of a custom backend to re-
place the Mechanical Turk infrastructure and

3prolific.com
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(a) Original (b) Reproduction

Figure 1: Interface for a single comparison for the original and reproduction study.

changes in the way candidate annotators are
screened. We elaborate on the latter in Sec-
tion 3.1.

Both changes can potentially impact the results
of the reproduction. Another threat to reproducibil-
ity is the relatively large time difference between
the original study and the reproduction. While the
original work was published in August 2021, with
experiments likely concluded at least a few months
before this date, all annotations in the reproduction
study were elicited on May 3rd, 2024. This is par-
ticularly relevant, since there is some evidence that
LLMs increasingly penetrate crowd-working plat-
forms (Veselovsky et al., 2023a,b), which might
alter annotator behavior.

3.1 Annotator Recruitment and Payment
We attempt to mirror the recruitment criteria of the
original study with the built-in screeners available
at Prolific while following the ReproHum project-
wide guidelines. To mirror the acceptance rate re-
quirement, we require workers to have an approval
rate of 99-100%, with at least 200 previous submis-
sions. This reflects both the smaller size of Prolific
and their stricter requirements for rejection. We
use the country of residence filter to limit partici-
pation to residents of one of four English-speaking
countries: United Kingdom, United States, Canada,
and Australia. The addition of Canada and Aus-
tralia to the list of allowed countries compared to
the original follows ReproHum project guidelines.
While the original study did not control the number
of batches each annotator was able to complete,
we limit workers to a single batch, again following
ReproHum guidelines.

We set payment per batch at £2, based on an ini-
tial conservative estimate for the completion time
of 10 minutes per batch. This results in a nominal
rate of £12 per hour, satisfying both Prolific and
ReproHum recommendations.

Prolific requires a short description of the study,
which is shown to workers before they accept. We

choose the following summary of the study:

You will be shown a set of several items.
Each item contains an original question,
as well as two candidate paraphrases
of the question. Paraphrases are gener-
ated by different automatic systems. You
must select which paraphrase best cap-
tures the meaning of the original ques-
tion.

3.2 Interface

While we have the original source code for the
interface available, our focus on the Meaning cri-
terion requires some modification to the original.
Specifically, we:

1. Remove all buttons related to dissimilarity and
grammaticality criteria.

2. Remove all instructions related to these crite-
ria.

Figure 1 shows a direct comparison of the origi-
nal and modified annotation interfaces. Since we
remove the dissimilarity criterion, we also have
to eliminate the input distractor. To maintain the
length of each batch, we replace each input distrac-
tor with a randomly sampled meaning distractor
from another batch.

In addition to the changes required by the differ-
ence in scope between the studies, we make some
minor modifications to the instructions to comply
with Prolific and ReproHum regulations:

1. The original study contains a remark that the
study contains attention checks and that these
checks will be used to reject low-effort sub-
missions. However, since these checks are
not instructional manipulation checks4 (see

4I.e. a check that replaces the question for an instance with
an explicit instruction to answer in a particular way (Oppen-
heimer et al., 2009).
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Section 2.2), prolific guidelines5 do not allow
for rejection on grounds of a missed check.
We thus remove this section of the original
instructions.

2. We replace original contact information with
our own contact information.

3. We exchange the word "HIT" with the word
"study", which better follows Prolific termi-
nology.

4. We add a more detailed informed consent sec-
tion and required workers to explicitly indi-
cate consent by clicking a checkbox.

We consider none of these modifications to be
likely to have an impact on the results of our repro-
duction.

4 Study Statistics

Due to a bug in annotator assignment6, we elicited
a total of 121 batch annotations. Since we only
require a total of 120 (= 3 repeat annotations ×
40 batches), we randomly discard one repeat an-
notation from the over-annotated batch. We find
only a single missed attention check in the entire
annotation set. Due to the low prevalence of missed
attention checks and the cost associated with resub-
mission, we opt to not discard the related submis-
sion in a slight deviation from the original protocol.

The median completion time, as measured from
the time a study was accepted on Prolific to the time
the annotator submitted the completion code to Pro-
lific, is 7:16 minutes. This shorter than estimated
completion time results in an average actual hourly
pay of £16,51, well above our nominal target rate
of £12,00.

4.1 Annotator Demographics

Prolific automatically provides self-reported demo-
graphic data about participants. This allows us to
assess the effectiveness of the location filter. Addi-
tionally, we quantify possible differences between
the original Mechanical Turk annotator pool and
our Prolific annotators by studying the country of

5See https://web.archive.org/web/
20240908022618/https://researcher-help.prolific.
com/en/article/fb63bb.

6Unlike Mechanical Turk, Prolific does, at the time of the
study, not have facilities to conduct a multi-batch study where
each annotator may only annotate a single batch. This lead
to a mismatch between our backend and Prolific when an
assignment was returned.
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Figure 2: Distribution of self-reported Country of Resi-
dence and Language.

origin of the annotators. We report summary statis-
tics for both language and country of residence in
Figure 2. The self-reported language is overwhelm-
ingly English, suggesting geographic filters work
very well as a proxy for language.

Interestingly, we find that there is a concentra-
tion of workers in the United Kingdom. While we
do not have demographic data for the original study,
this indicates potentially substantial demographic
differences to the original study, since, on Mechan-
ical Turk, most workers are from the United States
(Difallah et al., 2018). While this is unlikely to
affect rankings for meaning preservation, such sys-
tematic differences in annotator population might
make reproduction more difficult for criteria such
as grammaticality.

5 Reproduction Results

5.1 Agreement

System Pair Agreement (%)

VAE/Sep. 80.0
VAE/LBoW 82.3
VAE/DiPS 84.0
Sep./LBow 81.0
Sep./DiPS 81.7
DiPS/LBow 79.0

Overall 81.3

Table 1: Empirical agreement for pairwise rankings
overall and per system-pair.

While the original study does not report agree-
ment, it is an important indicator for understanding
the quality and difficulty of a study. We thus report
overall agreement in pairwise decisions in Table 1.
Additionally, we report detailed agreement figures
per system-pair in the same table. Since the or-
der of systems in a comparison is randomized and
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Figure 3: Original and reproduced relative preferences.

we elicit pairwise judgments, we find no justifica-
tion to adjust for chance-agreement and report the
empirical agreement directly.

We find overall moderate instance-level agree-
ment. We note that agreement is notably higher for
comparisons between VAE and DiPS, which also
have the largest gap in meaning scores in both the
original study and our reproduction.

5.2 Comparison of Results

Following the original study, we report relative pref-
erence values for each system. Relative preference
is computed by assigning a value of +1 if a system
wins a pairwise comparison, and a value of −1 if
it loses a comparison and averaging these values.
Figure 3 gives a direct comparison between the
original and reproduced relative preferences. We
find very similar trends across both. This matches
findings by Arvan and Parde (2024); Watson and
Gkatzia (2024), who independently reproduced a
very similar human evaluation study of a succes-
sor paraphrasing system (Hosking et al., 2022) and
also find high reproducibility. Compared to the
original, the main deviation we find is that DiPS
receives a lower preference score overall, profiting
mainly Separator and Latent BoW.

In addition to the relative preferences, we also
report the pairwise outcomes of each system pair
in Figure 4. We find that win rates are mostly
consistent with the overall ranking. Furthermore,
all system pairs, with the exception of Separator
and LBoW, have a ≥ 15% margin in win rates,
indicating large differences in system quality.

5.3 Detailed Assessment of Original Claims

Hosking and Lapata (2021) make two statements
with regard to the result for the Meaning criterion:
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Figure 4: Pairwise win rates for each system pair. Each
cell indicates the win rate of the system in the row
against the system in the column.

1. The VAE baseline is best at preserving mean-
ing of the questions.

2. Separator better preserves question intent than
the remaining systems.

Our results confirm both statements.
Additionally, the authors conduct a one-way

ANOVA with a post-hoc Tukey test to detect sta-
tistically significant differences in system scores.
While they do not explicitly describe the aggrega-
tion they use for this test, we assume they conduct
this analysis on the average system win-rates for
each batch.

Using this procedure, we find that all pairwise
differences are statistically significant (p < 0.05),
with the exception of the difference in the Mean-
ing scores of Separator and LBoW. The statistical
analysis thus supports the first claim that the VAE
baseline is best at meaning preservation, but not the
second claim that there is a significant gap between
LBoW and Separator.

5.4 Quantitative Reproducibility Assessment

To further quantify the degree of reproducibility of
the original experiment, we conduct a quantified
reproducibility assessment (Belz, 2025). We com-
pute both the reproducibility of individual scores
(Type I assessment), as well the reproducibility
of the relative score differences between systems
(Type II assessment).

For individual scores, we compute the bias-
corrected coefficient of variation (CV∗) (Belz,
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2022) for each individual result as

CV ∗ =
1

4n
· s

∗

|x̄|

where s∗, x̄ are the bias-corrected estimate for sam-
ple standard deviation (assuming a normal distri-
bution) and the sample mean respectively. n is the
sample size. Since CV∗ is only meaningful on ratio
scales, we transform the relative preferences into
win rates for this analysis.7

System Original Reproduction CV*

VAE 0.58 0.57 0.49
Sep. -0.06 -0.03 3.47
LBoW -0.12 -0.09 3.83
DiPS -0.39 -0.46 12.14

Table 2: Original and reproduced relative preference
values, as well as CV* values for all systems.

Table 2 shows CV* values for all scores. We note
that CV* has limited expressivity considering the
small sample size of only two studies (i.e. this study
and the original). We include it for standardization
of reporting in reproduction studies.

To test the reproducibility of relative score dif-
ferences, we compute the correlation between orig-
inal and reproduced scores. We can see directly
that the Spearman correlation between original and
reproduced scores is 1 (p < 0.05) and we com-
pute the Pearson correlation between both as 0.994
(p < 0.05). Both values indicate high reproducibil-
ity.

6 Discussion

While the high degree of reproducibility of the orig-
inal study is encouraging, we note that this result
was achieved with access to information and re-
sources that are not directly available from either
the original publication or the associated repository.
Specifically, neither the original batch assignment
we use to reproduce results nor the original anno-
tation interface are publicly available. Both were
made accessible to the ReproHum project upon
request.

We also highlight that, as an exact reproduction,
we can only make statements about how well re-
sults reproduce under the same selection of docu-
ments for annotation. However, the claims of the

7This is equivalent to computing CV∗ on relative prefer-
ences shifted to start at zero.

Figure 5: Relative preferences when assigning rankings
based on overlap and presence of Unk tokens. We find
that preferences are remarkably similar to the results of
both studies considering their simplicity.

original study should be replicable for any subset
of the original dataset that is sampled according to
the study description. Evaluating this goes beyond
the scope of this study and it is reasonable to expect
a higher variation if a different subset was sampled
from the input.

System Identical input/output pairs (%)

VAE 46
Sep. 7
LBoW 12
DiPS 2

Table 3: Percentages of outputs identical to the input
for each system. VAE has by far the largest number of
exactly identical inputs and outputs, explaining its high
meaning preservation score.

Finally, if this study is interpreted to assess best
practices for reproducible study design, we should
be mindful that reproducibility is greatly aided by
the clear-cut differences between systems. Specifi-
cally, we identify two properties of the dataset that
likely make annotation much easier than for other,
similar studies:

1. The low diversity of VAE generations leads to
many instances where the VAE output is the
same as the input (see Table 3). In these cases,
the ranking is obvious unless the competitor
system also exactly reproduces the input.

2. Both DiPS and LBoW have low linguistic
quality as identified in the original study. In
particular, we observe a high frequency of
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Unk tokens in DiPS, which removes impor-
tant information from the question and likely
also contributes to a set of easy annotation
decisions.

To illustrate how these dataset properties make
the task comparatively easy, Figure 5 shows the hy-
pothetical relative preferences that systems would
receive under the following deterministic annota-
tion rules:

1. If both outputs are identical to the input, ran-
domly choose one.

2. If only one of the outputs is identical to the
input, choose that output.

3. If both outputs are different from the input,
choose the one that does not contain an Unk
token.

4. If none of the above rules apply, randomly
choose one.

The resulting scores already closely resemble the
original ranking. In particular, we can easily repro-
duce the very strong performance of VAE and the
very weak score of DiPS. LBoW and Separator are
close, just like in the original study, although the
ranking is inverted. However, both manual inspec-
tion of the data and the original study scores for the
Fluency score suggest that Separator is much more
grammatical than LBoW, which sometimes outputs
paraphrases that are difficult to parse. This is likely
to skew results in favor of Separator as observed in
the original study, but is not captured by our simple
setup.

7 Conclusions

In this report, we have given an account of our
reproduction attempts of a study of meaning preser-
vation annotation in paraphrasing systems. Our
results show an encouragingly high degree of re-
producibility with the resources provided by the
authors. In particular, the availability of original
batches and interfaces makes it easy to design a
highly similar setup to the original study. However,
our analysis also shows that care needs to be taken
not to over-interpret the outcomes of this study
when it comes to making recommendations about
best-practices in general. In particular, we find
that the dataset contains many decisions which are
likely to be very easy for annotators due to exact

correspondence between inputs and outputs and the
presence of obvious defects in some paraphrases,
which make them unreadable. It thus remains un-
clear to which extent the results of this reproduc-
tion study are representative of more challenging
annotation studies. This is particularly relevant,
since current generations of NLG systems are well
known to be much less prone to the kind of obvious
mistakes present in the original study.
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