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Abstract

The adoption of large language models (LLMs)
in high-stake scenarios continues to be a chal-
lenge due to lack of effective confidence cal-
ibration. Although LLMs are capable of pro-
viding convincing self-explanations and ver-
balizing confidence in NLP tasks, they tend
to exhibit overconfidence when using gener-
ative or free-text rationales (e.g. Chain-of-
Thought), where reasoning steps tend to lack
verifiable grounding. In this paper, we investi-
gate whether adding explanations in the form
of extractive rationales —snippets of the input
text that directly support the predictions, can
improve the confidence calibration of LLMs
in classification tasks. We examine two ap-
proaches for integrating these rationales: (1) a
one-stage rationale-generation with prediction
and (2) a two-stage rationale-guided confidence
calibration. We evaluate these approaches on
a disaster tweet classification task using four
different off-the-shelf LLMs. Our results show
that extracting rationales both before and af-
ter prediction can improve the confidence es-
timates of the LLMs. Furthermore, we find
that replacing valid extractive rationales with
irrelevant ones significantly lowers model confi-
dence, highlighting the importance of rationale
quality. This simple yet effective method im-
proves LLM verbalized confidence and reduces
overconfidence in possible hallucination.

1 Introduction

Large language models (LLMs) have been shown
to achieve state-of-the-art performance on various
natural language processing tasks such as classifi-
cation, information retrieval, summarization, and
many more (Raiaan et al., 2024; Lee et al., 2022;
Yang et al., 2024). However, the adoption of these
LLMs in high-stake scenario tasks continues to be
a challenge with their lack of explainability and
transparency. Accurately expressing LLMs confi-
dence in their prediction can aid endusers in their

decision-making process, i.e., knowing when to
trust/not trust. LLMs can verbalize uncertainty and
confidence in their prediction but several studies
pointed out unsolved issues with these verbaliza-
tions (Xiong et al., 2024; Tian et al., 2023; Lin et al.,
2022). For example, a recent study has shown that
LLMs, when verbalizing their confidence, tend to
be overconfident (Xiong et al., 2024), while another
study (Tian et al., 2023) found that verbalized confi-
dences emitted as output tokens are typically better
calibrated than model’s conditional probabilities in
certain tasks.

Recent studies demonstrate that integrating
explanations with confidence calibration shows
promise in language models achieving better cal-
ibrated models (Li et al., 2022; Ye and Durrett,
2022a,b; Sachdeva et al., 2024). Li et al. (2022)
used token attribution explanations during model
training while Ye and Durrett (2022a) utilized fea-
ture attribution explanations to train a separate cal-
ibrator model. Ye and Durrett (2022b) show that
free text explanations generated by the LLMs can
be unreliable but still useful to train a separate cal-
ibration model. Sachdeva et al. (2024) showed
that models trained on counterfactual augmented
data improve model calibration and that concise
explanations are preferred by calibrator models.
However, post-hoc calibrators require additional
training data, limiting scalability especially in low-
resource settings.

In this paper, we investigate whether LLM
prompt-only extractive rationales as explanations
improve the confidence calibration of LLMs. Ex-
tractive rationales constrain LL.Ms by anchoring
predictions to explicit textual evidence, reducing
overconfidence in possible hallucinations. Unlike
prior methods that rely on separate training data or
post-hoc verifier models, our framework integrates
extractive rationales directly into prompting, reduc-
ing complexity while maintaining interpretability.
We perform both explain-then-predict (E — P), in
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( PREDICT - ONLY )

Provide your best guess and the probability (between 0.0 to
1.0) that it is correct for the task below.
Task: Classify the tweet based on humanitarian aid
information it contains.

9
BN

Looking at images of how Cyclone Idai has
destroyed places in Mozambique (90% of Beira
covered in water) and Zimbabwe, i have a new
appreciation of life and a remainder of how
temporary material things are

Tweet:

( PREDICT - EXPLAIN )

Provide your best guess, the rationale and the probability
(between 0.0 to 1.0) thatit is correct for the task below.
Task: Classify the tweet based on humanitarian aid
information it contains.

Justify your classification by identifying word(s) found in the
tweet as extractive rationale.

Looking at images of how Cyclone Idai has
destroyed places in Mozambique (90% of Beira
covered in water) and Zimbabwe, i have a new
appreciation of life and a remainder of how
temporary material things are.

Tweet:

Label: Infrastructure and utility damage

Label: Sympathy and Support -
[ Probability: 0.80 |
o
[ Verbalized 1 - Stage ]
/ Provide your best guess for the task below. \
Task: Classify the tweet based on humanitarian aid
information it contains.
Tweet: | Looking atimages of how Cyclone Idai has destroyed
" | places in Mozambique (90% of Beira covered in water)
and Zimbabuwe, i have a new appreciation of life and a
@ remainder of how temporary material things are
m - — ) ) ~
Provide the probability that the predicted label is correct (0.0
10 1.0).
| Label: Sympathy and Support |
- / 9
( Probability: 1.0 ] P
QD
[ Verbalized 2-Stage ]

Rationale: how Cyclone Idai has destroyed

places in Mozambique (90% of Beira covered in ™

water) “

Probability: 0.90 -9
Provide your best guess and rationale for the task below.
Task: Classify the tweet based on humanitarian aid
information it contains.
Justify your classification by identifying word(s) found in the
tweet as extractive rationale.
.| Looking atimages of how Cyclone Idai has destroyed
Tweet: | |jaces in Mozambique (90% of Beira covered in water)
and Zimbabwe, i have a new appreciation of life and a
@ remainder of how temporary material things are
m Provide the probability that the predicted label is correct (0.0
to 1.0) based on the tweet and rationale.
Label: Infrastructure and utility damage
Rationale: how Cyclone Idai has destroyed places in
Mozambigue (90% of Beira covered in water)
[ Probability: 0.90 ] |
-9

Figure 1: The comparison between approaches of integrating extractive rationales in prediction in the verbalized
confidence elicitation, here we show Predict-and-Explain setup, 1-stage (top-right) and 2-stage (bottom-right) and
the prediction only 1-stage (top-left) and 2-stage (bottom-left) verbalized confidence elicitation.

which the LLM first generates the rationale expla-
nation and then arrives at a prediction based on
it, and predict-and-explain (P — E), in which the
LLM first generates the prediction and provides the
rationale, setups in generating these rationales.
We ask the research question: Do rationales im-
prove LLM confidence score prediction? We run
our experiments for a high stakes scenario setting:
disaster risk management. LLMs have the poten-
tial to help disaster managers filter through massive
amounts of online social media data for relevant,
critical, and actionable information during disaster
events. With the goal of helping disaster managers,
we are focused on commonly available LLMs that
allow the disaster managers independence from a
complex pipeline and the maintenance it implies.
We investigate two approaches for integrating
rationales when eliciting confidence estimates as
shown in Figure 1: (1) Verbalized 1-stage: asking
the LLM for the rationale along with the predicted
label and confidence score. This approach mini-
mizes computational overhead aligning with our
task, maintains coherence and intrinsic connection
with the rationale and predicted label, reducing con-
text fragmentation, and (2) Verbalized 2-stage: ask-
ing the rationale and label first, then, afterwards, in
the separate prompt adding the rationale to get the

confidence score. This approach decouples the sep-
arate tasks of rationale generation and prediction
with confidence estimation, allowing independent
verification, akin to having a separate calibration
model. We run our experiments using both closed
and open-sourced off-the-shelf LLMs: gpt-4o-mini
(OpenAl, 2024a), gpt-4o (OpenAl, 2024b), llama
3.1 8B-Instruct (Llama Team, 2024), mistral 7B-
Instruct v0.3 (Jiang et al., 2023) across a humanitar-
ian aid information type classification task (Alam
et al., 2021).
Our key contributions are as follows:

* We demonstrate that integrating explanations
in the form of extractive rationales improves
confidence calibration in off-the-shelf LLMs
for classification.

* We show, via ablation with "bad" (irrelevant)
rationales, the necessity of rationale quality
for effective calibration.

Related Work. Model explanations have been
used for calibration post-hoc by training separate
verifier or calibrator models (Li et al., 2022; Ye and
Durrett, 2022b,a; Xu et al., 2024; Sachdeva et al.,
2024). Unlike the separate post-hoc calibrators
from (Li et al., 2022; ?; Ye and Durrett, 2022b),
our prompt-based approach requires no additional
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training, making it suitable for off-the-shelf LLMs
and various disaster event types. The previous way
to measure confidence in model predictions rely on
model’s internal logits but this has become less suit-
able with off-the-shelf decoder-only LLMs. This
led to methods of prompting LL.Ms themselves to
express uncertainty in natural language which is re-
ferred to as verbalized confidence (Lin et al., 2022;
Tian et al., 2023; Xiong et al., 2024) where Xiong
et al. (2024) found that LLMs are prone to over-
confidence when generating free text explanations
while Tian et al. (2023) observed better calibration
when confidence is explicitly verbalized. Closely
related to our study, Zhao et al. (2024) proposed
a prompt-based approach to improving calibration
asking for "facts" and "reflection" from the LLM
while Zhang et al. (2024) proposed fidelity elicita-
tion techniques, which are both relevant for multi-
purpose QA tasks but may not be as suited for
classification task.

Our method addresses three gaps from prior
work, overconfidence in generative rationales, the
need for lightweight calibration, and trust. By inte-
grating extractive rationales directly into prompt-
ing, we show how minimal architectural changes
can yield calibration improvements.

2 Method

Problem Definition. LL.Ms have been very effec-
tive in various natural language tasks. However,
adoption of LL.Ms in high-stake scenarios contin-
ues to be a challenge due to LLMs tend to exhibit
overconfidence when using generative or free-text
rationales (e.g. Chain-of-Thought (CoT) prompt-
ing), where reasoning steps tend to lack verifiable
grounding. We attempt to mitigate this problem by
constraining LL.Ms to extractive rationales, snip-
pets of the input where we aim to reduce hallucina-
tion rate by anchoring the predictions to observable
evidence.

LLM as Disaster Tweet Classifier. We test the
performance of LLMs as disaster tweet classifiers
for humanitarian aid information classification. We
allow the LLM to generate a prediction label for
a tweet and the corresponding rationale. We per-
form both explanation setups studied by Camburu
et al. (2018) to create their finetuned explainers,
explain-then-predict (E — P), in which the LLM
first generates the rationale explanation and then
arrives at a prediction based on it, and predict-and-
explain (P — E), in which the LLM first generates

the prediction and provides the rationale. We used
the predict-only setup as the baseline classifier.
Confidence Elicitation Methods. We utilize meth-
ods that extract confidence scores through verbal-
ization (Lin et al., 2022; Tian et al., 2023), par-
ticularly where the model expresses confidence
in token space with numerical probabilities. We
adopted two of the best performing prompts from
Tian et al. (2023)’s study, Verb 1S top-1 and Verb
2S top-1. Verb 1S top-1 prompts the model to pro-
duce one guess, (the prediction and rationale, and a
probability that the prediction is correct in a single
response (1-"stage") (Tian et al., 2023). Verb 2S
top-1 uses numerical probabilities similarly, except
the model is first asked only for its answers and
then asked to assign the probabilities of correct-
ness to each answer (2-"stages") (Tian et al., 2023).
The exact prompts used are found in Appendix A.4.
CoT prompting methods were no longer explored
as multiple studies (Tian et al., 2023; Zhao et al.,
2024) have shown that this does not improve cali-
bration, even degrading instance-level calibration.

We examine whether the extractive rationales
are being used to improve the LLLM calibration for
the Verb 28 top-1 prompt, we replace them with
irrelevant rationales and measure the changes in
confidence estimates. We explore two "bad" ra-
tionale variants, non-rationales - random phrases
(of similar length to original rationales) that do not
include any of the original rationale explanation
words selected and diff-task rationales - rationales
that were extracted from a different disaster tweet
classification task, where some words may overlap
with the original rationales. The different task we
used was the type of help-seeking tweet classifica-
tion: identifying whether a tweet expresses need
for instrumental or emotional help in a disaster
scenario (Encarnacién and Wilks, 2023).

3 Experimental Setup

3.1 Dataset

We utilized human-annotated crisis-related tweets
from (Alam et al., 2021). The original dataset had
11 labels, however, we limited our labels to the
five that were present in all of our selected crisis
events, following (Zou et al., 2023) who also re-
duced their labels. First, we experimented with in-
cluding the labels: ‘other relevant information’ and
‘not humanitarian’, however, the results showed the
generated rationales for these labels tend to be the
entire tweet themselves. We sampled 300 tweets
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for each of ten different disaster events, i.e., a total
of 3000 tweets. More information about the data is
in Appendix A.2.

3.2 Models

We chose commonly used off-the-shelf LLMs in
our experiments. We used gpt-4o-mini (OpenAl,
2024a), gpt-40 (OpenAl, 2024b), llama 3.1-8B In-
struct (Llama Team, 2024), and mistral 7B-Instruct
(Jiang et al., 2023). These models were chosen be-
cause they are commonly used by both researchers
and the public. We ran our experiments at the
temperature setting of 0.0 to make all models deter-
ministic, fit for a classification task. More model
details are found in Appendix A.1.

3.3 Evaluation Metrics

We evaluate the quality of the confidence classifier
outputs using calibration error metrics. Calibration
evaluates how well model’s confidence aligns with
its accuracy, where a well-calibrated model assigns
90% confidence to an answer, then the answer is
correct 90% of the time.

Expected Calibration Error (ECE) is calcu-
lated as the weighted average of the discrepancies
between the mean predicted probability and the
actual accuracy across all bins.

Static Calibration Error (SCE) - is a simple
extension of ECE to every probability in the multi-
class setting. SCE bins for each class probability,
and computes the error within the bin and averages
across the bin (Nixon et al., 2019).

Adaptive Calibration Error (ACE) — suggests
that in order to get the best estimate of the overall
calibration error the metric should focus on the
regions where the predictions are made. Each bin
has equal number of spaces (Nixon et al., 2019).

Model Prompt Accuracy  Fl-score
Predict only 0.884 0.884

gpt-4o-mini  E — P (ours) 0.888 0.889
P — E (ours) 0.896 0.897
Predict only 0.911 0.911

gpt-40 E — P (ours) 0.916 0914
P — E(ours) 0.922 0.923

Table 1: Model performance evaluated in the experi-
ments across all 10 disaster events. Results shown are
from top 2 performing models.

4 Results

4.1 Classification Performance

We show the classification performance on our set
of 3000 disaster tweets of classifier prompt gpt-
4o0-mini and gpt-4o setups in Table 1. The other
similar results can be found in Appendix B.2 for
the rest of the LLMs evaluated. Asking the model
for rationale explanation during prediction does
not hurt the performance of the model in general
for our classification task, all are comparable with
the predict only baseline. The predict-and-explain
setup is the highest performing classifier at 92.2
Accuracy for gpt-4o.

4.2 Confidence Score Results

Table 2 shows the results of evaluating the prompt
methods for extracting confidence across gpt-4o-
mini and llama 3.1-8B Instruct. Similar results
can be found in Appendix B.2 for the rest of the
LLMs evaluated. Only Mistral had calibration er-
ror that was subpar compared to the other three
LLMs evaluated. We observe that by asking for
rationale-based explanations —in both our prompt
setups, explain-then-predict (E — P) and predict-
and-explain (P — E), LLMs can produce better
calibrated confidences. Both E — P and P — E
setups have lower calibration error scores than the
baseline predict only in both Verb 1S and Verb 2S
methods.

To evaluate whether these rationales are indeed
improving the LLM calibration, we ran experi-
ments where we replaced the original rationales

Model Prompt ECE|l SCE| ACE]
Verb 1S
Predict only 0.063  0.041 0.114
gpt-4o-mini E — P (ours) | 0.036  0.037  0.082
P — E(ours) 0.050 0.035 0.088
Predict only 0.075  0.046  0.149
llama 3.1 E — P (ours) | 0.065 0.048 0.143
P — E (ours) | 0.056 0.040 0.125
Verb 2S
Predict only 0.069  0.041  0.167
gpt-4o-mini E — P (ours) | 0.035 0.039  0.070
P — E(ours) 0.039  0.036  0.066
Predict only 0.050  0.059  0.099
1lama 3.1 E —P(ours) | 0.041 0.052  0.092
P — E(ours) 0.046  0.040 0.091

Table 2: Calibration error metrics of the various confi-
dence verbalization methods across prompts. ECE is
the expected calibration error, SCE is the static cali-
bration error and ACE is the adaptive calibration error.
Results shown are top 2 most calibrated models (based
on ACE).
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Prompt  Rationale ECE]l SCE| ACE]
original (ours) | 0.035  0.039 0.070

E — P  non-rationale 0.074 0.044 0.146
diff-rationale 0.048 0.039 0.095
original (ours) | 0.039 0.036 0.066

P —E  non-rationale 0.059 0.039 0.116
diff-rationale 0.053 0.037 0.091

Table 3: Calibration error metrics when changing the ra-
tionale type. ECE is the expected calibration error, SCE
is the static calibration error and ACE is the adaptive
calibration error. Results shown are for gpt-4o-mini.

and asked for new confidence estimates. Table 3
shows the confidence metrics for the different ra-
tionales used. Using the LLMs’ original rationale
produces the best calibrated confidences. Using
the non-rationales, which are the phrases that have
no overlap with our original rationales, show the
least calibrated confidence scores. The diff-task
rationales, on the other hand, can have words that
overlap and some labels can have similar rationales,
i.e., ‘Sympathy and support’ from the original task
and ‘seeking emotional help’ from the different
task, and ‘Rescue, volunteering or donation effort
and ‘seeking instrumental help’, so it produced bet-
ter calibrated scores from non-rationales. These
results confirm that the relevance of the rationale
and not only the mere presence drives the improve-
ment in calibration.

5 Discussion & Conclusion

In this paper, we proposed integrating extractive
rationale explanations with the predictions to im-
prove LLM confidence calibration in classification
tasks. First, we test whether these extractive ratio-
nales hurt classification performance. We found
that this approach has slightly higher to similar per-
formance compared to the predict-only baseline,
contrary to findings from Huang et al. (2023)’s
prompting setup with feature attribution as expla-
nation and Camburu et al. (2018)’s supervised train-
ing method. Our results show that LLMs can ex-
press confidence in numerical probabilities better
by asking for rationale-based explanations for both
before (explain-then-predict) and after (predict-
and-explain) predictions than direct predict-only
prompt. We showed that improvement is achieved
in the two confidence verbalization strategies inves-
tigated, Verb 1S and Verb 2S. In the Verb 2S setting,
replacing the extractive rationales with "bad" ratio-
nales, non-rationales that have no overlap with the
original and diff-task rationales that are from a dif-

ferent classification task, hurt the LLM confidence
scores,thus, showing that the original rationales are
relevant to the LLM calibration. However, we note
that this finding for the Verb 2S setting is not appli-
cable to the Verb 1S setting. Our results show that
our method offers a lightweight alternative to com-
plex pipelines while maintaining interpretability.

6 Limitations

A key limitation of our framework is that it is only
applicable for classification task where extractive
rationale explanations are applicable. With tasks
where input lacks extractable rationales e.g., LLM
selects entire input as rationale our approach would
not be suitable. We only evaluated off-the-shelf
LLMs: gpt-40-mini, gpt-4o, llama and mistral.
We only evaluated on the base or instruct models;
we did not finetune. Instruction-tuning/fine-tuning
these models may lead to more favorable results.
Our use case has a limited scope as we focused on
one classification task for disaster risk management
with only English tweets.

7 Ethical Considerations

The datasets used in this paper were from publicly
available datasets (Alam et al., 2021) which were
collected tweets from X (previously, Twitter) using
the platform’s streaming API in line with its terms
of service.

Our work aspires ultimately to support disaster
management in high-stakes scenarios. As such, a
potential risk is that readers misinterpret the readi-
ness of the technology for use by disaster managers,
and move either too quickly to uptake without guar-
antees of reliability or pre-maturely abandon the
type of solutions we study. We have attempted to
address this point by stating clearly our negative
result (i.e., LLMs struggle with long-context set
selection) and stating that we find human-LL.M
collaborations may still hold future potential.
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A Appendix A
A.1 Models

Table 4 contains the information about the versions
of the 4 LLMs we evaluated and analyzed.

A.2 Datasets

We utilized human-annotated crisis-related tweets
from (Alam et al., 2021). We sampled across
four different disaster types: earthquake, hurricane,
wildfire and flood. We chose the event with the
highest inter-annotator agreement per disaster type
based on (Alam et al., 2021). The original dataset
had 11 labels, however, we limited our labels to
the 5 that were present in all of our selected cri-
sis events, following (Zou et al., 2023) who also
reduced their labels to 7. Originally, we experi-
mented with including the labels: other relevant
information and not humanitarian, however, this
seemed to be too challenging for the LLM. The
humanitarian aid information labels are as follows:

* Caution and advice: Reports of warnings
issued or lifted, guidance and tips related to
the disaster;

* Infrastructure and Utility Damage: Reports
of any type of damage to infrastructure such
as buildings, houses, roads, bridges, power
lines, communication poles, or vehicles;

* Injured or dead people: Reports of injured
or dead people due to the disaster;

* Rescue, volunteering, or donation effort:
Reports of any type of rescue, volunteering,
or donation efforts such as people being trans-
ported to safe places, people being evacuated,

people receiving medical aid or food, people
in shelter facilities, donation of money, or ser-
vices, etc.;

* Sympathy and support: Tweets with prayers,
thoughts, and emotional support;

We sampled the test sets of the following cri-
sis events: Canada Wildfires 2016, Cyclone Idai
2019, Greece Wildfires 2018, Mexico Earthquake
2017, Hurricane Matthew 2016, Hurricane Har-
vey 2017, Hurricane Maria 2017, Italy Earthquake
2016, Maryland Floods 2018, and Sri Lanka Floods
2017. We randomly sampled 300 tweets for each
disaster event.

A.3 Evaluation Metrics

Confidence Metrics. To evaluate the quality of
the confidence classifier outputs, two tasks are typ-
ically employed: calibration and failure prediction
(Xiong et al., 2024). Calibration evaluates how well
model’s confidence aligns with its actual accuracy,
the basic idea being that if a well-calibrated model
assigns 90% confidence to an answer, then the an-
swer is correct 90% of the time. Failure prediction,
on the other hand, measures the model’s capacity
to assign higher confidence to correct predictions
and lower confidence to incorrect ones.

Expected Calibration Error (ECE) - approxi-
mates it by clustering instances with similar confi-
dence. The predicted probabilities are put into bins,
and ECE is calculated as the weighted average of
the discrepancies between the mean predicted prob-
ability and the actual accuracy across all bins.

N
ECE = " lace(b) — conf(b
> Fplacc(s) - cont(t)

where 1y, is the number of predictions in bin b,
N is the total number of data points and acc(b)
and con f(b) are the accuracy and confidence of
bin b, respectively. One drawback of ECE is its
sensitivity to bucket width and the variance of the
samples within these buckets.

Static Calibration Error (SCE) - is a simple
extension of ECE to every probablity in the multi-
cliss setting. SCE bins for each class probability,
and computes the error within the bin and averages
across the bin (Nixon et al., 2019).

ZZ% acc(b, k) — conf(b, k)|

klbl
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Table 4: Information of evaluated and analyzed LLMs

Model Type Source (OpenAl/Huggingface)
gpt-4o0-mini closed  gpt-40-2024-08-06

gpt-4o closed  gpt-40-mini-2024-07-18

llama 3.1 - 8B Instruct open meta-1lama/Meta-1lama-3.1-8B-Instruct
mistral 7B Instruct v0.3  open mistralai/mistral-7B-Instruct-v0.3

Here, acc(b, k) and conf(b, k) are the accuracy and
confidence of bin b for class label &k respectively,
npy, 1s the number of predictions in bin b for class
kl and N is the total number of data points.
Adaptive Calibration Error (ACE) — suggests
that in order to get the best estimate of the overall
calibration error the metric should focus on the
regions where the predictions are made. Each bin
has equal number of spaces(Nixon et al., 2019).

K
1
ACE = +— kZ_l ; lace(r, k) — conf(r, k)|

Here, acc(r, k) and conf(r, k) are the accuracy and
confidence of calibration range r for class label k&
respectively, N is the total number of data points.
Calibration r is defined by the N/Rth index of the
sorted and thresholded predictions (Nixon et al.,
2019).

A4 Prompts

The different prompt used for classification and
confidence verbalization are found in Figures 2, 5,
and 6. The prompt used to find the different task
rationales is in Figure 7.

B Appendix B

B.1 Output Examples of LLLM Disaster
Classifiers

We present some sample output from our LLM

classifier prompts in figure 8.

B.2 Additional Results

We present all additional results in Tables 5, 6, 7,
and 8.

Provide your best guess and probability that it is correct (@.@ to 1.8) for the
following task. Respond with only the label and probability. Do not modify or
explain.

For example:
Label: <most likely label>

Probability: <the probability between ©.0 to 1.@ that your classification is
correct, without any extra commentary whatsoever; just the probability.>

Task: You will be provided a tweet. Based on the tweet's content, assign one of
the following labels related to humanitarian aid that best fits the information
provided.

Select only one label, even if multiple labels seem to apply. Choose the label
based on the severity and need for immediate response.

Labels:
Injured or dead people: Reports of people injured or dead due to the disaster;

Infrastructure and utility damage: Reports of any type of damage to
infrastructure such as buildings, houses, roads, bridges, power lines,
communication poles, or vehicles;

Rescue, volunteering, or donation effort: Reports of any type of rescue,
volunteering, or donation efforts such as people being transported to safe
places, people being evacuated, people receiving medical aid or food, donation
of money, or services, etc.;

Caution and advice: Reports of warnings issued or lifted, guidance and tips
related to the disaster;

Sympathy and support: Tweets with prayers, thoughts, and emotional support;
Do not modify or explain.

Tueet: {tweet}

Figure 2: Prompt used for Predict Only classification
for Verb 1S.

Provide your best guess, and probability that it is correct (e.@ to 1.8) for the
following task. Respond with only the label, rationale, and probability. Do not
modify or explain.

For example:

Label: <most likely label>

Rationale: <snippet found in input that justifies your classification, copy in
verbatim>

Probability: <the probability between 8.8 to 1.8 that your classification is
correct, without any extra commentary whatsoever; just the probability.>

Task: You will be provided a tweet. Based on the tweet's content, assign one of
the following labels related to humanitarian aid that best fits the information
provided.

Select only one label, even if multiple labels seem to apply. Choose the label
based on the severity and need for immediate response.

Labels:
Injured or dead people: Reports of people injured or dead due to the disaster;

Infrastructure and utility damage: Reports of any type of damage to
infrastructure such as buildings, houses, reoads, bridges, power lines,
communication poles, or wvehicles;

Rescue, volunteering, or donation effort: Reports of any type of rescue,
volunteering, or donation efforts such as people being transported to safe
places, people being evacuated, people receiving medical aid or food, donation
of money, or services, etc.;

Caution and advice: Reports of warnings issued or lifted, guidance and tips
related to the disaster;

Sympathy and support: Tweets with prayers, thoughts, and emotional suppert;

Justify your classification by identifying the corresponding word(s) found in
the tweet as rationale.

Your chosen rationale must be a snippet of the tweet. Copy in verbatim. Do not
modify or explain.

Tweet: {tweet}

Figure 3: Prompt used for Predict-and-Explain classifi-
cation for Verb 1S.
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following task.

Respond with only the rationale, label and preobability. Do not modify or
explain.

For example:
Rationale: <snippet found in input that justifies your classification, copy in
verbatim>

Label: <most likely label>

Probability: <the probability between 8.8 to 1.8 that your classification is
correct, without any extra commentary whatsoever; just the probability.>

The task is: You will be provided a tweet. Based on the tweet's content,
identify the corresponding word(s) found in the tweet that justify the
classification as rationale. Your chosen raticnale must be a snippet of the
tweet. Copy in verbatim. Do not modify. Assign one of the follewing labels
related to humanitarian aid that best fits the rationale provided.

Select only one label, even if multiple labels seem to apply. Choose the label
based on the severity and need for immediate response.

Labels:
Injured or dead people: Reports of people injured or dead due to the disaster;

Infrastructure and utility damage: Reports of any type of damage to
infrastructure such as buildings, houses, reoads, bridges, power lines,
communication peles, or vehicles;

Rescue, volunteering, or donation effort: Reports of any type of rescue,
volunteering, or donation efforts such as people being transported to safe
places, people being evacuated, people receiving medical aid or foed, donation
of money, or services, etc.;

Caution and advice: Reports of warnings issued or lifted, guidance and tips
related to the disaster;

Sympathy and support: Tweets with prayers, thoughts, and emoticnal suppert;

Do not modify or explain.

Tweet: {tweet}

Provide your best guess, and probability that it is correct (€.e to 1.8) for the

Figure 4: Prompt used for Explain-then-Predict classifi-

cation for Verb 18S.

Provide your best guess for the following task.
Respond with only the label and rationale. Do not modify or explain.

For example:

Label: <most likely label»

Rationale: <snippet found in input that justifies the classification, cepy in
verbatim>

The task is: You will be provided a tweet. Based on the tweet’'s content, assign
one of the following labels related to humanitarian aid that best fits the
information provided.

select only one label, even if multiple labels seem to apply. Choose the
label based on the severity and need for immediate response.

Labels:

Injured or dead people: Reports of people injured cor dead due to the disaster;
Infrastructure and utility damage: Reports of any type of damage to
infrastructure such as buildings, houses, roads, bridges, power lines,
communication poles, or vehicles:

Rescue, volunteering, or donation effort: Reports of any type of rescue,
volunteering, or donation efforts such as people being transported to safe
places, people being evacuated, people receiving medical aid or food, donation
of money, or services, etc.;

Caution and advice: Reports of warnings issued or lifted, guidance and tips
related to the disaster;

Sympathy and support: Tweets with prayers, thoughts, and emoticnal support;

Justify your classification by identifying the corresponding werd(s) feund in
the tweet as rationale.

Your chosen rationale must be a snippet of the tweet. Copy in verbatim. Do not
modify or explain.

Tweet: {tweet}

Provide the probability that the label is correct (8.9 to 1.@) based on the
tweet and rationale. Respond with only the and probability. Do not modify or
explain.

Label: {label}

Rationale: {rationale}

For example:
Probability: <the probability between ©.8 to 1.@ that the label is correct,
without any extra commentary whatsoever; just the probability.>

Figure 5: Prompt used for Predict-and-Explain classifi-

cation for Verb 2S.

Provide your best guess for the following task.
Respond with only with the rationale and label. Do not modify or explain.

For example:

Rationale: <snippet found in input that explains the classification, copy in
verbatim»

Label: <most likely label>

The task is: You will be provided a tweet. Based on the tweet's content,
identify the corresponding word(s) found in the tweet that justify the
classification as rationale. Your chosen rationale must be a snippet of the
fweet. Copy in verbatim. Do not modify. Then, assign one of the following labels
related to humanitarian aid that best fits the information provided.

select only one label, even if multiple labels seem to apply. Choose the label
based on the severity and need for immediate response.

Labels:

Injured or dead people: Reports of people injured or dead due to the disaster;
Infrastructure and utility damage: Reports of any type of damage to
infrastructure such as buildings, houses, roads, bridges, power lines,
communication poles, or vehicles;

Rescue, volunteering, or donation effort: Reports of any type of rescue,
volunteering, or donation efforts such as people being transported to safe
places, people being evacuated, people receiving medical aid or food, donation
of money, or services, etc.;

Caution and advice: Reports of warnings issued or lifted, guidance and tips
related to the disaster;

Sympathy and support: Tweets with prayers, thoughts, and emoticnal support;

Do not modify or explain.

Provide the probability that the label is correct (@.8 to 1.@) based on the
tweet and rationale. Respond with only the and probability. Do not modify or
explain.

Rationale: {rationale}
Label: {label}

For example:
Probability: <the probability between 8.8 to 1.@ that the label is correct,
without any extra commentary whatsoever; just the probability.>

Figure 6: Prompt used for Explain-then-Predict classifi-
cation for Verb 28S.

Provide your best guess, and probability that it is correct (@.e to 1.@) for the
following task.

Respond with only the label, rationale, and prebability. Do not modify or
explain.

For example:

Label: <most likely label>

Rationale: <snippet found in input that justifies your classification, copy in
verbatim>

Probability: <the probability between ©.8 to 1.0 that your classification is
correct, without any extra commentary whatsoever; just the probability.>

The task is: You will be provided a tweet. Based on the tweet's content, assign
one of the following labels related to humanitarian aid that best fits the
information provided.

Select only one label, even if multiple labels seem to apply. Choose the label
based on the severity and need for immediate response.

Labels:

Instrumental help: Messages where the individual who posted sought or seeks help
or assistance tangibly or physically, such as shelter, food, or other basic
needs;

Emotional help: Messages that seek care or compassion and when tweets express
emotional needs or distress;

Justify your classification by identifying the corresponding word(s) found in
the tweet as rationale.

Your chosen rationale must be a snippet of the tweet. Copy in verbatim. Do not
modify or explain.

Tweet: {tweet}

Figure 7: Prompt used to create different task rationale
(type of help-seeking message classification)

Model Prompt Accuracy  Fl-score
Predict only 0.884 0.884
gpt-4o-mini E — P (ours) 0.888 0.889
P — E (ours) 0.896 0.897
Predict only 0.911 0911
gpt-4o E — P (ours) 0.916 0.914
P — E (ours) 0.922 0.923
Predict only 0.810 0.819
llama 3.1-8B E — P (ours) 0.821 0.836
P — E (ours) 0.845 0.846
Predict only 0.733 0.746
mistral 7B E — P (ours) 0.801 0.800
P — E (ours) 0.801 0.799

Table 5: Model performance evaluated in the experi-
ments across all 10 disaster events.
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Tweet True Label Prompt Predicted Label Probability | Predicted Rationale
Looking atimages of how Predict only Sympathy and support 0.80 -
Cyclone Idai has destroyed
nggg:sflréh-‘_lozamblqlf Infrastructure and utility Cyclone Idai has destroyed placesin
( o e'rE_' covere m Infrastructure and | Explain - Predict | damage 0.85 Mozambique (30% of Beira covered in
water) and Zimbabwe, i . t
o utility damage water)
have a new appreciation of
life and a remainder of how Infrastructure and utility how Cyclone Idai has destroyed
temporary material things Predict - Explain d 0.90 places in Mozambigue (20% of Beira
are amage covered in water)
RT @USER: Imagine the Predict only Caution and Advice 0.70 -
worst storm ever and no
cell phones, no water, no Infrastructure and Infrastructure and utility no cell phones, no water, no power,
! L utility damage Explain — Predict 0.85 P ! nop !
power, no roads. It's just damage no roads
unfathomable. Horrible. /
Predict - Explain Infrastructure and utility 0.80 no cell phones, no water, no power,
damage no roads
Predict onl Sympathy and support 0.80 -
RT @USER: after seeing Y ympathy PP
how destroyed Haiti is after | Rescue, - K - -
this hurricane, how can volunteering, or Explain - Predict Rescu_e, volunteering, or 0.85 NQOS are doing th?:r best to bring
you be excited for one? donation effort donation effort relief to the people!!
lmao i i ; ;
. . Rescue, volunteering, or NGOs are doing their best to bring
Predict - Explain donation effort 0.90 relief to the people!!

Figure 8: Example Outputs where Predict-Only Prompt fails in its prediction. Results shown are with gpt-4o-mini

Model Prompt ECE|l SCE| ACE/]
Predict only 0.063  0.041 0.114
gpt-4o-mini E—P(ours) 0.036 0.037  0.082
P—E(ours) 0.050 0.035 0.088
Predict only 0.081  0.039  0.157
gpt-4o E — P(ours) 0.048 0.029 0.096
P—E(ours) 0.063 0.029 0.128
Predict only 0.075 0.046  0.149
llama-3.18B E — P (ours)  0.065 0.048 0.143
P— E(ours) 0.056 0.040 0.125
Predict only 0223 0.082  0.446
mistral 7B E—P(ours) 0.171 0.062  0.340
P—E(ours) 0.171 0.062 0.341

Table 6: Calibration error metrics of the various confi-
dence verbalization methods across prompts. ECE is the
expected calibration error, SCE is the static calibration
error and ACE is the adaptive calibration error. Results
shown are from Verb 1S method.
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Event Prompt Accuracy  Fl-score
Predict only 0.884 0.884

All Events E — P (ours) 0.888 0.889
P — E (ours) 0.896 0.897
Predict only 0.887 0.890
Canada Wildfires E — P (ours) 0.910 0917
P — E (ours) 0.917 0.916
Predict only 0.867 0.863
Cyclone Idai E — P (ours) 0.867 0.864
P — E (ours) 0.873 0.869
Predict only 0.863 0.860
Greece Wildfires E — P (ours) 0.837 0.831
P — E (ours) 0.873 0.870
Predict only 0.880 0.882
Hurricane Harvey E — P (ours) 0.887 0.886

P — E (ours) 0.880 0.880
Predict only 0.900 0.902

Hurricane Maria E — P (ours) 0.913 0.911
P — E (ours) 0.913 0.913
Predict only 0.883 0.879
Hurricane Matthew E — P (ours) 0913 0911
P — E (ours) 0.917 0.914
Predict only 0.903 0.905
Italy Earthquake E — P (ours) 0.887 0.893
P — E (ours) 0.910 0.912
Predict only 0.853 0.853
Maryland Floods E — P (ours) 0.857 0.858

P — E (ours) 0.870 0.870
Predict only 0.910 0.909

Mexico Earthquake E — P (ours) 0.910 0.909
P — E (ours) 0917 0914
Predict only 0.893 0.901

Sri Lanka Floods E — P (ours) 0.900 0.909
P — E (ours) 0.910 0.916

Table 7: Model performance evaluated in the experiments for every disaster event. Results shown are from gpt-4o-
mini Verb 1S method
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Event Prompt ECE|l SCEJ|l ACE/]
Predict only 0.063 0.041 0.114

All Events E — P (ours) 0.036 0.037 0.082
P — E (ours)  0.050 0.035 0.088
Predict only 0.105 0.066 0.210

Canada Wildfires E — P (ours) 0.071 0.041 0.136
P — E (ours)  0.086 0.037 0.171
Predict only 0.076 0.046 0.182

Cyclone Idai E — P (ours) 0.069 0.041 0.191
P — E (ours) 0.054 0.044 0.175
Predict only 0.033 0.045 0.106

Greece Wildfires E — P (ours) 0.055 0.056 0.130

P — E (ours)  0.021 0.043 0.130
Predict only 0.046 0.044 0.117
Hurricane Harvey E — P (ours) 0.045 0.036 0.118
P — E (ours)  0.045 0.038 0.090
Predict only 0.077 0.042 0.152
Hurricane Maria E — P (ours) 0.050 0.032 0.112
P — E (ours)  0.053 0.032 0.111
Predict only 0.070 0.042 0.107

Hurricane Matthew E — P (ours) 0.050 0.033 0.113
P — E (ours)  0.052 0.033 0.102
Predict only 0.032 0.037 0.129

Italy Earthquake E — P (ours) 0.026 0.040 0.100
P — E (ours)  0.029 0.031 0.063
Predict only 0.037 0.045 0.121

Maryland Floods E — P (ours) 0.011 0.049 0.068
P — E (ours) 0.017 0.045 0.115
Predict only 0.074 0.037 0.148
Mexico Earthquake E — P (ours) 0.047 0.037 0.110
P — E (ours)  0.063 0.031 0.131
Predict only 0.100 0.049 0.183
Sri Lanka Floods E — P (ours) 0.067 0.042 0.119
P — E (ours)  0.079 0.044 0.144

Table 8: Calibration Error Metrics for all the disaster events. ECE is the expected calibration error, SCE is the static
calibration error and ACE is the adaptive calibration error. 'Highlight indicates when the rationale prompt method
does not outperform the Predict only baseline. Results shown are from gpt-40-mini Verb 1S method.
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