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Abstract

We can think of Visual Question Answering as
a (multimodal) conversation between a human
and an AI system. Here, we explore the sen-
sitivity of Vision Language Models (VLMs)
through the lens of cooperative principles of
conversation proposed by Grice. Specifically,
even when Grice’s maxims of conversation are
flouted, humans typically do not have much
difficulty in understanding the conversation
even though it requires more cognitive ef-
fort. Here, we study if VLMs are capable
of handling violations to Grice’s maxims in
a manner that is similar to humans. Specifi-
cally, we add modifiers to human-crafted ques-
tions and analyze the response of VLMs to
these modifiers. We use three state-of-the-art
VLMs in our study, namely, GPT-4o, Claude-
3.5-Sonnet and Gemini-1.5-Flash on questions
from the VQA v2.0 dataset. Our initial re-
sults seem to indicate that the performance of
VLMs consistently diminish with the addition
of modifiers which indicates our approach as
a promising direction to understand the limita-
tions of VLMs.

1 Introduction

Vision Language Models (VLMs) (Team et al.,
2024; Liu et al., 2023; Hurst et al., 2024) that
unify Large Language Models with computer vi-
sion have made significant advances in multi-
modal tasks such as image captioning (Yang et al.,
2019; Cornia et al., 2020; Wang et al., 2022) and
visual question answering (VQA) (Antol et al.,
2015). However, we are just beginning to under-
stand the reasoning capabilities and more impor-
tantly, the limitations of these models (Campbell
et al., 2024). In this work, inspired by theories
from cognitive science, we understand the behav-
ior of VLMs in VQA when we increase the cog-
nitive load in comprehending questions. Specif-
ically, in Grice’s classical theory of cooperative
principles (Grice, 1975), it is known that humans

acting cooperatively in a conversation typically
need to follow a set of rules commonly known
as Grice’s maxims. These maxims make conver-
sation more effective and ensure efficient com-
munication. However, it is known from previ-
ous studies that even when these maxims are vi-
olated, humans can comprehend conversation eas-
ily (Davies, 2000). However, violations to Grice’s
maxims places greater cognitive burden on the lis-
tener (Jacquet et al., 2018).

In this work, we study how VLMs react when
Grice’s maxims are violated. Specifically, we treat
VQA as a single utterance conversation where a
human is asking the AI model a question to which
the AI model responds with an answer. We intro-
duce modifiers into human-crafted questions that
adds greater detail to a question. At the same time,
these details typically tend to violate Grice’s max-
ims since they were not deemed to be essential
when a human crafted the original question. While
an AI model could benefit from the added infor-
mation, processing modifiers will increase the rea-
soning required to answer the question. We add
two types of modifiers, namely, visual and rela-
tional modifiers. The visual modifiers add more
detail related to visual properties such as color,
shape, etc., while relational modifiers add details
related to spatial relationships.

We use VLMs to generate a modified question
with either visual or relational modifiers. Next,
we verify if the modified question changes human
perception. That is, if humans can answer the
modified question with an answer that is equiva-
lent to the answer to an unmodified question, this
implies that the modifier does not alter the ques-
tion. Therefore, we would expect a VLM to be
able to do a similar type of reasoning. We evaluate
this on three state-of-the-art VLMs, GPT-4o (Ope-
nAI, 2024), Gemini-1.5-Flash (Team et al., 2024)
and Claude-3.5-Sonnet (Anthropic, 2024) on the
VQA v2.0 dataset. That is, we generate modi-
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Figure 1: Original question of the green is the question
that satisfies the Grice’s maxim and the questions with
modifiers that violates the Grice’s maxim.

fied questions from each of these VLMs and eval-
uate the responses of each VLM to the modified
questions. Our initial results seem to indicate that
VLMs are sensitive to modifications to questions.
In particular, we find that there is a consistent per-
formance degradation in the presence of modifiers.
In particular, when modifiers are added through
Gemini-1.5-Flash, the performance degradation is
more significant in all 3 VLMs.

2 Related Work

Following the original VQA task (Antol et al.,
2015), several improved datasets for VQA have
been developed (Goyal et al., 2017; Selvaraju
et al., 2020; Tan and Bansal, 2019) to evaluate
VQA systems. More recently, the trend has shifted
towards incorporating LLMs within the evaluation
process. For instance, (Zhou et al., 2023) uses
ChatGPT to automatically evaluate model outputs
on a Likert scale. The work in (Mañas et al., 2024)
leverages LLMs to evaluate answers. Specifically,
it formulates VQA as an answer-rating task where
the LLM (Flan-T5 (Chung et al., 2024), Vicuna-
v1.3 (Chiang et al., 2023) and GPT-3.5-Turbo) is
instructed to score the correctness of a candidate
answer given a set of reference answers. The work
in (Britton et al., 2022) is related to our approach
where it adds question modifiers to VQA and an-
alyzes its effect on LXMERT (Tan and Bansal,
2019). However, there has not been a signifi-
cant amount of work that relates the reasoning of
VLMs in VQA grounded in principles of human
cognition which is the direction we follow in this
work.

3 Pragmatics in Visual Question
Answering

Grice’s classical theory of cooperative principles
in pragmatics is widely used to characterize hu-

man conversation. Specifically, Grice developed
principles that explain effective conversation be-
tween participants assuming that the participants
have a common goal of understanding each other
and therefore act cooperatively. These princi-
ples are summarized in four maxims, namely, the
maxim of quality, quantity, relation and manner.
The maximum of quality suggests that speakers
should be as truthful as possible and only say what
they believe to be true based on evidence. The
maxim of quantity suggests that the right amount
of information must be provided in a conversation,
i.e., one should not add too much or too little in-
formation. The maxim of relation suggests that a
speaker should stay relevant to the topic and the
maxim of manner suggests the need to avoid am-
biguity and focus on clarity.

While Grice’s maxims characterize effective
conversation, violation of Grice’s maxims does
not mean that the conversation is incomprehen-
sible (Davies, 2000). Specifically, since partici-
pants are assumed to be acting cooperatively, if a
speaker violates a maxim, then the burden of un-
derstanding falls on the listener. That is, the lis-
tener is expected to work harder (cognitively) to
comprehend the intention behind utterances that
violate the maxims. We use this principle as a way
to understand the limitations of VLMs. Specifi-
cally, we think of the VQA task as a conversation
that involves a single utterance between two par-
ticipants, i.e., one participant is a human who asks
a question to the AI model and the other partici-
pant is the AI model that needs to generate an an-
swer. In cases where the human participant flouts
Grice’s maxims, there is an increased burden of
understanding on the AI model to produce an an-
swer that the human can agree on.

3.1 Adding Modifiers to VQA
Fundamentally, the purpose of modifiers in text
is to add more detail. Modifiers can add more
specifics to a description, clarify information to
improve comprehensibility or can make text more
engaging for a reader. At the same time, from a
cognitive perspective, processing modifiers places
greater demands on attention and reasoning capa-
bilities. Specifically, it is known that to understand
text with greater syntactic complexity (which can
occur if modifiers are added to questions) the level
of neural activity in the brain increases (Just et al.,
1996). Further, if we consider our view of VQA as
a conversation between a human and an AI model,
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Figure 2: Illustrating our workflow. We generate modified questions from human-crafted questions using a VLM.
Next, we verify if the modifier changes human perception of the question by comparing answers to the modified
questions (collected through AMT) to the answers given to the original questions. For questions where the answers
are alike, we evaluate if a VLM gives similar answers to the original and modified questions.

adding modifiers to a human-crafted question is
very likely to violate Grice’s maxims which again
results in the need for greater reasoning capabil-
ity. For instance, consider the example shown in
Fig. 1. The original question written by a human
seems to follow Grice’s maxims. However, by
adding modifiers, we violate these maxims as il-
lustrated in the example. Importantly though, each
of the modified questions can be easily answered
by humans even when they violate at least one
of the maxims and have increased complexity of
the question (for instance, in our AMT study, hu-
mans answered modified questions with answers
similar to those in unmodified questions). Prag-
matically, since the AI is interacting with humans
(e.g.in standard VQA, we use human-generated
questions (Antol et al., 2015)), such an interac-
tion is likely to follow Grice’s maxims assuming
that humans are acting cooperatively and not mali-
ciously. That is, if we consider the example shown
in Fig. 1, it is unlikely that a human would ask the
AI any of the questions where the modifiers vi-
olate the maxims. However, human reasoning is
fairly robust to such modifications. Our goal is use
these modifiers to help us explain if the reasoning
mechanism of the model is equally robust. Specif-
ically, the modifiers may i) describe new concepts
such as the star-shape that describes the shape of
the dessert, ii) add additional information such as
where the woman is standing or iii) add ambiguity
such as if the woman’s facial expression describes
a smile. The AI model could in theory use the
additional context to improve the accuracy of its
answers in the VQA task. In other cases, the ac-
curacy may diminish either due to increased ambi-
guity or a lack of model capacity to process modi-

fiers.

3.2 Evaluation Methodology

We add modifiers to human-written questions tar-
geting specific properties in the image. Specif-
ically, here, we consider two properties that are
broad enough to describe the scene in an image in
greater detail, i.e., visual properties and relational
properties. Specifically, visual properties refer to
attributes such as color, shape, texture, etc. for
objects that are observed in the scene. Relational
properties refer to spatial relationships in the scene
such as next to, on top of, etc. We prompt a VLM
(with the image and original question) to generate
the modified question with a specific type of mod-
ification (i.e., visual/relational). We instruct it to
add the modifier without changing the answer to
the original question and also without altering the
question type (e.g. a what question needs to re-
main a what question). Further, we also instruct
it to not alter the context of the question signif-
icantly. Next, we use Amazon Mechanical Turk
(AMT) to verify if violations to Grice’s maxims
alter human perception. Specifically, we ask a
human to answer a question with a modifier and
compare this answer to answers given to the orig-
inal question. Note that for questions where the
original answer has a unique ground truth (yes/no
questions and numeric questions), it is easy to ver-
ify if the answer changes from the original answer.
However, for a question that is open-ended, there
could be multiple ground truth answers. For such
cases, we use an LLM to compare answers to the
modified and unmodified questions, and instruct it
to quantify the similarity between them on a dis-
crete 1-10 scale. An illustration of our evaluation
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workflow is shown in Fig. 2. More details about
the prompts and the AMT study are presented in
the appendix.

3.2.1 Results
We evaluate 3 well-known VLMs, GPT-4o,
Gemini-1.5-Flash and Claude-3.5-Sonnet using
the VQA v2.0 dataset (Goyal et al., 2017). We
added visual and relational modifiers to 1000
questions from the test set of VQA v2.0. We se-
lected these questions such that we had an equal
number of instances corresponding to each ques-
tion type (there are 55 question types, e.g. what,
why, is, how, etc.). The sampled data we used con-
sists of 500 yes/no and numeric questions (where
the answer is a number) and 500 open-ended ques-
tions. We evaluated each VLM on modified ques-
tions generated from each of the 3 VLMs.

Tables 1, 2 show the % change in accuracies
of answers given by the VLM when modifiers are
added to the original questions. The results in Ta-
ble 1 correspond to yes/no and numeric questions
where we can evaluate the answers exactly since
these questions have a unique ground truth answer.
As seen from our results, the positive values of %
change in almost all cases indicates that the mod-
els performed worse on modified questions regard-
less of which VLM performed the modification.
Modifiers added by Gemini-1.5-Flash seemed to
be the hardest ones to process for all 3 VLMs
since the average % change over all the VLMs
was the largest. The modifiers added by Claude-
3.5-Sonnet seemed to be easier to process for all
3 VLMs since the average % change in accuracy
was the smallest across all the models. This seems
to indicate that Claude-3.5-Sonnet may not add
substantially detailed modifiers compared to the
other models. Interestingly, Gemini-1.5-Flash per-
formed worse with self-modified questions com-
pared to modifications by other VLMs both for vi-
sual and relational modifiers. In the case of GPT-
4o, self-modified questions did not result in a sig-
nificant change to the model’s accuracy as com-
pared to its change in accuracy on questions mod-
ified by other VLMs. This indicates that GPT-4o
can handle specific forms of modifications which
is built into its prior but struggles with other forms
of modifications. While our results indicate that
some VLMs perform better than others, the spe-
cific reasons for why this may be the case is still
unclear. We plan to explore this in future.

For the open-ended question results shown in

Table 2, we use GPT-4o to evaluate the similar-
ity between human-generated answers to the orig-
inal question (which we collected using AMT) and
the answers given by the model to the original and
modified questions. In this case, we only com-
pare the texts using GPT-4o. For each question,
we used answers from 3 AMT workers and consid-
ered all the 3 similarity scores provided by GPT-
4o on a discrete scale between 1 and 10. Table 2
shows the % difference between these scores for
answers given by the VLM to the original ques-
tions with those given by the VLM for modified
questions. Overall, similar to our earlier result, in
all cases, the models performed worse on modi-
fied questions (positive % change values) regard-
less of which VLM performed the modification.
Further, consistent with our results on yes/no and
numeric questions, modifications by Gemini-1.5-
Flash were the hardest to process (largest aver-
age % change) for all 3 VLMs while Claude-
3.5-Sonnet modifications were the easiest to pro-
cess (smallest average % change). There was no
consistent pattern to indicate whether the models
performed better/worse on modifications of open-
ended questions compared to the yes/no, numeric
questions. However since the open-ended ques-
tions are scored approximately, the results in Ta-
bles 1 and 2 may not be directly comparable.

Significance tests. We use a paired test to eval-
uate if the response of a VLM changes signifi-
cantly when a modifier is added. Specifically, for
yes/no and numeric questions since the answer can
be compared exactly with the ground truth to ob-
tain a binary outcome, we use the McNemar’s test.
The McNemar’s exact test is used to evaluate if
there is a significant difference in a dichotomous
dependent variable between two groups. It is used
frequently to evaluate drug effects (Trajman and
Luiz, 2008), and has been shown to have low type
I error (Dietterich, 1998). To run this test, we
pair binary outcomes obtained by comparing the
VLM’s answer prior to and after question modifi-
cation with the ground truth.

Our results showed that in most cases there was
significant change in the VLM response (p <
0.05). However, when the modifiers were added
using Claude-3.5-Sonnet, the change in responses
of Claude-3.5-Sonnet/GPT-4o was insignificant
(p ≥ 0.05) which again indicates that Claude-3.5-
Sonnet may be limited in its ability to add de-
tailed modifiers. The responses of GPT-4o did
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Model / Modifier GPT-4o Gemini-1.5-Flash Claude-3.5-Sonnet
Visual Relational Visual Relational Visual Relational

GPT-4o 1.06% 2.91% 8.22% 8.22% -0.26% 3.18%
Gemini-1.5-Flash 8.71% 7.08% 11.44% 13.07% 5.17% 6.26%
Claude-3.5-Sonnet 4.86% 3.78% 8.91% 6.21% 1.35% 3.51%

Table 1: % change in accuracy for questions with yes/no answers and numeric answers (larger values indicate the
model performed worse on modified questions). The column headings indicate which VLM was used to generate
modified questions and the row headings indicate the VLM we are evaluating. The values in red show the worst
performing VLM model/modifier combination when adding visual modifiers and the values in blue show the worst
performing model/modifier combination for relational modifiers.

Model / Modifier GPT-4o Gemini-1.5-Flash Claude-3.5-Sonnet
Visual Relational Visual Relational Visual Relational

GPT-4o 4.58% 6.87% 8.10% 6.08% 1.96% 4.54%
Gemini-1.5-Flash 5.82% 4.91% 8.13% 6.59% 3.43% 6.31%
Claude-3.5-Sonnet 6.12% 5.96% 8.72% 8.32% 3.89% 7.16%

Table 2: % change in accuracy for questions with open-ended answers (larger values indicate the model performed
worse on modified questions). The column headings indicate which VLM was used to generate modified questions
and the row headings indicate the VLM we are evaluating. The values in red show the worst performing VLM
model/modifier combination when adding visual modifiers and the values in blue show the worst performing
model/modifier combination for relational modifiers.

not significantly change on self-modified ques-
tions (p ≥ 0.05) with yes/no or numeric answers
which again may indicate that GTP-4o performs
well only when it has a strong prior on the type
of modification. One alternate possible explana-
tion is that perhaps GPT-4o stores the context in
our interaction with it when generating modified
questions and this somehow could influence its re-
sponse to the modified questions (though we used
a separate session for generating modified ques-
tions).

For open-ended questions, since the compari-
son between the ground truth and a VLM’s an-
swer does not yield a dichotomous value, we use
the Wilcox signed-rank test (since the data was
not normally distributed) instead of the McNe-
mar’s test. The results were very similar our
findings with the McNemar’s test. Claude-3.5-
Sonnet/GPT-4o showed no significant change in
responses (p ≥ 0.05) when the modifier was
Claude-3.5-Sonnet, and GPT-4o had insignificant
change when answering self-modified questions.
We plan to further investigate if there are spe-
cific linguistic characteristics of the modifiers that
makes a question either harder or easier to answer.

4 Conclusion

In this work, we studied if VLMs are sensitive to
modifications to questions in VQA. Specifically,

adding modifiers increases details in a question,
but when viewed from the perspective of coop-
erative principles, they can violate Grice’s max-
ims. Humans can accurately ignore irrelevant de-
tails to answer questions even with these viola-
tions. We studied if VLMs could do the same
in VQA by generating modified questions from
human-crafted questions that preserve the original
answer. We used 3 state-of-the-art VLMs in our
study and showed that in most cases, adding mod-
ifiers to questions degrades the performance of the
VLM. Based on these initial results, we plan to de-
velop more detailed experiments to understand the
types of modifications that VLMs are better at pro-
cessing. Further, while our current results reveal
that the performance of VLMs drops in the pres-
ence of modifiers, it is not yet clear as to why such
a drop occurs. In future work, we plan to analyze
the reasons for why some VLMs tend to perform
more poorly than others in modified questions.

5 Limitations

Following are the limitations associated with this
work.

1. This work assumes that human-written ques-
tions follow Grice’s maxims of conversation.
However, it may be the case that since hu-
mans are asking an AI a question (as op-
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posed to talking to fellow humans), some of
these maxims are violated even in human-
generated questions.

2. Since the internal details of how VLMs han-
dle prompts are not clearly known, there
could be some bias associated with self-
modified questions. That is, if a VLM tries
to answer its own modified question since it
would have access to the previous prompts
(instructing it to add modifiers), it may be
able use it in the response to modified ques-
tions. Even though, we provided the modi-
fication as a separate prompt, there could be
some bias in the results of self-modified ques-
tions if the prompts are not completely inde-
pendent.

3. Since open-ended questions do not have a
unique ground truth answer, the evaluation
we used may have a bias compared to those
which have a unique ground truth answer.
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Appendix A: VLM Prompts

Prompt to generate modified questions targeting
visual properties:
Instruction: Your task is to generate 1 different
modified version of the original question about an
image, ensuring that each modification preserves
the original answer from the provided question
and provide the type of the visual attribute that was
added to the original question.

Given an image and its original question, create
1 unique modification by adding different types of
visual attributes to the objects in the original ques-
tion. The visual attributes can be of the following
types:

• Physical properties (size, color, shape etc.) of
the object

• Appearance characteristics (texture, pattern
etc.) of the object

• Visual state (new, old, clean, dirty etc.) of the
object

NOTE: You are not limited to the categories men-
tioned above. You are free to categorize as you see
fit.
IMPORTANT: When adding visual attributes to
questions, ensure that your modifications don’t in-
advertently reveal or hint at the correct answer.
**For the visual attribute categories, please use
clear, specific labels such as:

• Color (when referring to color attributes)

• Texture (when referring to surface qualities)

• Size (when referring to dimensions)

• Shape (when referring to form)

• Pattern (when referring to visual arrange-
ments)

• Visual state (when referring to condition)

• Physical property (when referring to other
physical characteristics)

This helps maintain consistency in your catego-
rization.**

Rules: Each modification MUST:

• Preserve the core meaning of the original
question

• Yield the same answer as the original ques-
tion

• Be distinctly different from other modifica-
tions

• Use natural, grammatically correct language

Avoid:

• Repeating the same modifier type across the
3 versions

• Making assumptions about details not visible
in the image

• Changing the fundamental subject or action
in the question
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Output: Modified Questions [LIST]: [Ques-
tion1] **Visual attribute [LIST]: [category1]**

Example 1: Original Question: Is the dog
skateboarding? Modified Question [LIST]: [Is
the small dog skateboarding?] Visual attribute
[LIST]: [size]

Example 2: Original Question: Is there graf-
fiti shown on the concrete wall? Modified Ques-
tion [LIST]: [Is there colorful graffiti shown on the
concrete wall?] Visual attribute [LIST]: [color]

IMPORTANT: When adding visual attributes
to questions, ensure that your modifications don’t
inadvertently reveal or hint at the correct answer.
The visual attributes should add detail without
changing the difficulty level of the question or
providing clues that make the answer obvious.

Prompt to generate modified questions targeting
relational properties:
Your Task: Generate 1 different modified version
of the provided question, ensuring that each mod-
ification uses a different relational modifier (posi-
tional relationships, for e.g. in front of, on, next
to, in, etc.) while preserving the original answer.

Instruction: Given an original question, create 1
unique modification by adding different relational
modifiers to the objects in the original question.
Each modification must preserve the core meaning
and yield the same answer as the original question.

Rules:
Each modification MUST:

• Use a different relational modifier (e.g., on,
under, in front of, next to, in, among, etc.)

• Preserve the core meaning of the original
question

• Yield the same answer as the original ques-
tion

• Be distinctly different from other modifica-
tions

• Use natural, grammatically correct language

Avoid:

• Changing the fundamental subject or action
in the question

• Making assumptions about details not pro-
vided in the original question

• Using non-relational modifiers (like color,
size, shape, etc.)

Output:
Modified Questions [LIST]: [Question1] Rela-

tional Modifier [LIST]: [Modifier1]
Example: Original Question: Is the dog skate-

boarding? Modified Question [LIST]: [Is the dog
skateboarding on the sidewalk?] Relational Modi-
fier [LIST]: [on the sidewalk]

NOTE: DO NOT CHANGE THE MAIN CON-
TENT IN THE QUESTION. When adding re-
lational attributes to questions, ensure that your
modifications don’t inadvertently reveal or hint at
the correct answer. The relational attributes should
add detail without changing the difficulty level of
the question or providing clues that make the an-
swer obvious.

Appendix B: AMT Details for verification

We used three workers to answer each question.
Following is the instruction provided to AMT
users to verify the modified questions generated
by LLMs;

Instruction: You will see an image and two
questions; Q1 (Original Question) and Q2 (Mod-
ified Question). The answer for Q1 is shown. Is
the same answer correct for Q2?

Q1: Is there a coffee cup?
Answer: Yes

Q2: Is there a white coffee cup?
Answer: Yes

Select one of these options:
⃝ Correct Answer
⃝ Incorrect Answer
⃝ Answer is incorrect in both Q1 and Q2

We consider the modified questions that has the
same answer or correct response from AMT users
as the verified questions.
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