SECQUE: A Benchmark for Evaluating Real-World Financial Analysis

Capabilities
Noga Ben Yoash * Meni Brief
Oded Ovadia Gil Shenderovitz Moshik Mishaeli
Rachel Lemberg Eitam Sheetrit
Microsoft Industry Al
Abstract questions about companies, industries, and mar-

We introduce SECQUE, a comprehensive
benchmark for evaluating large language
models (LLMs) in financial analysis tasks.
SECQUE comprises 565 expert-written ques-
tions covering SEC filings analysis across four
key categories: comparison analysis, ratio cal-
culation, risk assessment, and financial insight
generation. To assess model performance, we
develop SECQUE-Judge, an evaluation mech-
anism leveraging multiple LLM-based judges,
which demonstrates strong alignment with hu-
man evaluations. Additionally, we provide
an extensive analysis of various models’ per-
formance on our benchmark. By making
SECQUE publicly available', we aim to fa-
cilitate further research and advancements in
financial Al

1 Introduction

Recent advances in large language models (LLMs)
have demonstrated their potential across diverse
domains, including law (Huang et al., 2023),
medicine (Singhal et al., 2023; Wu et al., 2024),
and finance (Cheng et al., 2023; Wu et al., 2023).
However, as these models are increasingly adopted
for specialized applications, the need for domain-
specific evaluation has become more pressing.
While general-purpose benchmarks assess a wide
range of capabilities, they often fail to capture the
nuances and challenges inherent in domain-specific
tasks (Yang et al., 2024).

While domain-specific evaluation is challenging
across many fields, the financial domain presents
unique challenges in assessing LLM capabili-
ties. Financial analysts routinely analyze com-
plex datasets, extract meaningful insights from tex-
tual and numerical data, and answer high-stakes

*Corresponding author: nogabenyoash@microsoft.com
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ket trends. These tasks require models to excel in
financial reasoning, numerical computation, and
the synthesis of information from lengthy, multi-
format documents. Yet, many existing benchmarks
for financial LL.Ms often focus on isolated down-
stream tasks, such as sentiment analysis or named
entity recognition, and do not adequately reflect the
breadth of questions analysts face in real-world sce-
narios (Xie et al., 2024a; Brief et al., 2024; Islam
et al., 2023).

To address this gap, we introduce SECQUE, a
benchmark specifically designed to evaluate LLMs
on the types of questions financial analysts pose
while analyzing SEC? filings. SECQUE includes
questions spanning four key categories: Compari-
son and Trend Analysis, Ratio Analysis, Risk Fac-
tors, and Analyst Insights, thus representing es-
sential components of financial analysis. For each
question, we present a ground truth answer and
variations of the supporting data from the SEC fil-
ings, representing different textual pre-processing
methods. The benchmark consists of 565 questions
curated to challenge models’ abilities to compre-
hend, reason, and synthesize information within
the context of corporate filings.

Our benchmark offers several key advantages.
First, SECQUE is designed to reflect real-world
financial tasks, moving beyond basic text process-
ing to assess reasoning over long unstructured data.
Second, it emphasizes long-context questions, re-
quiring models to extract relevant information from
complex and detailed inputs, such as financial ta-
bles with varied structures. Third, SECQUE ad-
dresses limitations identified in FinanceBench (Is-
lam et al., 2023) by introducing cross-company
comparisons and high-difficulty questions.

Additionally, following (Zheng et al., 2023),

2SEC is the common name for the U.S. Securities and
Exchange Commission
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Table 1: Summary Statistics of the SEC filings used in
SECQUE.

Statistic Value
Unique Accessions 45
Unique Companies 29
Unique Filing Years 4
Companies with Multiple Filings 12
Earliest Filing Date 7/25/2018
Latest Filing Date 8/8/2024

LLM judges have become a central component
of open-ended question evaluation, and SECQUE
significantly relies on the ability to use LLMs for
evaluation accordingly. The questions in SECQUE
are of high complexity and therefore present dif-
ficulty for LLM judging. To address this dif-
ficulty, we present SECQUE-judge that, follow-
ing (Gu et al., 2024), leverages multiple LLM
judges evaluations. We perform a thorough investi-
gation of SECQUE-judge and demonstrate its align-
ment with human evaluation. Using our validated
SECQUE-judge, we have performed a thorough
analysis of SECQUE. Finally, we conduct an abla-
tion study to examine how different configurations,
such as prompt choice, affect the results.

2 SECQUE Benchmark

The SECQUE benchmark was developed as a tool
to evaluate the performance of large language mod-
els (LLMs) specializing in the financial domain
in real-world financial scenarios. Our evaluation
focuses on key use cases where LLMs could signif-
icantly impact the work of financial professionals
in general, and financial analysts in particular. Fi-
nancial analysts rely on diverse documents in their
work, and we focused on the primary publicly avail-
able financial reports?: 10-K and 10-Q SEC filings.
A 10-K is a company’s annual financial report filed
with the SEC, while a 10-Q is a quarterly update
on its financial performance. These documents in-
clude textual and tabular data about publicly traded
companies, covering sections such as risk factors,
income statements, balance sheets, and cash flow
statements.

Benchmark Creation: The SECQUE benchmark
was created by three subject matter experts (SMEs)
specializing in financial analysis. To ensure high
standards, all questions and answers were itera-

Shttps://sec.gov/edgar/search

tively refined and reviewed both by the SMEs and
by two additional financial experts with expertise
in LLM systems.
Benchmark Composition: The benchmark con-
sists of 565 open-ended questions representing real-
world financial analysts’ questions in terms of com-
plexity, jargon, and type. Each entry in the bench-
mark includes a question, supporting data (also
referred to as context), and a ground truth answer.
Additionally, references to the supporting data (e.g.,
metadata specifying accession numbers, page num-
bers, and relevant sections from the filings that
indicate the source of the context) and a question
type label are provided.

Following is an example data point from
SECQUE benchmark (for full context see Ap-
pendix A).

Input:

¢ Question: How has NVIDIA’s Interest
Coverage Ratio changed from 2023 to

20247
e Context: NVIDIA Corporation and
Subsidiaries...

Ground Truth Answer:

Interest Coverage Ratio is calculated us-
ing the formula: Interest Coverage Ratio
= EBIT / Interest Expenses.

For 2024:

EBIT (Operating Income) = $32,972 million
Interest Expenses = $257 million

Interest Coverage Ratio = $32,972 / $257
=128.3

For 2023:

EBIT (Operating Income) = $4,224 million
Interest Expenses = $262 million

Interest Coverage Ratio = $4,224 / $262
=16.1

Metadata:

* Question Type: Ratio Analysis
* Accession Number: 0001045810-24-000029
* Page: 50

e Item: Item 15. Exhibit and Financial State-
ment Schedules

Table 1 provides summary statistics for the un-
derlying SEC filings. In total, the questions refer-
ence 45 SEC filings from 29 different companies,
fully listed in Appendix D. The supporting data
spans multiple documents and may reach signifi-
cant lengths, with some entries requiring tens of
thousands of tokens®.

4All token counting was
tiktoken.get_encoding("cl100k_base")

done with
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Table 2: SECQUE breakdown by question type.

Question Type Count
Comparison and Trend Analysis 220
Ratio Analysis 188
Risk Factors 85
Analyst Insights 72

Table 3: Token statistics by representation type.

Type ‘ Mean Std Median Max
HTML 54K 5.6K 39K 326K
Markdown | 29K 29K 22K 169K

SECQUE Questions: The SMEs were instructed
to write questions following three main guidelines:
I) They represent real-world questions that are in-
teresting to a financial analyst. II) The answers rely
solely on the information provided in the reference
supporting data; no external data is needed. III)
The questions can be answered objectively, based
on the provided context. The benchmark addresses
four types of questions, reflecting core tasks per-
formed by financial analysts:

(1) Risk Questions: Financial analysts assess
potential risks impacting companies based on the
“Risk Factors” section of SEC filings. This task
requires text analysis skills.

(2) Ratio Questions: Analysts examine financial
statements to understand a company’s financial po-
sition, performance, and cash flow. This involves
extracting data from tables, defining formulas, and
performing calculations.

(3) Comparison Questions: Analysts identify
trends and differences across multiple documents
to evaluate a company’s performance relative to
peers or previous records.

(4) Analyst Insights Questions: Analysts synthe-
size multiple data points to generate conclusions
and provide financial explanations. Insight ques-
tions require deep financial understanding.

Table 2 shows a breakdown of the benchmark’s
questions by subject.

References to the Supporting Data: The context
of a question is the portion of text from an SEC
filing (or multiple filings) that the SMEs have iden-
tified as relevant to answering the question. The
references to the supporting data, indicating the
pages and items to be used from each accession
number (the unique ID of a filing), are provided

in the benchmark.

We define a chunk of data to be the text corre-

sponding to a single page of the filing. If multiple
chapters are covered on the same page, the chunk is
divided into smaller, coherent chunks. The chunks
are then concatenated to form the final context of
the question, with each question requiring, on av-
erage, five chunks as context.To preserve contex-
tual clarity when concatenating chunks, each chunk
may also include a brief header with key informa-
tion (e.g., company name, filing type, and filing
date). This header slightly increases the number of
tokens required to execute a question.
Context: SEC filings are available for download
both in XBRL and in HTML formats, and their
content is composed of text and tables. We used
the Markdown representation of the texts, and for-
matted the tables in two ways: 1) Markdown, a
straightforward text-based representation that is
more concise, but less expressive. 2) HTML, a
structured representation using separate tags for
each attribute, and styling elements removed. Ta-
ble 3 provides key statistics about the number of
tokens needed for HTML and Markdown represen-
tations, respectively.

Since any change in the context may impact per-
formance on SECQUE, we provide four slightly
different versions of the context for each question
in the SECQUE benchmark. These versions corre-
spond to HTML and Markdown table representa-
tions, with and without headers. Fig. 1 illustrates
the available choices for text representation.

Evaluation configuration

( Benchmark configuration )

[ Text representation ]
© HTML O Markdown

Tabular data format:

Chunks headers: © With O Without

( Invocation configuration )

( Prompt )

Domain specific: O Financial @ No domain

Chain of thoughts: O With © Without

Order of instructions: @ Taskfirst O Task last

( Params )

Temperature:

o o1 03 05 07 09

Figure 1: Configuration for executing the SECQUE
benchmark. This configuration specifies the format of
the text extracted from SEC filings, along with other rel-
evant parameters. Only one radio button can be selected
within each configuration category.
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3 Evaluating Judge Performance

Manual evaluation of the entire benchmark is
impractical, therefore, we have implemented
SECQUE-judge, an automated comparison for var-
ious model outputs with the SECQUE ground truth
answers (denoted as (7, y), respectively). In this
section we describe our SECQUE-judge implemen-
tation and verify alignment with human evaluation.

3.1 SECQUE-judge Implementation

For SECQUE evaluation, our primary goal is to
ensure that it properly distinguishes between fully
correct answers (i.e., answers acceptable for a fi-
nancial analyst) and those that are partially correct
or incorrect. To this end, we use Single-judge, em-
ploying a scoring system of {0, 1,2}, representing
incorrect, partially correct, and correct answers, re-
spectively. Single-judge’s implementation follows
the judging prompt presented in (Brief et al., 2024),
which similarly handles free-text comparisons cat-
egorized into three classes. We use GPT-40 (Ope-
nAl, 2024) as the underlying judging model.

Since an LLLM judge can be inconsistent due to
its stochastic nature, we utilize a *panel of judges’,
following LL.M-as-a-judge best practices outlined
in (Guetal., 2024). We form our final SECQUE-
judge by aggregating several Single-judge scores:
for each (7, y) pair, we invoke Single-judge five
times (using the exact same prompt and parame-
ters). The summed score of these five individual
evaluations is denoted by S. SECQUE-judge maps
S to a final categorical score with same {0, 1,2}
scoring system using two fixed thresholds, Ur (up-
per threshold) and L7 (lower threshold), as defined
in Eq. (1). We aim to compute the optimal thresh-
olds U7 and L for our SECQUE evaluation.

2, iftS>Ur,
score:=< 1, ifUpr >8> Lr, (1)
0, ifS < Ly,

3.2 Human Evaluation Experiment Setup

We conducted an experiment to assess the align-
ment between our SECQUE-judge and expert hu-
man evaluation. First, we ran our benchmark and
generated answers using GPT-40 and Llama-3.3-
70B-Instruct (Dubey et al., 2024). Due to the high
cost of human evaluation, we manually selected
a subset of 62 questions from all four question
categories that were scored differently by several
automated judges (described in Section 3.3). Since

each question was answered by two LLM models,
this resulted in 124 generated answers for evalua-
tion, 62 from GPT-40 and 62 from Llama-3.3-70B-
Instruct.

Next, we presented the 124 answers to financial
experts and asked them to independently compare
each generated y to its corresponding y using the
same {0, 1,2} scale as described earlier. This setup
allows us to find a lower bound on the alignment
between SECQUE-judge and human evaluation.

For most questions, all human evaluators as-
signed the same score. In cases where the evalua-
tion was a mix of 1 and 2, we set the final human-
score to 2, as such an answer could be deemed
acceptable for a financial analyst. Similarly, when
scores of 0 and 1 were assigned, the final human-
score was set to 0, as the answer was considered
mostly incorrect. In the only four cases where eval-
uators disagreed entirely (with the full range of
scores assigned), we set the final human-score to 1.

Since we are primarily interested in verifying
that SECQUE-judge properly distinguishes fully
correct answers from others, we use the following
F1(2) metric as our optimization objective:

precision(2) - recall(2)
precision(2) + recall(2)’

F1(2) = (2
i.e., the standard multi-class F, precision, and re-
call scores, when 2 is the target class.

3.3 Analyzing SECQUE-judge

We begin by evaluating the stability of Single-judge
scoring on the answer set. In all cases, the five
Single-judge scores differed by at most 1, mean-
ing that we did not observe both scores of 0 and
2 for the same (7, y) pair. In 85.5% of cases, the
five Single-judge scores were unanimous. Fig. 2
presents a histogram of S, the summed Single-
judge scores for the 62 questions, showing that the
most common sums are 0, 5, and 10, representing
unanimous scores of 0, 1, and 2, respectively.

We then used human-scores and Single-judge
summed scores S to calculate the optimal Ur and
L7 (defined in Eq. (1)) maximizing our objective
function F;(2) presented in Eq. (2). We finalized
Ur = 6 and L7 = 4 to be the threshold used
in SECQUE-judge, which resulted in a maximal
F1(2) = 0.85 (the full confusion matrix is pre-
sented in Appendix C). Thus, Eq. (3) represents
our final SECQUE-judge. It is interesting to note
that U = 6 implies that at least one Single-judge
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Table 4: Comparison of LLM-based judges, assessing their alignment with human judgment across multiple
alignment metrics. A judge is defined both by its methodology and by the LLM used to perform the judging. The
best scores for each alignment metric are indicated by underlining.

Judge Alignment Metrics
Methodology Underlying Model \ F1(2) precision(2) recall(2) accuracy
Single-judge GPT-40 0.82 0.9 0.75 0.71
Majority vote GPT-40 0.8 0.9 0.73 0.69
SECQUE-judge GPT-40 0.85 0.905 0.8 0.75
SECQUE-judge Llama-3.3-70B-Instruct | 0.83 0.8 0.86 0.68
SECQUE-judge  GPT-40-mini 0.62 0.93 0.465 0.515

# of occurences

i I I
- — | —
0 2 4 6

8 10

Figure 2: Histogram of .S, the sum of five Single-judge
scores, for all 124 answers.

assigned a score of 2 to the answer. Similarly,
L7 = 4 implies that at least one Single-judge as-
signed a score of 0.

2, if S > 6,
score = ¢ 1, if4<5 <6, (3)
0, ifS <4.

Further analysis of SECQUE-judge is presented
in Table 4. We first observe that precision(2) =
0.905 and accuracy = 0.75. We conclude that
SECQUE-judge excels in identifying fully correct
answers, while its ability to distinguish between
partially correct and incorrect answers is less opti-
mal.

SECQUE-judge also outperforms other evalua-
tion methods in terms of alignment. Table 4 demon-
strates that employing SECQUE-judge, a panel of
judges, instead of Single-judge, improves perfor-
mance across all metrics by up to 4%. Majority
vote utilizes the same summed score S, but results
in lower alignment with human evaluation. This
further implies that one Single-judge score of 2 or
0 out of five Single-judge scores is enough to award
a final score of 2 and 0, respectively.

Additionally, we changed the underlying judging
model, both with Llama-3.3-70B-Instruct and GPT-
4o0-mini (OpenAl, 2024)). While the first performs

Model

Figure 3: The performance of each model on the bench-
mark. Both Strict Accuracy and Normalized Accuracy
are shown.

almost like GPT-40, for the second we observe a
significant decrease in the alignment between the
judge and human evaluation. We also provide a
breakdown by which model generated the answer
is provided in Appendix C, to mitigate possible con-
cerns around self-enhancement bias (Zheng et al.,
2023).

4 Evaluation and Results

4.1 Setup

We evaluated the performance of seven models on
SECQUE, representing diverse model sizes and
providers, to assess their ability to answer com-
plex financial questions effectively. The models
we chose are GPT-40 and GPT-40-mini, Meta-
Llama-3.3-70B-Instruct and Meta-Llama-3.1-8B-
Instruct (Dubey et al., 2024), Qwen2.5-32B-
Instruct (Qwen, 2024), Mistral-Nemo-Instruct-
2407(12B) (Mistral, 2024), and Phi-4(14B) (Abdin
etal., 2024)°.

All answers were scored using our SECQUE-
judge. Each response was given a score according

5Phi-4 has a limited context length of just 16K, resulting in
lower performance, as longer questions remained unanswered.
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Figure 4: Model performance across different question types. Each subplot represents one question type, comparing

the Strict Accuracy of all models.

Baseline Financial Baseline CoT  Financial CoT Flipped Avg Tokens by Model
GPT-40 0.69/0.79  0.62/0.71 0.67/0.76 0.63/0.73 0.68/0.78 319.84
GPT-40-mini 0.64/0.73  0.38/0.47 0.60/0.72 0.56/0.65 0.62/0.73 289.76
Llama-3.3-70B-Instruct 0.65/0.75  0.60/0.71 0.63/0.74 0.60/0.72 0.62/0.74 341.63
Qwen2.5-32B-Instruct 0.61/0.72  0.49/0.58 0.60/0.71 0.55/0.67 0.65/0.75 331.34
Phi-4 0.56/0.66  0.55/0.64 0.57/0.67 0.56/0.66 0.57/0.67 294.33
Meta-Llama-3.1-8B-Instruct ~ 0.48/0.60  0.41/0.54 0.44/0.56 0.40/0.53 0.47/0.59 338.38
Mistral-Nemo-Instruct-2407 ~ 0.46/0.55  0.32/0.42 0.45/0.56 0.44/0.55 0.44/0.54 231.52
Avg Tokens by Prompt 283.04 151.97 437.38 334.71 317.57 304.93

Table 5: Performance metrics across prompt ablations. In each column, the left score indicates Strict Accuracy, the
right Normalized Accuracy. The average number of output tokens used for each model and prompt type is included.
The best score per model is underlined, and best overall is in bold

to Eq. (3), which was then aggregated into two
scores:

* Strict Accuracy: % > 20 core—2} (2 points

if score = 2 else 0).

* Normalized Accuracy: 5- ) score (use
5

score directly).

Both scores were divided by 2 to maintain a [0, 1]
scale.

To mitigate any issues arising from the sensi-
tivity of LLMs to input perturbations, particular
attention was given to standardizing data repre-
sentations and prompts. Fig. 1 illustrates the pos-

sible configurations for an experiment using the
SECQUE benchmark and identifies the *baseline’
configuration (simple prompt, temperature=90. 3,
and HTML tables with headers) that results in the
highest overall performance across models. In the
rest of this section we analyze the performance of
the described models using the ’baseline’ config-
uration, except for the ablation studies where we
evaluate the effect of text representation, prompt
and temperature configurations, both on quality and
on the number of tokens produced.

4.2 Overall Performance

The performance of each model on the benchmark
is shown in Fig. 3. GPT-40 leads with 0.69 and
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Figure 5: A comparison of all models’ performance for each data representation configuration (HTML, Markdown,
HTML with no headers), as well as a breakdown of scores achieved by each model. Note that the leftmost column
for each model is equivalent to the baseline shown in Fig. 3

0.79 in Strict and Normalized accuracy, respec-
tively. GPT-40-mini and Llama-3.3-70B-Instruct
have very similar performance, both slightly under
GPT-40 and slightly above Qwen2.5-32B-Instruct.
The smaller models perform significantly worse
with Mistral-Nemo-Instruct-2407 being the furthest
behind. It is interesting to note that while the ab-
solute difference between Strict and Normalized
accuracies remains similar across all models, the
ratio of these accuracies is significantly higher for
smaller models. This trend is more clearly illus-
trated in Fig. 5.

4.3 Performance by Question Type

The various models’ Strict Accuracy scores across
the four SECQUE question categories are shown
in Fig. 4. Results highlight significant variability
across categories:

Risk Factors: Phi-4 performed best, with almost
all the other models achieving similar scores. All
models achieved high scores, implying that answer-
ing such questions should be a minimum require-
ment for any financial model.

Ratio Analysis: This category proved more chal-
lenging, with GPT-40 achieving the highest score.
The results indicate both correct usage of formulas
and superior mathematical reasoning abilities.
Comparison and Trend Analysis: The results for
this category were very similar to Ratio Analysis.
Smaller models exhibited difficulty reasoning over
data points from long contexts, while the rest of the

models had roughly equivalent performance.
Analyst Insights: These questions had the low-
est scores across almost all models, with GPT-40
significantly ahead, followed by Phi-4. These ques-
tions are more difficult in nature due to combining
numerical reasoning and financial insights, but also
involve slightly more nuanced answers, and there-
fore the evaluation of this category may be less
reliable than the other categories.

4.4 Ablation Study

Text Representation: The choice of text repre-
sentation i.e., HTML, Markdown, and removing
headers, had a small impact on overall performance.
Fig. 5 shows the performance of the models across
two important dimensions, both comparing the rep-
resentation format, and also showing a breakdown
of the scores for each model. The results indicate
Markdown tables were slightly harder for smaller
models to interpret, indicating a trade-off between
using fewer tokens and a more explicit representa-
tion format. The exception is Phi-4, gaining a boost
from the token reduction due to its limited context
length. The inclusion of headers is not conclusively
helpful, but in most cases appears to be beneficial.
Prompt Variations: Altering the prompt had the
most significant impact of the various ablations.
Switching from the baseline prompt to a more finan-
cial and targeted one proved to be very detrimental
to performance, although better from a token usage
perspective. Interestingly, while including chain-
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of-thought (CoT) reasoning in the baseline prompt
resulted in a slight decrease in performance, in-
corporating CoT in the financial prompt led to a
modest improvement. These findings are surprising
since generally providing clearer instructions, as
well as explicitly requesting the use of CoT have
been shown to improve results in various reason-
ing tasks (Wei et al., 2023). Changing the order
within the prompt (context followed by question
vs. question followed by context) had minimal im-
pact, which contrasts with the findings of (Islam
et al., 2023). This discrepancy can be attributed to
our use of newer and more advanced models. All
prompts can be found in Appendix B.
Temperature Settings: Temperature adjustments
{0.0,0.1,0.3,0.5,0.7,0.9} were evaluated only
for GPT-40. The change in temperature had almost
no impact, with less than 2% fluctuations between
values, thus we cannot conclude that the choice of
temperature matters for evaluation.

5 Related Work

Recent advances in large language models (LLMs)
have spurred considerable research in domain-
specific benchmarks and evaluation frameworks,
particularly in finance. In this section, we briefly
review work on financial benchmarks and the use
of LL.Ms for evaluation.

Financial Benchmarks and Datasets A vari-
ety of benchmarks have been introduced to assess
LLM performance on financial tasks. Comprehen-
sive evaluation frameworks such as FinBen (Xie
et al., 2024b), PIXIU (Xie et al., 2024a), and BBT-
Fin (Lu et al., 2023) aggregate diverse tasks to
measure general financial skills. Other datasets
target specialized skills: FinEval (Zhang et al.,
2023) focuses on textbook-based financial knowl-
edge, SuperCLUE-Fin (Xu et al., 2024) decom-
poses real-world financial tasks into fine-grained
subtasks, and FinDABench (Liu et al., 2024) em-
phasizes financial analysis and reasoning. In par-
allel, several financial QA datasets have been pro-
posed. Early efforts include FiQA (Maia et al.,
2018) for sentiment analysis and opinionated QA,
while FinQA (Chen et al., 2021) and its conversa-
tional extension ConvFinQA (Chen et al., 2022) of-
fer more realistic, multi-turn interactions. Datasets
such as TAT-QA (Zhu et al., 2021) incorporate
numerical reasoning over tabular and textual data
from financial reports. Despite these efforts, many
of the existing benchmarks do not fully capture the

retrieval, analysis and reasoning challenges inher-
ent to day-to-day financial analysis (Brief et al.,
2024; Islam et al., 2023), which are necessary for
real-world financial work.

Evaluation Paradigms: LLM-as-a-Judge Tra-
ditional benchmark evaluation has evolved with the
emergence of LLMs. Beyond standard multiple-
choice or completion tasks where easy evaluation
is possible, recent approaches leverage LLMs (no-
tably GPT-4 (Achiam et al., 2023)) as automated
judges for assessing generation quality. For ex-
ample, Li et al. (Li et al., 2023) and Zheng et
al. (Zheng et al., 2023) have demonstrated the effec-
tiveness of using LL.Ms to score answers in open-
ended question setups, while (Gu et al., 2024) em-
ployed majority voting from multiple judges. (Gu
et al., 2024) and others have conducted extensive
studies around the alignment of LLM evaluators
with human annotators, yet a single optimal setup
has not been identified, prompting the need for
further case-by-case optimization.

6 Conclusions

We have presented SECQUE, a comprehensive
benchmark for evaluating LLMs in financial analy-
sis tasks. Our results demonstrate that while lead-
ing models show promising capabilities in finan-
cial analysis, significant challenges remain, par-
ticularly in complex reasoning tasks and analyst
insights generation. The benchmark reveals im-
portant differences in model performance across
question types and highlights the critical role of
configurations in evaluation results. These findings
provide valuable guidance for future development
of financial LLMs and evaluation frameworks.

7 Limitations

Limitations of our work include potential biases
in the LLM-based evaluation system, the need for
broader coverage of financial document types. An-
other key limitation is that there could be more than
one correct way to calculate some of the analysis
questions. This is an inherent part of the domain, as
there are potentially more than one way for analysts
to interpret financial information.

Future work should address these limitations by
allowing for multiple correct ways to answer ques-
tions and expanding the benchmark to cover addi-
tional financial tasks and document types.
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A Question Examples

Ratio Analysis:

Input:

¢ Question: How has NVIDIA’s Interest Coverage Ratio changed from 2023 to 2024?

* Context:
NVIDIA CORP 10-K form for the fiscal year ended 2024-01-28, page 50:
NVIDIA Corporation and Subsidiaries

Consolidated Statements of Income
(In millions, except per share data)

Year Ended
Jan 28,2024 Jan 29,2023 Jan 30, 2022
Revenue $§ 60922 % 26974 $ 26914
Cost of revenue 16,621 11,618 9,439
Gross profit 44,301 15,356 17,475
Operating expenses
Research and development 8,675 7,339 5,268
Sales, general and administrative 2,654 2,440 2,166
Acquisition termination cost - 1,353 =
Total operating expenses 11,329 11,132 7,434
Operating income 32,972 4,224 10,041
Interest income 866 267 29
Interest expense (257) (262) (236)
Other, net 237 48) 107
Other income (expense), net 846 (43) (100)
Income before income tax 33,818 4,181 9,941
Income tax expense (benefit) 4,058 (187) 189
Net income $ 29,760 | $ 4,368 | $ 9,752
Net income per share:
Basic $ 12.05 | $ 176 | $ 3.91
Diluted $ 1193 | $ 1.74 | $ 3.85
Weighted average shares used in per share computation:
Basic 2,469 2,487 2,496
Diluted 2,494 2,507 2,535

See accompanying notes to the consolidated financial statements.

Ground Truth Answer:

Interest Coverage Ratio is calculated using the formula: Interest Coverage Ratio = EBIT / Interest Expenses.

For 2024:

EBIT (Operating Income) = $32,972 million

Interest Expenses = $257 million

Interest Coverage Ratio = $32,972 / $257 = 128.3

For 2023:

EBIT (Operating Income) = $4,224 million

Interest Expenses = $262 million

Interest Coverage Ratio = $4,224 / $262 = 16.1

Metadata:

* Question Type: Ratio Analysis

* Accession Number: 0001045810-24-000029

* Page: 50

e Item: [tem 15. Exhibit and Financial Statement Schedules
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Risk Factors:

Input:

¢ Question: What are the potential financial and operational impacts of climate change on The
Coca-Cola Company?

¢ Context:

COCA COLA CO 10-K form for the fiscal year ended 2023-12-31, page 25:

and oceans, as well as inefficient use of resources when packaging materials are not included in a circular economy. We and our bottling partners sell certain of
our beverage products in plastic bottles and use other packaging materials that, while largely recyclable, may not be regularly recovered and recycled due to lack
of collection and recycling infrastructure. If we and our bottling partners do not, or are perceived not to, act responsibly to address plastic materials recoverability
and recycling concerns and associated waste management issues, our corporate image and brand reputation could be damaged, which may cause some consumers
to reduce or discontinue consumption of some of our beverage products. In addition, from time to time we establish and publicly announce goals and targets to
reduce the Coca-Cola system’s impact on the environment by, for example, increasing our use of recycled content in our packaging materials; increasing our use
of packaging materials that are made in part of plant-based renewable materials; expanding our use of reusable packaging (including refillable or returnable glass
and plastic bottles, as well as dispensed and fountain delivery models where consumers use refillable containers for our beverages); participating in programs and
initiatives to reclaim or recover bottles and other packaging materials that are already in the environment; and taking other actions and participating in other
programs and initiatives organized or sponsored by nongovernmental organizations and other groups. If we and our bottling partners fail to achieve or improperly
report on our progress toward achieving our announced environmental goals and targets, the resulting negative publicity could adversely affect consumer
preference for our products. In addition, in response to envirc 1 concerns, gover al entities in the United States and in many other jurisdictions around
the world have adopted, or are considering adopting, regulations and policies designed to mandate or encourage plastic packaging waste reduction and an
increase in recycling rates andor recycled content minimums, or, in some cases, restrict or even prohibit the use of certain plastic containers or packaging
materials. These regulations and policies, whatever their scope or form, could increase the cost of our beverage products or otherwise put the Company at a
competitive disadvantage. In addition, our increased focus on reducing plastic containers and other packaging materials waste has in the past and may continue to
require us or our bottling partners to incur additional expenses and to increase our capital expenditures. A reduction in consumer demand for our products andor
an increase in c and expenditures relating to production and distribution as a result of these environmental concerns regarding plastic bottles and other
packaging materials could have an adverse effect on our business and results of operations.

Water scarcity and poor quality could negatively impact the Coca-Cola system’s costs and capacity. Water is a main ingredient in substantially all of our products,
is vital to the production of the agricultural ingredients on which our business relies and is needed in our manufacturing process. It also is critical to the
prosperity of the communities we serve and the ecosystems in which we operate. Water is a limited resource in many parts of the world, facing unprecedented
challenges from overexploitation, increasing demand for food and other consumer and industrial products whose manufacturing processes require water,
increasing pollution and emerging awareness of potential contaminants, poor management, lack of physical or financial access to water, sociopolitical tensions
due to lack of public infrastructure in certain areas of the world and the effects of climate change. As the demand for water continues to increase around the
world, and as water becomes scarcer and the quality of available water deteriorates, the Coca-Cola system may incur higher costs or face capacity constraints and
the possibility of reputational damage, which could adversely affect our profitability.

Increased demand for food products, decreased agricultural productivity and increased regulation of ingredient sourcing due diligence may negatively affect our
business.

As part of the manufacture of our beverage products, we and our bottling partners use a number of key ingredients that are derived from agricultural commodities
such as sugarcane, corn, sugar beets, citrus, coffee and tea. Increased demand for food products; decreased agricultural productivity in certain regions of the
world as a result of changing weather patterns; loss of biodiversity; increased agricultural regulations, including regulation of ingredient sourcing due diligence;
and other factors have in the past, and may in the future, limit the availability andor increase the cost of such agricultural commodities and could impact the food
security of communities around the world... Climate change and legal or regulatory responses thereto may have a long-term adverse impact on our business and
results of operations.

There is increasing concern that a gradual increase in global average temperatures due to increased concentration of carbon dioxide and other greenhouse
gases in the atmosphere is causing significant changes in weather patterns around the globe and an increase in the frequency and severity of natural disasters.
Decreased agricultural productivity in certain regions of the world as a result of changing weather patterns may limit the availability or increase the cost of key
agricultural commodities, such as sugarcane, corn, sugar beets, citrus, coffee and tea, which are important ingredients for our products, and could impact the food
security of communities around the world. Climate change may also exacerbate extreme weather, resulting in water scarcity or flooding, and cause a further
deterioration of water quality in affected regions, which could limit water availability for the Coca-Cola system’s bottling operations. Increased frequency or
duration of extreme weather conditions could also impair 25

COCA COLA CO 10-K form for the fiscal year ended 2023-12-31, page 26:

production capabilities, disrupt our supply chain or impact demand for our products. Increasing concern over climate change also may result in additional legal
or regulatory requirements designed to reduce or mitigate the effects of carbon dioxide and other greenhouse gas emissions on the environment, andor may result
in increased disclosure obligations. Increased energy or compliance costs and expenses due to increased legal or regulatory requirements may cause disruptions
in, or an increase in the costs associated with, the manufacturing and distribution of our beverage products. The physical effects and transition costs of climate
change and legal, regulatory or market initiatives to address climate change could have a long-term adverse impact on our business and results of operations. In
addition, from time to time we establish and publicly announce goals and targets to reduce the Coca-Cola system’s carbon footprint by increasing our use of
recycled packaging materials, expanding our renewable energy usage, and participating in environmental and sustainability programs and initiatives organized or
sponsored by nongovernmental organizations and other groups to reduce greenhouse gas emissions industrywide. If we and our bottling partners fail to achieve
or improperly report on our progress toward achieving our carbon footprint reduction goals and targets, the resulting negative publicity could adversely affect
consumer preference for our beverage products.

Adverse weather conditions could reduce the demand for our products.

The sales of our products are influenced to some extent by weather conditions in the markets in which we operate. Unusually cold or rainy weather during the
summer months may have a temporary effect on the demand for our products and contribute to lower sales, which could have an adverse effect on our results of
operations for such periods.

Ground Truth Answer:

Climate change poses several financial and operational risks to The Coca-Cola Company. Changes in
weather patterns and increased frequency of extreme weather events can disrupt production and supply
chains. For example, severe droughts or floods can impact water availability and quality, affecting manufac-
turing processes.

Metadata:

¢ Question Type: Risk Factors

¢ Accession Number: 0000021344-24-000009
e Page: 25, 26

o Item: ITEM IA. RISK FACTORS
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Comparison and Trend Analysis:

Input:

¢ Question: Compare the deposit balances for Goldman Sachs and Bank of New York Mellon as of
June 30, 2024.

* Context:
GOLDMAN SACHS GROUP INC 10-Q form for quarterly period ended 2024-06-30, page 2:

THE GOLDMAN SACHS GROUP, INC. AND SUBSIDIARIES
Consolidated Balance Sheets

(Unaudited)
As of
June December

$ in millions 2024 2023
Assets
Cash and cash equivalents $ 206,326 $ 241,577
Collateralized agreements:
Securities purchased under agreements to resell (includes $198,360 and $223,543 at fair value) 198,626 223,805
Securities borrowed (includes $45,819 and $44,930 at fair value) 204,621 199,420
Customer and other receivables (includes $23 and $23 at fair value) 142,000 132,495
Trading assets (at fair value and includes $117,586 and $110,567 pledged as collateral) 521,981 477,510
Investments (includes $86,855 and $75,767 at fair value) 160,924 146,839
Loans (net of allowance of $4,808 and $5,050, and includes $6,035 and $6,506 at fair value) 184,127 183,358
Other assets (includes $243 and $366 at fair value) 34,708 36,590
Total assets $ 1,653,313 $ 1,641,594
Liabilities and shareholders’ equity
Deposits (includes $32,042 and $29,460 at fair value) $ 433,105 $ 428,417
Collateralized financings:
Securities sold under agreements to repurchase (at fair value) 238,139 249,887
Securities loaned (includes $10,775 and $8,934 at fair value) 63,935 60,483
Other secured financings (includes $22,868 and $12,554 at fair value) 23,123 13,194
Customer and other payables 242,986 230,728
Trading liabilities (at fair value) 199,660 200,355
Unsecured short-term borrowings (includes $49,579 and $46,127 at fair value) 76,769 75,945
Unsecured long-term borrowings (includes $88,361 and $86,410 at fair value) 234,632 241,877
Other liabilities (includes $142 and $266 at fair value) 21,501 23,803
Total liabilities 1,533,850 1,524,689
Commitments, contingencies and guarantees
Shareholders’ equity
Preferred stock; aggregate liquidation preference of $12,753 and $11,203 12,753 11,203
Common stock; 927,414,906 and 922,895,030 shares issued,

and 316,162,882 and 323,376,354 shares outstanding 9 9
Share-based awards 5,058 5,121
Nonvoting common stock; no shares issued and outstanding - -
Additional paid-in capital 61,350 60,247
Retained earnings 148,652 143,688
Accumulated other comprehensive loss (2,900) (2,918)
Stock held in treasury, at cost; 611,252,026 and 599,518,678 shares (105,459) (100,445)
Total shareholders’ equity 119,463 116,905
Total liabilities and shareholders’ equity $ 1,653,313 $ 1,641,594

See accompanying notes to the consolidated financial statements.
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Bank of New York Mellon Corp 10-Q form for quarterly period ended 2024-06-30, page 52:

The Bank of New York Mellon Corporation (and its subsidiaries)
Consolidated Balance Sheet (unaudited)

(dollars in millions, except per share amounts) June 30, 2024 Dec. 31, 2023
Assets
Cash and due from banks, net of allowance for credit losses of $27 and $18 $ 5311 $ 4,922
Interest-bearing deposits with the Federal Reserve and other central banks 116,139 111,550
Interest-bearing deposits with banks, net of allowance for credit losses of $1 and $2
(includes restricted of $2,026 and $3,420) 11,488 12,139
Federal funds sold and securities purchased under resale agreements 29,723 28,900
Securities:
Held-to-maturity, at amortized cost, net of allowance for credit losses of $1 and $1
(fair value of $41,287 and $44,711) 46,429 49,578
Available-for-sale, at fair value (amortized cost of $94,566 and $80,678,
net of allowance for credit losses of $5 and less than $1) 90,421 76,817
Total securities 136,850 126,395
Trading assets 9,609 10,058
Loans 70,642 66,879
Allowance for credit losses (286) (303)
Net loans 70,356 66,576
Premises and equipment 3,267 3,163
Accrued interest receivable 1,253 1,150
Goodwill 16,217 16,261
Intangible assets 2,826 2,854
Other assets, net of allowance for credit losses on accounts receivable of $3 and $3
(includes $1,577 and $1,261, at fair value) 25,500 25,909
Total assets $ 428,539 $ 409,877
Liabilities
Deposits:
Noninterest-bearing deposits (principally U.S. offices) $ 58,029 $ 58,274
Interest-bearing deposits in U.S. offices 149,115 132,616
Interest-bearing deposits in non-U.S. offices 97,167 92,779
Total deposits 304,311 283,669
Federal funds purchased and securities sold under repurchase agreements 15,701 14,507
Trading liabilities 3,372 6,226
Payables to customers and broker-dealers 17,569 18,395
Commercial paper 301 -
Other borrowed funds 280 479
Accrued taxes and other expenses 4,729 5411
Other liabilities (including allowance for credit losses on lending-related commitments of $73 and $87,
also includes $63 and $195, at fair value) 10,208 9,028
Long-term debt 30,947 31,257
Total liabilities 387,418 368,972
Temporary equity
Redeemable noncontrolling interests 92 85
Permanent equity
Preferred stock — par value $0.01 per share; authorized 100,000,000 shares; issued 43,826 and 43,826 shares 4,343 4,343
Common stock — par value $0.01 per share; authorized 3,500,000,000 shares;
issued 1,409,173,568 and 1,402,429,447 shares 14 14
Additional paid-in capital 29,139 28,908
Retained earnings 40,999 39,549
Accumulated other comprehensive loss, net of tax (4,900) (4,893)
Less: Treasury stock of 671,216,069 and 643,085,355 common shares, at cost (28,752) (27,151)
Total The Bank of New York Mellon Corporation shareholders’ equity 40,843 40,770
Nonredeemable noncontrolling interests of consolidated investment management funds 186 50
Total permanent equity 41,029 40,820
Total liabilities, temporary equity and permanent equity $ 428,539 $ 409,877

See accompanying unaudited Notes to Consolidated Financial Statements

Ground Truth Answer:

As of June 30, 2024, Goldman Sachs’ deposits were $433,105 million, up from $428,417 million as of
December 31, 2023, marking a 1.1% increase. Bank of New York Mellon’s total deposits were $304,311
million as of June 30, 2024, up from $283,669 million as of December 31, 2023, marking a 7.3% increase.

Metadata:

* Question Type: Comparison and Trend Analysis
* Accession Number: 0000886982-24-000022; 0001390777-24-000105
e Page: 2; 52

e Item: Item 1. Financial Statements (Unaudited), Item 1. Financial Statements:
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Analyst Insights:

Input:
¢ Question: How does DFS Debt-to-Equity Ratio for 2023 reflect on the company’s financial
stability?
¢ Context:

Discover Financial Services 10-K form for the fiscal year ended 2023-12-31, page 85:

DISCOVER FINANCIAL SERVICES
Consolidated Statements of Financial Condition
(dollars in millions, except for share amounts)

December 31
2023 2022
Assets
Cash and cash equivalents $ 11,685 $ 8,856
Restricted cash 43 41
Investment securities (includes available-for-sale securities of $13,402 and $11,987

reported at fair value with associated amortized cost of $13,451 and $12,167

at December 31, 2023 and 2022, respectively) 13,655 12,208
Loan receivables

Loan receivables 128,409 112,120
Allowance for credit losses (9,283) (7,374)
Net loan receivables 119,126 104,746
Premises and equipment, net 1,091 1,003
Goodwill 255 255
Other assets 5,667 4,597
Total assets 151,522 131,706
Liabilities and Stockholders’ Equity
Liabilities
Deposits
Interest-bearing deposit accounts 107,493 90,151
Non-interest-bearing deposit accounts 1,438 1,485
Total deposits 108,931 91,636
Short-term borrowings 750 -
Long-term borrowings 20,581 20,108
Accrued expenses and other liabilities 6,432 5,618
Total liabilities 136,694 117,362
Commitments, contingencies and guarantees (Notes 15, 18 and 19)
Stockholders’ Equity
Common stock, par value $0.01 per share; 2,000,000,000 shares authorized;

570,837,720 and 569,689,007 shares issued at December 31, 2023 and 2022, respectively 6 6
Preferred stock, par value $0.01 per share; 200,000,000 shares authorized;

10,700 shares issued and outstanding at December 31, 2023 and 2022, respectively 1,056 1,056
Additional paid-in capital 4,553 4,468
Retained earnings 30,448 28,207
Accumulated other comprehensive loss (225) (339)
Treasury stock, at cost; 320,734,860 and 302,305,216 shares

at December 31, 2023 and 2022, respectively (21,010) (19,054)
Total stockholders’ equity 14,828 14,344
Total liabilities and stockholders’ equity 151,522 131,706

The table below presents the carrying amounts of certain assets and liabilities of Discover Financial Services’ consolidated
variable interest entities (VIEs), which are included in the consolidated statements of financial condition above. The assets
in the table below include those assets that can only be used to settle obligations of the consolidated VIEs. The liabili-
ties in the table below include third-party liabilities of consolidated VIEs only and exclude intercompany balances that eliminate
in consolidation. The liabilities also exclude amounts for which creditors have recourse to the general credit of Discover Financial Services.

December 31
2023 2022

Assets

Restricted cash $ 43 $ 41
Loan receivables $ 30,590 $ 25,937
Allowance for credit losses allocated to securitized loan receivables $ (1,347) $ (1,152)
Other assets $ 3 $ 3
Liabilities

Short- and long-term borrowings $ 11,743 $ 10,259
Accrued expenses and other liabilities $ 19 $ 14

See Notes to the Consolidated Financial Statements

Ground Truth Answer:
Increase in Leverage: The ratio increased from 8.2 in 2022 to 9.2 in 2023, indicating higher reliance on debt relative to equity.

Financial Risk: The higher ratio suggests greater financial risk due to increased debt obligations.
Impact on Stability: Greater leverage could affect financial stability, especially in adverse economic conditions or with rising interest rates.

Metadata:

* Question Type: Analyst Insights
¢ Accession Number: 0001393612-24-000010
* Page: 85

o Item: Iltem 8. Financial Statements and Supplementary Data
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B Instruction Prompts

The various prompts from Table 5 are included here.

7~

Baseline Prompt

You are given a financial question and a financial document. Your task is to answer the question
based on the document.

Input:
¢ Document: {document}
¢ Question: {question}
Output:

* A response answering the question based on the provided document.

Financial Prompt

You are given a financial text extracted from 10-K or 10-Q files and a question written by domain
experts. Your task is to answer the question based only on the provided context. Do not use any
additional context. Your answer should be concise and accurate. In case you are unable to answer
the question, you should state that you can’t answer the question. Do not guess and do not suggest
your own solutions.

Input:
¢ Document: {document}
¢ Question: {question}
Output:

* A response answering the question based on the provided document.
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Baseline Prompt with CoT

You are given a financial question and a financial document. Your task is to answer the question
based on the document. Think step-by-step, and describe your reasoning process clearly before
providing the final answer. You must provide the correct answer in a clear manner. Begin by
describing your detailed reasoning process in a step-by-step manner, and then provide the final
answer.

Input:
¢ Document: {document}
¢ Question: {question}
Output:

* A response answering the question based on the provided document, including a step-by-step
reasoning process.

Financial Prompt with CoT

You are given a financial text extracted from 10-K or 10-Q files and a question written by domain
experts. Your task is to answer the question based only on the provided context. Do not use
any additional context. Your answer should be concise and accurate. In case you are unable to
answer the question, you should state that you can’t answer the question. Do not guess and do
not suggest your own solutions. Think step-by-step, and describe your reasoning process clearly
before providing the final answer. You must provide the correct answer in a clear manner. Begin
by describing your detailed reasoning process in a step-by-step manner, and then provide the final
answer.

Input:
¢ Document: {document}
¢ Question: {question}
Output:

* A response answering the question based on the provided document, including a step-by-step
reasoning process.
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C Human Evaluation Experiment results

We provide additional details about our judge alignment experiment. Fig. 6 displays the detailed confusion
matrix of our LLM judge relative to human scores, and Table 6 show the stability of the LLM judge across
two different models’ outputs.
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Figure 6: Confusion matrix heatmap comparing human scores to SECQUE-judge scores.

Table 6: Stability test for SECQUE-Judge for the 62 outputs from each model. Both is the average for all 124 (as
shown in Table 4.)

Data source #Answers Alignment Metrics

F1(2) precision(2) recall(2) accuracy
Both 124 0.85 0.905 0.8 0.75
GPT-40 62 0.86 0.895 0.83 0.76
Llama-3.3-70B 62 0.835 0.915 0.77 0.74
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D Full List of Accessions

Table 7 lists the exact filings used in SECQUE.

Table 7: Accession Numbers and Filing Periods

Accession Number Company Name From | Filing Date
0000004962-24-000052 AMERICAN EXPRESS CO 10-Q 2024-07-19
0000004962-24-000013 AMERICAN EXPRESS CO 10-K 2024-02-09
0000732717-24-000009 AT&T INC. 10-K 2024-02-23
0000320193-24-000081 Apple Inc. 10-Q 2024-08-02
0000320193-24-000069 Apple Inc. 10-Q 2024-05-03
0000320193-23-000106 Apple Inc. 10-K 2023-11-03
0000320193-22-000108 Apple Inc. 10-K 2022-10-28
0000070858-24-000208 BANK OF AMERICA CORP /DE/ 10-Q 2024-07-30
0000070858-24-000156 BANK OF AMERICA CORP /DE/ 10-Q 2024-04-30
0001390777-24-000105 Bank of New York Mellon Corp 10-Q 2024-08-02
00000934 10-24-000040 CHEVRON CORP 10-Q 2024-08-07
0000811156-24-000084 CMS ENERGY CORP 10-Q 2024-04-25
0000021344-24-000044 COCA COLA CO 10-Q 2024-07-29
0000021344-24-000009 COCA COLA CO 10-K 2024-02-20
0001393612-24-000047 Discover Financial Services 10-Q 2024-07-31
0001393612-24-000010 Discover Financial Services 10-K 2024-02-23
0000034088-24-000050 EXXON MOBIL CORP 10-Q 2024-08-05
0001262039-24-000037 Fortinet, Inc. 10-Q 2024-08-08
0001262039-24-000014 Fortinet, Inc. 10-K 2024-02-26
0001562762-24-000034 Frontier Communications Parent, Inc. 10-K 2024-02-23
0001193125-24-168943 GENERAL MILLS INC 10-K 2024-06-26
0001193125-23-177500 GENERAL MILLS INC 10-K 2023-06-28
0000886982-24-000022 GOLDMAN SACHS GROUP INC 10-Q 2024-08-02
0000886982-24-000016 GOLDMAN SACHS GROUP INC 10-Q 2024-05-03
0000886982-23-000011 GOLDMAN SACHS GROUP INC 10-Q 2023-11-03
0000045012-24-000007 HALLIBURTON CO 10-K 2024-02-06
0000773840-24-000051 HONEYWELL INTERNATIONAL INC 10-Q 2024-04-25
0000051143-24-000012 INTERNATIONAL BUSINESS MACHINES CORP 10-K 2024-02-26
0000091419-24-000054 JM SMUCKER Co 10-K 2024-06-18
0000091419-22-000049 J M SMUCKER Co 10-K 2022-06-16
0000200406-24-000013 JOHNSON & JOHNSON 10-K 2024-02-16
0000019617-24-000453 JPMORGAN CHASE & CO 10-Q 2024-08-02
0000019617-24-000326 JPMORGAN CHASE & CO 10-Q 2024-05-01
0000019617-24-000225 JPMORGAN CHASE & CO 10-K 2024-02-16
0000753308-24-000008 NEXTERA ENERGY INC 10-K 2024-02-16
0000320187-18-000142 NIKE INC 10-K 2018-07-25
0001045810-24-000029 NVIDIA CORP 10-K 2024-02-21
0000078003-24-000166 PFIZER INC 10-Q 2024-08-05
0000080424-24-000083 PROCTER & GAMBLE Co 10-K 2024-08-05
0000080424-23-000073 PROCTER & GAMBLE Co 10-K 2023-08-04
0001560327-24-000021 Rapid7, Inc. 10-K 2024-02-26
0001558370-24-001532 SIMON PROPERTY GROUP INC /DE/ 10-K 2024-02-22
0001628280-24-002390 Tesla, Inc. 10-K 2024-01-29
0000950170-22-000796 Tesla, Inc. 10-K 2022-02-07
0000899689-24-000005 VORNADO REALTY TRUST 10-K 2024-02-12
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