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Abstract

The widespread use of language models, es-
pecially Large Language Models, paired with
their inherent biases can propagate and amplify
societal inequalities. While research has ex-
tensively explored methods for bias mitigation
and measurement, limited attention has been
paid to how such biases are communicated to
users, which instead can have a positive impact
on increasing user trust and understanding of
these models. Our study addresses this gap by
investigating user preferences for gender bias
mitigation, measurement and communication
in language models. To this end, we conducted
a user study targeting female AI practitioners
with eighteen female and one male participant.
Our findings reveal that user preferences for
bias mitigation and measurement show strong
consensus, whereas they vary widely for bias
communication, underscoring the importance
of tailoring warnings to individual needs. Build-
ing on these findings, we propose a framework
for user-centred bias reporting, which leverages
runtime monitoring techniques to assess and vi-
sualise bias in real time and in a customizable
fashion.

1 Introduction

Many practitioners use Large Language Models
(LLMs) in everyday applications, like conversa-
tional agents, due to their accessibility. They are
primarily hosted in large infrastructures such as
Hugging Face1 and require a few lines of code.
However, their wide adoption comes with some
limitations and risks which might be overlooked or
not entirely understood by practitioners (Bianchi
and Hovy, 2021; Weidinger et al., 2022; Bianchi
et al., 2023a).

In this context, socio-demographic bias in lan-
guage models is a well-known issue which has
gained much attention following the paradigm shift

1https://huggingface.co/

in the development of language models from a
performance-based to a transparency-based per-
spective (Sap et al., 2020; Blacklaws, 2018). In par-
ticular, gender bias is the most investigated type of
sociodemographic bias (Gupta et al., 2024). Most
of the research in Natural Language Processing
(NLP) focuses either on bias mitigation or bias
detection (Blodgett et al., 2020). The former has
proposed several techniques to de-bias language
models (e.g., Mahabadi et al. (2020); Utama et al.
(2020)). The latter instead has led to the devel-
opment of many resources like datasets and tests
to analyse whether and to what extent language
models are biased (e.g., Nadeem et al. (2021);
Caliskan et al. (2017)). Practitioners can use these
resources to understand the limitations and risks
behind LLMs, which should ideally guide their de-
cision when choosing an LLM to adopt. However,
the current literature lacks a user-centred approach
to bias in language models.

While few studies have suggested frameworks to
publicly inform practitioners about the presence of
bias within a language model (Nozza et al., 2022)
or assess the actionability of a certain bias mea-
sure (Delobelle et al., 2024), the user perspective
around bias in NLP is often neglected. This is
a central aspect to consider when developing re-
sources to either detect or mitigate bias in language
models, as it can increase not only the practition-
ers’ understanding of language models’ limitations
but also their trust in these models (Gaba et al.,
2023). Therefore, in this work, we seek to under-
stand practitioners’ perspectives regarding (i) bias
mitigation (i.e., when to intervene to reduce bias),
(ii) bias measurement (i.e., which metrics to use to
measure bias), and (iii) bias warnings (i.e., how to
inform about the presence of bias) in the context of
language models.

Contributions. Our contribution is twofold. (1)
We conduct a user study targeting female practition-
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ers during a workshop promoting gender-inclusive
AI systems to collect their perspectives on socio-
demographic biases in language models, focusing
especially on gender bias. (2) We propose a cus-
tomizable framework to monitor bias in language
models grounded on the findings of our study.

2 Bias Statement

We focus on socio-demographic biases, particu-
larly gender bias, where we consider system be-
haviours to be biased when they systematically pro-
duce skewed or unfair results like, for instance,
reproducing or amplifying harmful stereotypes,
erasing marginalised identities, or unequally treat-
ing female and male groups. These behaviours
are harmful because they can reinforce existing
social inequalities, especially if we consider the
widespread adoption of language models by prac-
titioners across many domains. In Section 6, we
discuss an example in the financial sector but simi-
lar implications can hold in other sectors as well.

3 Related Work

Following, we discuss existing research on socio-
demographic biases in NLP research, ‘bias warn-
ings’ and user-centred studies in the field.

Socio-demographic Biases in NLP research.
Research on bias in language models is an ac-
tive field in NLP research, with most of the work
focusing on socio-demographic biases (Lauscher
et al. (2022a); Hung et al. (2023); Cercas Curry
et al. (2024), inter alia). According to a recent
survey of Gupta et al. (2024), gender bias is the
most investigated type of socio-demographic bi-
ases among other types, like race, ethnicity, or age.
Research in this field has led to several studies in-
vestigating whether and to what extent language
models are biased (i.e., bias measurement). Ex-
amples include machine translation (e.g., Bianchi
et al. (2023b)), text classification (e.g., Sobhani
and Delany (2024)), speech recognition (e.g., At-
tanasio et al. (2024)), visual question answering
(e.g., Ruggeri and Nozza (2023)). These studies
adopt either extrinsic or intrinsic metrics to quan-
tify how biased language models are. The former
look at the representational level inside the model
(e.g., Word Embeddings Association Test (WEAT)
(Caliskan et al., 2017)), whereas the latter focus
on the behavioural level in downstream tasks (e.g.,
subgroup Area-Under-the-Curve (AUC) (Borkan

et al., 2019)). In addition to measuring bias, sev-
eral NLP studies have proposed de-biasing tech-
niques to reduce bias within language models (i.e.,
bias mitigation). The de-biasing approaches can
be broadly categorised as data-centric and model-
centric approaches. The former are techniques that
manipulate the input data before running a standard
model training procedure (Le Bras et al. (2020);
Min et al. (2020), inter alia). The latter are de-
biasing techniques that either modify the architec-
ture of the model, the optimisation, or the training
procedure in order to reduce the model’s reliance
on spurious biases (Sagawa et al. (2019); Tu et al.
(2020), inter alia). Despite all these efforts to com-
prehensively measure and mitigate bias in language
models, we currently lack an understanding of how
practitioners perceive bias. This work addresses
this gap by conducting a user study on gender bias
in language models, targeting female practitioners.
Additionally, we investigate whether their perspec-
tives change based on the type of bias, i.e., gender
bias vs. other socio-demographic biases.

Bias Warnings. While bias measurement and
bias mitigation are widely investigated in NLP re-
search (Blodgett et al., 2020), fewer studies have
focused on how to warn practitioners about the
presence of bias within language models (i.e., bias
warning). We group all the resources proposed
to inform practitioners under the term ‘bias warn-
ings.’ Several studies have proposed attaching ad-
ditional information to datasets, explaining data
characteristics, limitations, and best use cases. Ex-
amples include data cards (Pushkarna et al., 2022),
datasheets (Gebru et al., 2021), and meta-data for-
mats like Croissant (Akhtar et al., 2025). Similarly,
some studies have proposed model cards that detail
how the model is trained, evaluated, and intended
to be used (Mitchell et al., 2019). Instead of adding
documentation, recent studies have proposed frame-
works to actively inform practitioners. Nozza et al.
(2022) suggest social bias tests in model develop-
ment pipelines to verify how biased and harmful
language models are. According to this framework,
models should be released with a badge system that
identifies possible issues that practitioners might
encounter with the model. Delobelle et al. (2024)
propose a framework of desiderata for actionability
in bias measures, i.e., what information is required
of a bias measure to enable practitioners to act
based on its results. However, studies on bias warn-
ings adopt a one-size-fits-all strategy, which may
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not meet the diverse user expectations and needs.
For instance, a technologically savvy user might
prefer a different bias warning than a non-expert
user. In this work, we first assess individual prefer-
ences about bias and then develop a personalised
framework for bias warnings.

User-Centred Studies. Recent studies have in-
vestigated the impact of specific bias warnings on
user trust and decision-making in a wide set of AI
systems, from recommendation systems (Doppala-
pudi et al., 2024) to standard machine learning
models (Gaba et al., 2023; Cabrera et al., 2023).
Others have focused on data and model documen-
tation. For instance, Crisan et al. (2022) expanded
the traditionally static model cards by suggesting
an interactive framework where practitioners can,
for example, observe data distribution or play with
examples in real time. Their interactive frame-
work is shown to benefit users, especially those
who are non-experts. Focusing on language mod-
els instead, most of the proposed bias warnings
are not tested on users, which limits their poten-
tial impact. Indeed, recent research on individual
user preferences in LLMs shows a misalignment
between expected and contextual preferences (Kirk
et al., 2024; Di Bonaventura et al., 2024), where ex-
pected preferences are those stated by users before
engaging with the model, whereas contextual pref-
erences are those stated by the users after having
engaged with the model. We fill this gap by propos-
ing a user-centred study on socio-demographic bi-
ases in language models; these findings are used to
present a personalised monitoring framework for
bias warnings.

4 User Study

In June 2024, we conducted a pilot study at an
ACM WomENcourage2 workshop that aimed to
promote gender-inclusive AI systems by foster-
ing interdisciplinary dialogue and ethical reflection.
ACM WomENcourage is an event that celebrates
the contributions of women in computing and sup-
ports professionals at different stages of their ca-
reers. In 2024, the theme of the event was Respon-
sible Computing for Gender Equality, highlighting
the gender gap in technology and advocating for
computing tools for social progress. Our workshop
was structured to address the critical intersection
of gender bias and language models. Through a

2https://womencourage.acm.org/2024/

combination of theoretical presentations, hands-
on activities, and discussions, participants were
introduced to how to identify, measure, and miti-
gate gender bias in language models. Specifically,
the workshop presentation was split into two parts:
Bias Mitigation (Section 4.1) and Bias Measure-
ment (Section 4.2), followed by the Pilot Study
(Section 4.3).

4.1 Bias Mitigation: How does gender bias
enter language models’ pipelines?

Bias in AI systems like language models can ap-
pear at different stages of the system’s development
pipeline (Hovy and Prabhumoye, 2021; Gallegos
et al., 2024), including data collection, model de-
velopment, and evaluation.

1. Data Collection. Training data often reflects
existing social imbalances. For example, if one
group is overrepresented in the data, the system
may unfairly favour that group. Similarly, under-
representation can lead to poor performance for
minority groups (Mehrabi et al., 2021). For in-
stance, in Wikipedia, which has widely been used
to train language models, only 15.5% of English
bios are about women (Wagner et al., 2016). In
addition to imbalanced data, there is the issue of
stereotypical representation: even when minorities
are present in the data, they are often represented
stereotypically and/or suffer from biased sampling.
For example, queer and lesbian people are more
often associated with toxic comments than neutral
comments (Dixon et al., 2018).

2. Model Development. During training, lan-
guage models learn biased word representations
not only from the imbalanced, stereotypical and
biased representations in the datasets but also from
the decisions made during system development,
which can amplify biases (Ziosi et al., 2024; Buda
et al., 2024; Nino and Lisi, 2024). Examples in-
clude optimising solely for accuracy without con-
sidering fairness (Rueda et al., 2024). This results
in language models, for instance, translating “He is
a nurse. She is a doctor.” to Hungarian and back to
English as “She is a nurse. He is a doctor.” (Dou-
glas, 2017). Or, in language models trained for
sentiment analysis, texts mentioning female terms
are more likely to be associated with anger than
those containing male terms (Park et al., 2018).
Similarly, in story generation, language models are
shown to complete a story in which the male pro-
tagonist earned a college degree while the female
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protagonist made spaghetti (Huang et al., 2021).

3. Evaluation. Bias in language models extends
beyond data and model behavior to the evaluation
stage itself, as testing processes, annotation guide-
lines, and annotator demographics can introduce
or reinforce biased outcomes. Testing processes
may not account for the full range of biases, par-
ticularly when fairness is measured in overly sim-
plistic ways, such as focusing on binary categories
and ignoring intersectional factors like race and
gender combined (Tyser et al., 2024). Moreover,
the groundtruth used to evaluate models often re-
flects the dominant perspective, failing to account
for the subjective viewpoints of different socio-
demographic groups (Orlikowski et al., 2025). Ex-
amples include the fact that belonging to LGBTQ
identities impacts annotators’ behaviours concern-
ing homophobic content (Goyal et al., 2022).

Throughout this 3-step pipeline, several challenges
can hinder the mitigation of bias, making this a
complex issue to handle. Binary thinking is a
challenge that distils fairness into a comparison
between two groups. This oversimplifies the expe-
riences of people from identities that fall beyond
the binary (Barocas et al., 2023). This also does not
consider intersectionality, so binary thinking can
ignore those affected by both racial and gender bias
(Buolamwini and Gebru, 2018). Another complex
challenge is how to define harms. The focus is of-
ten placed on unequal outcomes, but reinforcement
of stereotypes and lack of representation for par-
ticular groups can also be harmful (Mehrabi et al.,
2021). Mitigating bias in AI requires a careful
balance between technical solutions and a broader
understanding of societal inequalities.

4.2 Bias Measurement: How do we identify
gender bias in language models?

Currently, two paradigms exist to measure bias: in-
trinsic and extrinsic (Gallegos et al., 2024; Li et al.,
2023). The former examines the representational
level inside the model, whereas the latter examines
the behavioural level in downstream tasks.

1. Intrinsic Metrics. Clustering techniques are
widely used to understand how the model repre-
sents concepts and identify potentially biased pat-
terns. For example, Gonen and Goldberg (2019)
measures gender bias in language models using
cluster bias of a target word w, which is calcu-
lated as the percentage of male and female stereo-

typical words among the k nearest neighbours of
w’s embedding. Word Embeddings Association
Test (WEAT) (Caliskan et al., 2017) is another es-
tablished intrinsic bias measure, which quantifies
bias using semantic similarities between word em-
beddings across ten bias tests. Each test specifies
two sets of target words t (e.g., male and female
words), and two sets of attributes a (e.g., career-
and family-related words). The bias is then mea-
sured as the difference in the association strength
between t1, a1 and t1, a2 and with respect to their
t2 counterparts. Another intrinsic measure is ad hoc
probes designed to identify how much the model
representations align with potentially harmful pat-
terns, like stereotypes. Examples include StereoSet
(Nadeem et al., 2021) and CrowS-Pairs (Nangia
et al., 2020) tests, where the model is asked to fill-
in the blank space in testing sentences, and it is then
evaluated on its tendency to generate stereotypical
or anti-stereotypical sentences.

2. Extrinsic Metrics. Most of them focus on
group-specific performance, quantifying group dis-
parity in downstream tasks: subgroup Area-Under-
the-Curve (AUC) (Borkan et al., 2019), False Posi-
tive, False Negative Equality Difference (Dixon
et al., 2018), Predictive Parity, Equal Opportu-
nity Difference. Recently, some studies have
adopted explainable methods to measure bias in
downstream tasks. For instance, Attanasio et al.
(2022) uses post-hoc token-level explanations to
explain which words in the input text were re-
sponsible for the model prediction, highlighting
how Transformer-based models (Vaswani, 2017)
often misclassify neutral texts as misogynous texts
due to their overreliance on biased keywords. In
this case, models’ bias is measured using plausibil-
ity and faithfulness metrics (Jacovi and Goldberg,
2020), which evaluate how much the explanations
are aligned with human beliefs and model reason-
ing, respectively.

While it should be desirable for a system to have
low intrinsic and extrinsic bias metrics, this is of-
ten not the case. Indeed, recent work has shown
how fixing one metric does not necessarily re-
solve the other, as they are not positively corre-
lated (Goldfarb-Tarrant et al., 2021). Therefore,
the choice between which metrics to prioritise is
left to a trade-off: task-free but not easily quan-
tifiable intrinsic metrics or easily quantifiable but
task-constrained extrinsic metrics?
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4.3 Pilot Study

Following the presentation on bias mitigation and
bias measurement, we conducted a pilot study to
discuss and collect feedback on bias mitigation,
measurement, and warnings from AI practition-
ers, specifically targeting female practitioners. We
recruited participants for the pilot study from at-
tendees of our workshop. We introduced the study
at the beginning of the workshop to give attendees
time to decide if they wished to participate. At
the end of the workshop presentations, those that
were interested in taking part were given more in-
formation and signed a consent form before their
participation. This study was approved by the main
authors’ institution’s College Research Ethics Com-
mittee (CREC).

Participants. Nineteen participants took part in
our pilot study, including eighteen women and one
man. The overwhelming participation of women
was expected as the workshop was held at a confer-
ence specifically aimed at celebrating the role and
impact of women in computing. We note that our
study focuses on binary gender categories, reflect-
ing the demographic composition of the workshop
attendees. As such, it does not capture perspec-
tives from non-binary or transgender individuals,
which we acknowledge as a limitation and an im-
portant direction for future work (Lauscher et al.,
2022b, 2023). Participants had varying levels of
expertise with language models. Most participants
self-identified as advanced beginners, with five con-
sidering themselves novices and eight as advanced
beginners. Three participants rated themselves as
competent, and another three as proficient, while
none identified as experts.

Pilot Study Overview. The pilot study sought
to evaluate the workshop’s effectiveness and gain
insights into participants’ perceptions of gender
bias in AI systems. Three questions were posed
to 19 participants, encouraging critical reflection
on bias intervention, measurement, and communi-
cation. Participants were asked to fill out a form
asking about their level of expertise in language
models, their gender identity, and the following
open-ended questions (Q).

Q1: Considering the whole pipeline to create a
system like a language model (i.e., data curation,
development, and evaluation), which step is the
most important to intervene in to reduce gender
bias? Do you think your answer would be different

depending on the type of bias? Why?
This question aimed to identify critical stages in

the language models’ pipeline where interventions
would have the greatest impact on reducing gen-
der bias. At the same time, we wanted to assess
whether practitioners’ choices would change based
on the type of socio-demographic bias.

Q2: Considering intrinsic and extrinsic metrics,
which do you believe is more effective for measur-
ing gender bias in language models? Should we
look ‘inside’ these models (i.e., intrinsic) or should
we look at how these models ‘behave’ in a down-
stream application (i.e., extrinsic)? Do we need
both? If yes, why? If not, which is best?

Participants were prompted to evaluate the ef-
fectiveness of intrinsic and extrinsic measures for
detecting gender bias and consider the necessity of
using both approaches.

Q3: How would you like to be informed about
the presence of gender bias in a language model?
Examples might include reporting the score on
a standardized external benchmark, the number
of tests successfully passed in a series of safety
tests, visualizing biased examples within the sys-
tem, other. . .

This question was designed to explore individual
preferences for reporting of gender bias in language
models to effectively inform practitioners.

5 Findings

In the following sections, we discuss the main find-
ings of our pilot study, grouped by question.

5.1 Q1: Bias Mitigation

All participants considered data curation the most
important step to intervene in the language models’
pipeline to mitigate gender bias (Table 1), ensur-
ing that all groups get a fair representation in the
data (i.e., balanced, non-stereotypical, and as un-
biased as possible). Indeed, LLMs are particularly
susceptible to such biases, as they rely heavily on
the data they are trained on. Participants seemed
to have a strong understanding of how input data
can affect the performance of language models.
As one participant put it, “CICO (Crap In, Crap
Out) underscores the importance of careful dataset
curation to mitigate bias.”. Moreover, participants
emphasised that mitigating bias is hard to define, as
what is considered bias is often context-dependent.
Some noted that cultural and historical patterns
are often reflected in data, and biases present can
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be passed on to the models, affecting their output.
One participant pointed out that while associations
like ‘female’ with ‘home worker’ and ‘male’ with
‘career’ may reflect historical realities that are not
appropriate for today, the presence of these histori-
cal associations may be helpful depending on the
application.

Four people also mentioned the evaluation stage
of the language models’ pipeline as an important
bias mitigation step. One participant pointed that
evaluating language models with fairness metrics
in addition to standard performance metrics and/or
accounting for subjectivity can potentially catch
what was missed during data curation, “this way
one can iterate on the development of the model
and keep improving it.”. Similarly, another par-
ticipant said “I give more weight to data curation
kind of as a filter and then evaluation to refine the
model.”.

Lastly, participants were asked if their choice
would change based on the type of bias, i.e., gen-
der vs. other socio-demographic biases. Most of
the participants said that the type of bias would
not affect their answers. However, they acknowl-
edged that their answers could differ depending
on the use case of language models. For instance,
one participant reported that in the medical do-
main, mitigating bias during model development
(e.g., using fairness optimisation) is better than data
curation. Others have focused on machine trans-
lation and gendered vs. non-gendered languages,
reporting that “datasets should be altered for an
inclusive language” (i.e., data curation) for gen-
dered languages like German and Spanish whereas
for non-gendered languages “the best way to tell
if there is discriminatory outcomes is in the eval-
uation stage, potentially going back to mitigate in
the development stage.”. Participants’ attention
to the application of language models rather than
their type of socio-demographic bias aligns with
previous studies showing how socio-demographic
attributes matter based on the context rather than
the type of socio-demographic itself (Gaci, 2023).
Indeed, there are high-stake scenarios like medical
and legal where mitigating for socio-demographic
biases is crucial—the so-called undesired subjec-
tivity—whereas other domains like conversational
agents where some degree of socio-demographic
tailoring is considered appropriate or even desir-
able—the so-called desired subjectivity.

Number Selected

Data curation 19
Evaluation 4
Development 1

Table 1: Results from the pilot study for bias mitigation.
Note that we allowed participants to choose multiple
answers.

5.2 Q2: Bias Measurement

The majority of participants said that both intrinsic
and extrinsic metrics serve distinct but valuable pur-
poses, with 63% stating this as their preference. In
this case, a few participants distinguished between
the individual contributions of the two measures:
intrinsic measures are often used by researchers and
engineers to understand model behaviour and refine
performance, while extrinsic evaluations are criti-
cal for assessing broader societal impacts. Some
highlighted that extrinsic measures are more im-
portant for determining specific user outcomes, but
intrinsic evaluations provide valuable insights into
the overall behaviour of a language model. Others
noted that different aspects of bias are measured by
each method, making a combined approach neces-
sary for a more comprehensive understanding of
the bias of a given model. Additionally, one partic-
ipant suggested that justice theories from philoso-
phy should inform both model design and evalua-
tion processes. One of the participants commented
that: “We need both, but for different uses. Intrin-
sic measures can help give insights to systems or
their use. Extrinsic measures are overall more cru-
cial because they are the ones that capture the real
implications of systems and how damaging they
can be.”.

A significant portion of respondents favoured
extrinsic evaluations, with 32% stating this as their
preference, highlighting its direct relevance to real-
world fairness and discrimination concerns. They
emphasised that extrinsic metrics assess how a sys-
tem behaves in practice and whether it causes harm
which many considered of high importance. Con-
text specificity was also noted as crucial—certain
biases may be unacceptable in some applications:
“For example, in language-vision models, for some
contexts there may be associations/stereotypes
that are not acceptable (e.g., only generating im-
ages of male footballers) and some that are ex-
pected/acceptable (e.g., not generating images of
white African leaders).”. Extrinsic evaluation was
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Number Selected

Intrinsic 1
Extrinsic 6
Both 12

Table 2: Results from the pilot study for preferred bias
measure: intrinsic, extrinsic, or both.

seen as essential for ensuring the safety and fair-
ness of deployed models. Only one participant
explicitly preferred intrinsic evaluation.

Clearly, there is value in producing both mea-
surements to allow system users to see if both the
model itself and the downstream processes are fair,
so a bias warning system should be flexible enough
to consider intrinsic and extrinsic measures.

5.3 Q3: Bias Warnings

The answers to the third question varied widely,
with participants highlighting several key ap-
proaches. Table 3 shows the range of answers
given, which can be summarised as follows.

Visualisation was widely preferred, as partici-
pants said it could provide an explicit and intuitive
way to identify biased patterns in model outputs.
Some users felt they would value example-based
visualisations, providing clear and insightful in-
formation. Others suggested highlighting biased
words directly in model outputs as an additional
means of raising awareness, using for instance ex-
isting tools like the LLM Sandbox.3

Benchmark scores were frequently mentioned
as a valuable way of assessing and comparing bias
across different models. These scores were seen as
especially helpful for users who may not have the
time or expertise to analyse bias in depth. One par-
ticipant compared this to certification systems like
B-Corp, which provide a quick, external validation
for businesses adhering to the highest standards of
social impact.

Explainability was seen as essential by several
practitioners advocating for improved methods to
clarify how biases emerge in models. Participants
emphasised the need for clear explanations of why
certain outputs were generated, how input varia-
tions affect bias, and where systemic gaps exist. Ex-
amples of interpretability tools for language mod-
els include ferret (Attanasio et al., 2023) and Inseq
(Sarti et al., 2023).

Caution alerts were also considered valuable,

3https://ai-sandbox.list.lu/

Number Selected

Caution alert 2
Visualisation 8
Data distribution 2
Benchmark scores 7
Explanation 3
Argumentation 1

Table 3: Results from the pilot study for preferred warn-
ing type. Note that we allowed participants to choose
multiple answers.

particularly as a way to warn users when a prompt
might trigger biased responses proactively. One
participant suggested that, alongside alerts, the sys-
tem should offer alternative, less biased outputs.

Data distribution was also found to interest
some participants, as seeing statistics on dataset
composition, particularly to understand whether
the data used to train and/or finetune models was
balanced or skewed, was seen as useful.

One participant felt that argumentation-based
reasoning, where models would provide logical
proof for their outputs, would make their decision-
making process more transparent, and easier to
identify bias within the process.

6 Bias Warning Framework

As discussed in Section 5.3, there are some dif-
fering opinions on how bias warnings should be
reported, but the consensus tends to favour visual-
isations and benchmark scores. One way to pro-
duce benchmark scores and visualisations for each
model prediction’s bias is to monitor the model
producing the output. We propose a bias warning
framework that leverages ideas from deep neural
network monitoring.

Existing monitoring methods. Most runtime
monitoring literature focuses on misclassification
or out-of-distribution detection (Guerin et al.,
2023), where a runtime monitor is used to improve
the safety of machine learning models by detecting
unsafe outputs encountered at inference time. The
monitor sits alongside the underlying model. It
takes in the same inputs as the model and model
outputs to accept or reject an output. Many mon-
itors utilise a scoring method, for example, based
on distance (Liu and Qin, 2023), energy score (Liu
et al., 2020), or feature importance (Sun and Li,
2022). Recently, Naveed et al. (2024) propose
a framework to monitor ‘human-centric require-
ments’, where the monitor consists of multiple fair-
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ness metrics, both intrinsic and extrinsic, calculated
on the model’s output.

Our framework. With this in mind, we propose
the following monitoring framework for bias warn-
ing in language models, depicted in Figure 1. Our
bias monitor generates quantitative bias scores by
analysing model inputs, outputs, previous model
outputs, and previous monitor outputs. This mon-
itor will recompute these scores on an input-by-
input basis. In other words, bias is checked for
each new input and prediction. This means we can
easily extract inputs that produce unfair outcomes
for retraining purposes. As discussed in Section 5.1,
respondents generally agreed that bias mitigation is
best at the data curation stage of language models’
development pipeline. By utilising our monitoring
framework, practitioners can find the inputs that af-
fect the model’s fairness in real time. These inputs
can be gathered to retrain the model and thus can
help in the data curation step of the development
process. Moreover, by allowing previous model
outputs to be included, practitioners can also see
if bias has changed over time, and can compute
bias measures requiring more than one output. Our
monitoring framework accounts also for visuali-
sation, which was the preferred bias warning by
the practitioners in our pilot study. Indeed, the
bias monitor’s outputs can be easily incorporated
into a visualisation. For example, we can imagine
a traffic light system based on thresholds on the
various benchmark scores output by the monitor.
Ultimately, our bias warning framework is highly
customizable as different scoring methods could be
added or removed, and these scores can be calcu-
lated in a post-hoc manner as the monitor will not
need to alter the inner workings of these models;
they just need access to the outputs. Additionally,
as the monitor does not need to be aware of the
inner workings of the model, third-party control
bodies can configure and use it to increase trust in
these systems.

Example. To illustrate how our bias monitoring
framework might work, we provide an example
in Table 4. Suppose we have an AI system like a
language model that decides whether to approve or
reject bank loans, considering each person’s gen-
der, income, and credit rating (low or high). In this
example, the monitor calculates the demographic
parity and disparate impact of the model outputs
for each input and outputs these values to the user.
Demographic parity in this case will be calculated

Figure 1: Our proposed bias monitor framework. This
monitor takes new inputs to the underlying model, the
model outputs, and also previous outputs of both the
model and the monitor, and then outputs multiple bench-
mark scores based on these inputs. This example shows
demographic parity and disparate impact, but the moni-
tor can be personalised to account for other bias metrics.

Gender Income Credit Rating AI Decision

1 Male 50k Low Accept
2 Male 150k High Accept
3 Female 200k High Accept
4 Female 80k Low Reject
5 Male 80k Low Reject
6 Female 150k High Reject

Table 4: An example of inputs for our monitoring frame-
work.

as |P (Accept|Male)−P (Accept|Female)|, and
disparate impact is calculated as P (Accept|Female)

P (Accept|Male) .
After the first three inputs to the dataset, the mon-
itor will output a demographic parity of 0 and a
disparate impact of 1 based on the definitions of
these metrics given above, showing no bias present.
After the fourth individual, the new demographic
parity is 0.5, and the disparate impact is 0.5, indi-
cating that the model may be biased against female
applicants. With the addition of the fifth data point,
the demographic parity is 0.167, and the disparate
impact is 0.75, which is an improvement. With
the sixth input, the bias worsens with demographic
parity at 0.334 and disparate impact at 0.5. Using
this series of monitor outputs, we can determine
which inputs may affect the model’s bias. In this
case, we should consider looking at inputs 4, 5,
and 6 more in-depth. This process will be more
informative with more complex datasets and more
fairness measures.

7 Conclusion

The widespread adoption of language models
paired with their socio-demographic biases can per-
petuate societal inequalities across many use cases.
While substantial efforts in NLP research have been
made to measure and mitigate these biases, this re-
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search highlights the often-overlooked aspect of
how such biases are communicated to practitioners,
which instead is a crucial aspect as it can increase
user trust and understanding of these models. In
this paper, we address this gap by conducting a user
study on bias mitigation, measurement and warning
in language models, targeting female AI practition-
ers during a workshop promoting gender-inclusive
AI systems. Specifically, we focus on gender bias
and further study how practitioners’ choices gener-
alise to other socio-demographic biases. Our study
reveals that user preferences for bias mitigation and
measurement show strong consensus, in contrast
to the wide variation in user preferences for bias
communication, emphasising the need for tailored
approaches of bias warnings. Based on these find-
ings, we develop a user-centred framework for per-
sonalised bias reporting integrating runtime mon-
itoring techniques into language models to assess
and visualise biases dynamically. Future work can
expand on this preliminary framework in several
directions to explore its applicability and impact
more broadly. For instance, researchers could eval-
uate the framework using established datasets from
AI Ethics research, such as those in the financial
domain (Hardt et al., 2016), to better understand
how well it supports practitioner workflows. An-
other promising direction is to conduct a before-
and-after user study to assess the framework’s po-
tential in fostering user trust in AI systems, fol-
lowing methodologies similar to Di Bonaventura
et al. (2024). Overall, this study opens up a range
of possibilities for tailoring bias communication
strategies and integrating user-centred tools into
real-world model deployments.

Limitations

We are aware of the following limitations. (1) The
number of responses for the user study is limited; a
wider study would be required for more statistically
significant results and to draw more robust conclu-
sions. (2) The study would benefit from a more
diverse set of respondents, both concerning gender
and race, but also with different years of experi-
ence in machine learning. Moreover, we treated
gender as a binary category, i.e., male/female, and
disregarded other important categories at their inter-
section, such as the trans community. Future work
should expand this as we anticipate that different
groups would have different preferences for bias
warnings. (3) We focused on assessing individual

preferences around gender bias in language mod-
els from mitigation and measurement to warning.
However, we did not investigate preferences across
different applications and domains. This is an inter-
esting direction for future work, as participants in
our survey briefly mentioned different preferences
across domains and use cases, e.g., the medical do-
main and machine translation. (4) We focused on
assessing individual preferences around bias in our
pilot study, whose findings we used to develop our
personalised bias monitoring framework. As such,
respondents were not asked to evaluate our pro-
posed monitoring framework. Future work should
explore the proposed bias warning framework in
depth by, for instance, collecting user feedback.
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