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Abstract

Patents contain rich technical knowledge that
can inspire innovative product ideas, yet ac-
cessing and interpreting this information re-
mains a challenge. This work explores the use
of Large Language Models (LLMs) and au-
tonomous agents to mine and generate product
concepts from a given patent. In this work, we
design Agent Ideate, a framework for automat-
ically generating product-based business ideas
from patents. We experimented with open-
source LL.Ms and agent-based architectures
across three domains: Computer Science, Nat-
ural Language Processing, and Material Chem-
istry. Evaluation results show that the agentic
approach consistently outperformed standalone
LLMs in terms of idea quality, relevance, and
novelty. These findings suggest that combining
LLMs with agentic workflows can significantly
enhance the innovation pipeline by unlocking
the untapped potential of business idea genera-
tion from patent data.

1 Introduction

With the rapid advancement of large language mod-
els (LLMs), there is growing interest in leveraging
these models for tasks such as scientific discov-
ery and innovation support. However, generating
viable and actionable product ideas from patents re-
quires not only comprehension of complex techni-
cal content but also creativity, domain knowledge,
and market awareness (Urlana et al., 2024). Patents
are legal documents that protect inventions and
promote technological innovation (Mossoff, 2000),
but their complex and technical language poses
unique challenges. Despite the wealth of technical
insights contained within patent documents, gener-
ating product business ideas from patents remains
an underexplored area (Jiang and Goetz, 2024). To
achieve this, AgentScen 2025 shared task' on Prod-
uct Business Idea Generation from Patents (PBIG)
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Figure 1: Illustration of the Agent Ideate Pipeline.

was introduced as part of the 2"¢ Workshop on

Agent Al for Scenario Planning at [JCAI-25.

1.1 Task formulation

The goal of this task is to evaluate systems that can
read a patent and generate a realistic product idea
that could be implemented and launched within
three years. Each submission is expected to pro-
duce four concise outputs for a given patent:

1. Product title: A concise name for the product.

2. Product description: A brief explanation of
the product outlining its essential features, tar-
get users, their needs, and the benefits pro-
vided by the product.

3. Implementation: An explanation describing
the implementation of patents technology into
the product.

4. Differentiation: An explanation highlighting
what makes the product unique.

To support this task, the organizers released a cu-
rated dataset consisting of 150 U.S. patents across
three categories: Computer Science (CS), Natural
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Language Processing (NLP), and Material Chem-
istry. Participants were allowed to use external
resources to enhance idea generation. System out-
puts were evaluated by both human experts and
LLM-based evaluators based on multiple criteria,
including technical feasibility, innovation, speci-
ficity, market need, and competitive advantage.

In this study, we built the Agent Ideate frame-
work, which is a Multi-Agent architecture lever-
aging an external search tool for generating prod-
uct ideas from patent text. The pipeline diagram
is illustrated in Figure 1. We leverage an LLM-
based judging approach to evaluate the ideas gen-
erated by the different methods and to select the
most effective one. We also analyze the effective-
ness of agent-based and LLM-driven architectures
for transforming patent knowledge into innovative
product concepts.

2 Related Work

The task of generating business ideas from patent
documents (Yoshiyasu, 2025; Xu et al., 2025;
Terao and Tachioka, 2025; Hoshino et al., 2025;
Shimanuki et al.,, 2025) intersects with mul-
tiple research domains, including patent anal-
ysis (Sheremetyeva, 2003), patent summariza-
tion (Sharma et al., 2019), knowledge extraction
(Tonguz et al., 2021), and large language model
(LLM)-driven ideation. Prior work has explored
the use of NLP and information retrieval tech-
niques to extract technical concepts (Suzuki and
Takatsuka, 2016; Tonguz et al., 2021) and commer-
cial potential applications from patent texts (Souili
et al., 2015; Jiang et al., 2025). More recently,
LLMs have been applied for creative tasks such
as product ideation, innovation support, showing
promise in structured content generation (Girotra
et al., 2023; Radensky et al., 2024; Li et al., 2024;
Wen et al., 2006).

One closely related line of work is by Si et al.
(2024), who investigate the research ideation ca-
pabilities of LLMs. They pose a critical ques-
tion: Are current LLMs capable of generating
novel ideas that rival those produced by human
experts? To answer this, the authors conducted
a large-scale study involving over 100 qualified
NLP researchers who generated human baselines
and performed blind evaluations of both human
and LLM-generated ideas. Their findings reveal
that LLM-generated ideas are often judged as more
novel than those produced by domain experts.

Section CS NLP Chemistry
Title 10 11 8

Abstract 134 138 130
Background 1058 910 6215
Claims 1499 1708 535
Description of Figures 4636 868 700
Detailed Description 1499 5068 156

Table 1: Average number of words present in each
section for different datasets. CS - Computer science,
NLP - Natural Language Processing.

In another study, ScIMON(Wang et al., 2024) is
a framework that enhances language models’ abil-
ity to generate novel scientific ideas by leveraging
literature-based inspirations and iterative novelty
optimization. Unlike traditional link-prediction
approaches, it takes contextual inputs (e.g., re-
search problems) and produces natural language
hypotheses, using retrieval from semantic, knowl-
edge graph, and citation sources. While evalua-
tions show improvements over GPT-4, the gener-
ated ideas still lack the depth and novelty of human-
authored research. To this end, in contrast to the
existing works, this study aims to generate product-
based business ideas from patents by building a
multi-agentic framework.

3 Dataset

The dataset provided by the shared task organiz-
ers comprises a total of 150 U.S. patents, with 50
patents each from three distinct domains: Com-
puter Science(CS), Natural Language Processing
(NLP), and Material Chemistry(MC). Each patent
entry includes structured metadata such as the title,
abstract, claims, description, publication number,
and publication date.

Preprocessing: Among these fields, the descrip-
tion section is notably extensive, often exceeding
the input length limitations of most large language
models (LLMs). To address this challenge, we
implemented a preprocessing strategy that seg-
ments the description into semantically meaningful
subsections. This was achieved through regular
expression-based matching, which identifies and
extracts parts such as: Background information,
Brief description of drawings and claims, and De-
tailed description of the patent technology.

This segmentation allows for more efficient and
focused processing by LLMs and downstream
agents. Detailed statistics about the dataset dis-
tribution and content lengths across categories are
summarized in Table 1.



4 Methodology

As presented in Figure 1, we adopt three distinct
methods to generate innovative business ideas from
patent documents. These methods are increasingly
sophisticated in terms of architecture and capabil-
ity:

1. Prompt-based LLM Approach: This is
the simplest baseline. We use a single-prompt
approach with a large language model (LLM),
wherein the entire patent (or its reduced compo-
nents: title, abstract, claims, and summarized de-
scription) is passed as input to the model. The
prompt is crafted to guide the model in generating
business ideas, specifying the required structure
in JSON format with fields such as product title,
product description, implementation, and differen-
tiation.

2. Multi-Agent LLM Architecture: The second
approach builds on modularization via a multi-
agent system, where different tasks are handled
by different specialized agents. Specifically:

* A Patent Analyst Agent summarizes the core
innovation and usage of the patent.

* A Business Idea Generator Agent uses the
summarized insight to generate a structured
business idea.

* A Business Validator Agent ensures the out-
put adheres to format, character limits, and
originality constraints.

Each agent uses the same LLM backend but is
provided with a distinct goal and context. Tasks
are executed sequentially with inter-agent context
passing, allowing for better modularity, reliability,
and control compared to single-shot prompting. In
the rest of the paper, we refer to this method as the
Agent without Tool approach.

3. Multi-Agent LLM with External Search Tool:
The third and most comprehensive method incorpo-
rates a search tool to enrich the reasoning process
with external information. It extends the second
approach by introducing:

* A Keyword Extractor Agent, which identi-
fies two core keywords from the summarized
patent content.

* A Research Agent, which performs a Duck-
DuckGo tool-based web search using these
keywords to gather information about existing
tools, libraries, or products in the domain.

* The Business Idea Generator Agent utilizes
both the patent summary and external market
insights to create a business idea that is clearly
differentiated from known solutions.

* Finally, the Business Validator Agent ensures
the output is well-formed, concise, and novel.

We provide the role, goal, backstory, tool usage,
task description, and expected output instructions
for each agent in Appendix Table 4 and Table 5. In
the rest of the paper, we refer to this method as the
Agent with Tool approach.

5 Experiments and Evaluation

We conduct experiments with prompt-based, agent
with Tool and agent without Tool based approaches.
For all experiments, we used the llama-4-scout-
17b-16e-instruct’ model for response generation in
both architectures: the prompt-based LLM model
and each agent in the multi-agent setup. Due to
resource constraints and the lack of access to pro-
prietary APIs such as OpenAl, we opted to experi-
ment with open-source LLMs hosted via the Groq
API3. The LLM was configured with a temperature
of 0.7 and a maximum token limit of 1000. All
experiments were conducted using the free-tier ac-
cess provided by Groq. For all agentic framework
experiments, we used the CrewAI* framework to
create agents and integrate with external search
tools.

To assess the relative quality of business ideas
generated by different methods, we employed an
LLM-as-a-judge evaluation strategy. Specifically,
we designed a structured prompt where the model
is provided with a patent description and two prod-
uct ideas generated using different approaches (e.g.,
baseline prompting vs. multi-agent with search).
The LLM is then instructed to critically evaluate
the ideas across six well-defined dimensions: tech-
nical validity, innovativeness, specificity, need va-
lidity, market size, and competitive advantage.

The evaluation setup and criteria are provided in
Appendix Table 6 and Table 7. Explicitly listing
the criteria reduces ambiguity and encourages the
model to weigh each dimension before issuing a
verdict. The output follows a strict JSON format,
containing the selected better idea (idea 1 or idea
2) and a rationale for the decision.

2https://console.groq.com/docs/model/
meta-1lama/llama-4-scout-17b-16e-instruct

3https://console.groq.com/docs/models
4https://www.crewai.com/
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Domain Idea 1 Idea 2 Idea 1 Count(%) Idea 2 Count(%)
Prompt-based LLM  Agent without tool 14 86
Computer Science  Agent without tool ~ Agent with Tool 14 86
Prompt-based LLM  Agent without tool 02 98
NLP Agent without tool Agent with Tool 88 12
Prompt-based LLM  Agent without tool 08 92
Material Chemistry Agent without tool Agent with Tool 64 38

Table 2: Evaluation of ideas generated using various approaches. We employ the LLM-as-a-Judge method to
compare the ideas and report the percentage of ideas selected by the judge.

Criteria Chemistry CS NLP
Tech Validity 1 2 3
Specificity 3 3 3
Need Validation 5 2 4
Market Size 5 1 1
Innovativeness 5 3 4
Competitive Advantage 2 3 3

Table 3: Human evaluation results provided by the or-
ganizers. Each row represents the rank/position of our
submission "TrustAI" for each domain based on the
scores for each criteria.

We used a high-capacity model LLaMA 3 70B
> hosted via Groq for inference, ensuring strong
reasoning and evaluation capabilities. This method
of LLM-based comparative evaluation offers a scal-
able and cost-effective alternative to human anno-
tation, especially in scenarios involving nuanced
technical and entrepreneurial judgments. Further-
more, by leveraging LLMs that are blind to the
origin of each idea, we minimize bias and ensure
that comparisons focus purely on idea quality, not
model provenance.

6 Discussion

Evaluation using LLLM as a judge: The auto-
mated evaluation results (using LLM as judge) in
Table 2 show clear performance differences be-
tween approaches. The Agent with Tool method
consistently generates highly-ranked ideas in Com-
puter Science (86%), demonstrates moderate per-
formance in Material Chemistry (38%), but per-
forms poorly in NLP (12%). The standalone
Agent approach without tool usage shows strong
performance in NLP (98%) and Material Chem-
istry (64%), though it is less effective in Com-
puter Science (14%) compared to the Agent with

Shttps://console.groq.com/docs/model/1lama-3.
3-70b-versatile
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Tool method. The basic LLM prompt method per-
forms poorly across all domains (Computer Sci-
ence: 14%, NLP: 02%, Material Chemistry: 08%),
suggesting that multi-agent frameworks provide
substantial benefits even without tool access.

Based on the automatic evaluation results com-
paring which approach generated the best ideas for
each domain, we submitted the highest-performing
outputs for organizer evaluation. The results of this
evaluation are discussed in the following section.

Evaluation results given by the Organizers: The
human evaluation rankings in Table 3 reveal impor-
tant domain-specific patterns. In Chemistry, our
system achieved top rankings in Innovativeness
(1%%) but performed poorly in Technical Validity
(5", indicating highly creative but potentially less
feasible ideas. For Computer Science, we see bal-
anced performance across criteria (mostly 27¢-37%
place), suggesting reliable but not exceptional re-
sults. The NLP domain shows our strongest over-
all performance, with top-3 rankings in all criteria
except Market Size (5'"), highlighting both the
technical strength and potential niche focus of gen-
erated ideas.

7 Conclusion

This paper presented our framework Agent Ideate,
for generating product ideas from patents. We
have conducted experiments using prompt-based
LLM, multi-agent framework, and tool-augmented
agents. Automated evaluation (LLM-as-judge)
showed that Agent with Tool performed best in
Computer Science, while standalone Agent ex-
celled in NLP, and Material Chemistry. Our
findings highlight the potential of agentic Al for
structured innovation while underscoring domain-
specific challenges.
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8 Limitations

Our study has several key limitations. First, re-
liance on open-source LLMs (e.g., LLama-4-17B,
and LLaMA-3-70B) may restrict performance com-
pared to state-of-the-art proprietary models. Sec-
ond, the system’s effectiveness varies significantly
across domains, requiring domain specific models.
Finally, the tool-augmented agent’s performance
depends heavily on external search quality, which
can introduce noise. These constraints highlight
the need for more robust domain adaptation, hybrid
evaluation methods, and improved tool integration
in future work.
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A Appendix

We present the description of each agent’s role,
goal, backstory, and the tools they can access in
Table 4 and Table 5. This also includes the task
descriptions and expected outputs for each agent.
Additionally, we provide the evaluation criteria
used to compare the ideas generated by various
methods using the LL.M-as-a-judge approach in
Table 6 and Table 7.
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Agent Name Role Goal Backstory / Tools Used
Patent Analyst ~ Reader Agent Extract and summarize key fea- Specializes in understanding
tures from patents complex patent documents and

identifying key technological as-
pects.

Keyword Keyword Agent Generate essential keywords NLP expert identifying core

Extractor from patent summary technologies to support product
discovery.

Researcher Search Agent Search for relevant prod- Enthusiast in discovering

Idea Generator

Business Idea
Agent

ucts/tools using keywords and
synthesize results

Generate innovative product
ideas from patent content

tools/products  relevant to
keywords with clear and con-
cise summaries. Tools Used:
DuckDuckGo Tool

Creative entrepreneur skilled in
mapping technology to business
ideas.

Business Validator Agent  Validate ideas for structure and Ensures business ideas are well-
Validator uniqueness formatted, feasible, and differ-
entiated from existing solutions.
Table 4: Description of each agent’s role, goal, backstory, and tool usage

Task Name Performed By Task Description Expected Output

Patent Analysis Patent Analyst Read and extract core infor- Structured summary of key
mation from patent sections  patent features.

Keyword Keyword Extractor ~ Generate two keywords rep- List of keywords:

Generation resenting the patent’s core ["keywordl”,
technological concepts "keyword2"]

Product Research

Idea Generation

Idea Validation

Researcher

Idea Generator

Business Validator

Use keywords to search web
using DuckDuckGo Tool for
related products and synthe-
size findings

Based on findings and patent,
generate an innovative prod-
uct/business idea

Review the generated idea
for adherence to format and
uniqueness

Text summary with relevant
products/tools and short de-
scriptions.

JSON object with below
fields: product_title,
product_description,
implementation,
differentiation.

Validated JSON output with
feedback on issues if any.

Table 5: Description of each agent’s task, and expected output for each task.
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Aspect

Description

Evaluator Role

Input Provided

Evaluation Goal

Prompt Structure

LLM-as-a-Judge: A large language model is prompted to objectively com-
pare two product ideas derived from a common patent.

1. Patent description
2. Two distinct product/business ideas using the patent

Select the better idea based on well-defined business and technical criteria.

Multi-section prompt including:

* <patent>: full patent description

e <idea_1>, <idea_2>: structured product ideas

* Explicit list of 6 evaluation criteria (refer Table 7)

LLM Output Format JSON: {"output”: "idea_1 or idea_2", "reason”: '"reason for
the choice"}

Use Case Used for comparative evaluation of generated product ideas, testing how
well different agents or models transform patent knowledge into viable
business ideas.

Table 6: Evaluation (LLM-as-a-Judge) Setup Overview

Criterion Explanation

Technical Validity Is the patent technology appropriate and realistically implementable within
3 years?

Innovativeness Does the idea utilize the patent in a novel way? Does it stand out in terms of
technological creativity?

Specificity Is the idea clearly and narrowly defined (e.g., “manage references” vs. “do
research’)?

Need Validity Is there a clear and valid user need addressed by the product idea?

Market Size Is the target market large enough to make the product viable? Are there

Competitive Advantage

many potential users?

Does the use of the patented technology offer a unique advantage over
competitors?

Table 7: Description of evaluation criteria of generated ideas using LLM as a judge.
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