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Introduction

Since 2010, WASSA has brought together researchers working on Subjectivity, Sentiment Analysis,
Emotion Detection and Classification and their applications to other NLP or real-world tasks (e.g. public
health messaging, fake news, media impact analysis, social media mining, computational literary stud-
ies) and researchers working on interdisciplinary aspects of affect computation from text.

In the past years we have noticed that WASSA offers a platform to researchers investigating senti-
ment and emotion in lesser-resourced languages. We continued these efforts in the 2024 edition by
featuring a Special Track on multilinguality and the social bridge between high- and lesser-resourced
languages/communities. However, this year the majority of accepted papers (18 of 29) only perform
experiments in English, another six include English and other languages, and only seven are entirely
non-English. This emphasizes the need to continue promoting such a multilingual track.

The topics of this edition of WASSA range from complex sentiment relations (entity-level, long doc-
uments, long-term narratives), mitigating unwanted subjectivity and biases in models, and advancing
towards high-level social implications of subjective NLP. The ubiquity of Large Language Models is
also a common theme among the papers.

This year’s edition again featured two shared tasks: Shared-Task 1: Empathy Detection and Emotion
Classification, which is already the fourth run of this shared task using a new, unpublished extension of
the dataset used last year. SharedTask 2: Explainability of Cross-lingual Emotion Detection, on the other
hand, is the first shared task on on explainability of cross-lingual emotion detection.

For the main workshop, we received 57 direct submissions, of which 29 papers were accepted (accep-
tance rate of 53%). For Shared Task 1 we received 12 system description paper submissions, while for
Shared Task 2 we received 10 papers. Furthermore, one ARR and one Findings paper will be presented
in the poster session. In total, 55 papers will be presented at the workshop.

Following the tradition of the last two years, we again decided to award the best paper. The winner of the
Best Paper Award of this year’s WASSA is Context is Important in Depressive Language: A Study of the
Interaction Between the Sentiments and Linguistic Markers in Reddit Discussions by Neha Sharma and
Kairit Sirts . Simultaneously, we wish to promote the work in the Special Track, and therefore decided
to award a Special Track Best Paper award to Loneliness Episodes: A Japanese Dataset for Loneliness
Detection and Analysis by Naoya Fujikawa, Nguyen Quang Toan, Kazuhiro Ito, Shoko Wakamiya, and
Eiji Aramaki.

On top of the main workshop and shared task presentations, we are happy to have an invited speaker who
agreed to give a hybrid keynote at WASSA 2024: Professor Debora Nozza from Bocconi University.

We would like to thank the ACL Organizers and Workshop chairs for their help and support during the
preparation. We also thank the OpenReview support team for their technical support. Finally, we espe-
cially thank the program committee for the time and effort they spent on reviewing, especially to those
who were willing to perform emergency reviews. The quality of the program is a reflection of this hard
work.
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Keynote Talk
Invited 1

Debora Nozza
Bocconi University

Bio: Debora Nozza is an Assistant Professor in Computing Sciences at Bocconi University. Her research
interests mainly focus on Natural Language Processing, specifically on the detection and counter-acting
of hate speech and algorithmic bias on Social Media data in multilingual context. She was awarded
a €1.5m ERC Starting Grant project 2023 for research on personalized and subjective approaches to
Natural Language Processing. Previously, she was awarded a €120,000 grant from Fondazione Cariplo
for her project MONICA, which focuses on monitoring coverage, attitudes, and accessibility of Italian
measures in response to COVID-19.

She organized the 7th Workshop on Online Abuse and Harms (WOAH) at ACL 2023 and the ICWSM
2023 Data Challenge: Temporal social data at ICWSM 2023. She was one of the organizers of the task
on Automatic Misogyny Identification (AMI) at Evalita 2018 and Evalita 2020, and one of the organizers
of the HatEval Task 5 at SemEval 2019 on multilingual detection of hate speech against immigrants and
women in Twitter.
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Enhanced Financial Sentiment Analysis and Trading Strategy Development
Using Large Language Models

Kemal Kirtac and Guido Germano

Department of Computer Science, University College London,
6672 Gower Street, London WCIE 6EA, United Kingdom
kemal.kirtac.21 @ucl.ac.uk, g.germano@ucl.ac.uk

Abstract

This study proposes a novel methodology for
enhanced financial sentiment analysis and trad-
ing strategy development using large language
models (LLMs) such as OPT, BERT, FinBERT,
LLAMA 3 and RoBERTa. Utilizing a dataset
of 965,375 U.S. financial news articles from
2010 to 2023, our research demonstrates that
the GPT-3-based OPT model significantly out-
performs other models, achieving a prediction
accuracy of 74.4% for stock market returns.
Our findings reveal that the advanced capabil-
ities of LLMs, particularly OPT, surpass tra-
ditional sentiment analysis methods, such as
the Loughran-McDonald dictionary model, in
predicting and explaining stock returns. For in-
stance, a self-financing strategy based on OPT
scores achieves a Sharpe ratio of 3.05 over our
sample period, compared to a Sharpe ratio of
1.23 for the strategy based on the dictionary
model. This study highlights the superior per-
formance of LLMs in financial sentiment anal-
ysis, encouraging further research into integrat-
ing artificial intelligence and LLMs in financial
markets.

1 Introduction

The integration of text mining into financial analy-
sis represents a significant shift in how researchers
approach market predictions. Utilizing a diverse
array of text data—from financial news to social
media posts—this new wave of research aims to
extract insights that traditional data sources might
overlook (Loughran and Mcdonald, 2011; Malo
et al., 2014; Loughran and McDonald, 2022). De-
spite the complexity and the lack of structured in-
formation within text data, advancements in LLMs
such as BERT (Devlin et al., 2019), OPT (Zhang
et al., 2022), LLAMA 3 (Touvron et al., 2023) and
RoBERTa (Liu et al., 2019), have opened new av-
enues for in-depth analysis and understanding of
financial markets. These models have shown a no-
table ability to outperform traditional sentiment

1

analysis methods, demonstrating the untapped po-
tential of text data in predicting market trends and
stock returns (Jegadeesh and Wu, 2013; Baker et al.,
2016; Manela and Moreira, 2017).

Our research harnesses the power of LLMs to
create refined representations of news text, aiming
to bridge the gap in sentiment analysis at the indi-
vidual stock level—an aspect often overlooked by
macro- or market-level sentiment indicators (Baker
and Wurgler, 2006; Lemmon and Ni, 2014; Shapiro
et al., 2022). By employing a two-step analytical
process that first converts text into numerical data
and then models economic patterns, we explore
the predictive accuracy of these models against tra-
ditional dictionary-based methods (Tetlock, 2007;
Devlin et al., 2019). We contribute to the ongoing
dialogue on the role of text analysis in finance,
advocating for a broader adoption of LLMs in
economic forecasting and investment strategy de-
velopment (Acemoglu et al., 2022; Hoberg and
Phillips, 2016; Garcia, 2013; Ke et al., 2020; Tet-
lock, 2007; Campbell et al., 2014; Baker et al.,
2016; Calomiris and Mamaysky, 2019; Ashtiani
and Raahemi, 2023a; Kirtac and Germano, 2024).

2 Data and Methods

2.1 Data

In our research, we primarily use two datasets: one
from the Center for Research in Security Prices
(CRSP) that includes daily stock returns, and an-
other from Refinitiv with global news. The news
data from Refinitiv comprises detailed articles and
quick alerts, focusing on companies based in the
U.S. The CRSP data provides daily return infor-
mation for companies trading on major U.S. stock
exchanges. It includes details like stock prices,
trading volumes, and market capitalization. We use
this data to analyse the link between stock market
returns and sentiment scores derived from LLMs.
Our analysis includes companies from the Amer-
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ican Stock Exchange (AMEX), National Asso-
ciation of Securities Dealers Automated Quota-
tions (NASDAQ), and New York Stock Exchange
(NYSE) that appear in at least one news article.
We apply filters to ensure the quality of our data.
We only consider news articles related to individ-
ual stocks with available three-day returns. More-
over, we avoid redundancy by using a novelty score
based on the similarity between articles: if a new
article is too similar (a cosine similarity score of
0.8 or more) to an older article published within the
past 20 days, we exclude it. This approach helps
us focus on unique information significant for our
analysis.

Our study covers the period from January 1,
2010, to June 30, 2023. We matched 2,732,845
news with 6,214 unique companies. After applying
our filters, we were left with 965,375 articles. Our
sample dataset is summarised in Table 1.

Category Count
All news 2,732,845
News for single stock 1,865,372
Unique news 965,375

Table 1: Summary statistics of our U.S. news articles
sample, showing the count of total news, news for a sin-
gle stock, and unique news after filtering for redundancy.
This data set forms the basis for our sentiment analysis
and subsequent stock return prediction model.

Table 2 presents descriptive statistics of our
dataset. We find that the daily mean return is
0.37%, with a standard deviation of 0.18%. The
sentiment scores derived from the OPT, BERT, Fin-
BERT, LLAMA 3 and RoBERTa LL.Ms show a
normal distribution around the median of 0.5, with
slight variations in mean and standard deviation. In
contrast, the Loughran-McDonald dictionary score
exhibits a more positively skewed distribution with
a mean of 0.68 and a higher standard deviation of
0.32, indicating a tendency towards more positive
sentiment scores in our dataset.

2.2 Methods

This study begins with the fine-tuning of pre-
trained language models, specifically OPT, BERT,
LLAMA 3, and RoBERTa, sourced from Hugging
Face, to tailor their capabilities for specialized fi-
nancial analysis (Hugging Face, 2023). LLMs,
originally designed for broad linguistic compre-
hension, require significant adaptation to perform
niche tasks, such as forecasting stock returns

through textual analysis. This necessity enforces
the adaptation phase, where the models are recali-
brated post their original training on extensive data,
preparing them for specific analytical functions
(Radford et al., 2018).

Besides OPT, BERT, LLAMA 3 and RoBERTa,
our analysis incorporates FinBERT, a variant of
BERT pre-trained specifically for financial texts,
and the Loughran and McDonald dictionary. Fin-
BERT and the Loughran and McDonald dictionary
do not necessitate the fine-tuning process because
they are already tailored for financial text analy-
sis. FinBERT leverages BERT’s architecture but
is fine-tuned on financial texts, providing nuanced
understanding in this domain (Huang et al., 2023).
The Loughran and McDonald dictionary, a special-
ized lexicon for financial texts, aids in traditional
textual analysis without the complexity of machine-
learning models (Loughran and McDonald, 2022).

We present a unique approach that integrates
fine-tuning pre-trained LLMs with financial text
data. This section outlines our process of adapt-
ing LLMs for the financial domain, including the
steps of fine-tuning and the specific features used in
our sentiment analysis. Our methodology involves
the systematic adaptation of models such as OPT,
BERT, FinBERT, LLAMA 3 and RoBERTa, fo-
cusing on domain-specific nuances by fine-tuning
them on a comprehensive dataset of financial news.
This process not only improves the models’ under-
standing of financial sentiment but also enhances
their predictive accuracy regarding stock market
movements. By leveraging the advanced capabil-
ities of LLMs and tailoring them specifically for
financial text, our approach presents a robust frame-
work for sentiment-based financial forecasting.

The use of LLMs such as OPT, BERT, FinBERT,
LLAMA 3 and RoBERTa in financial sentiment
analysis offers distinct advantages over traditional
methods, particularly in handling the complexity
and unstructured nature of financial text data. Tradi-
tional techniques, such as the Loughran-McDonald
dictionary, rely on predefined word lists that may
not capture the nuanced and evolving language
used in financial news. In contrast, LLMs leverage
deep learning to understand context, sentiment, and
subtle linguistic cues within text, leading to more
accurate sentiment predictions. Our study demon-
strates that LLMs, through their ability to fine-tune
on domain-specific data, significantly outperform
traditional methods in predicting stock returns. The
fine-tuning process involves training these models



Variable Mean StdDev Minimum Median Maximum N

Daily return (%) 0.37 0.18 -64.97 -0.02 237.11 965,375
OPT score 0.53 0.24 0 0.5 1 965,375
BERT score 0.48 0.25 0 0.5 1 965,375
FinBERT score 0.44 0.23 0 0.5 1 965,375
LLAMA 3 score 0.45 0.29 0 0.5 1 965,375
RoBERTa score 0.51 0.24 0 0.5 1 965,375
LM dictionary score  0.68 0.32 0 0.5 1 965,375

Table 2: Descriptive statistics for daily stock returns and sentiment scores derived from the OPT, BERT, FinBERT,
LLAMA 3 and RoBERTa LLMs, alongside the Loughran-McDonald dictionary. It includes the mean, standard
deviation, minimum, median, maximum values, and the total count of observations for each variable.

on a vast corpus of financial news, allowing them to
learn and adapt to the specific language and senti-
ment indicators pertinent to financial markets. Ad-
ditionally, the use of LLMs facilitates the develop-
ment of a robust investment strategy, as evidenced
by the superior performance metrics achieved in
our experiments. Future research could focus on
optimizing these models further, exploring efficient
training algorithms and model compression tech-
niques to enhance their practicality and application
in real-time trading scenarios.

Guided by the methodologies introduced by
(Alain and Bengio, 2016), our approach adopts
a probing technique, which is a form of feature
extraction. This method builds on the models’ pre-
existing parameters, harnessing them to create fea-
tures pertinent to text data, thereby facilitating the
downstream task of sentiment analysis. To enhance
the precision of our LLMs, we adapted and modi-
fied the methodology proposed by (Ke et al., 2020).
In our methodology, the process of fine-tuning the
pre-trained OPT, BERT, LLAMA 3 and RoBERTa
language models involves a specific focus on the ag-
gregated 3-day excess return associated with each
stock. This excess return is calculated from the day
a news article is first published and extends over
the two subsequent days. To elaborate, excess re-
turn is defined as the difference between the return
of a particular stock and the overall market return
on the same day. This calculation is not limited
to the day the news is published; instead, it aggre-
gates the returns for the following two days as well,
providing a comprehensive three-day outlook.

Sentiment labels are assigned to each news arti-
cle based on the sign of this aggregated three-day
excess return. A positive aggregated excess return
leads to a sentiment label of ‘1°, indicating a pos-
itive sentiment. Conversely, a non-positive aggre-
gated excess return results in a sentiment label of

‘0’, suggesting a negative sentiment. Our approach
of using a 3-day aggregated excess return for senti-
ment labelling plays a crucial role in refining our
analysis. Acknowledging the common practice
in economics and finance of studying events that
span multiple days, we establish sentiment labels
using three-day returns (MacKinlay, 1997). This
approach entails evaluating returns spanning from
the day of the article’s publication through the two
following days. This technique is particularly ben-
eficial in understanding the nuanced relationship
between the sentiment in financial news and the
corresponding movements in stock prices. We al-
located 20% of the data randomly for testing and,
from the remaining data pool, allocated another
20% randomly for validation purposes, resulting in
a training set of 193,070 articles.

Our analysis focused on the ability of OPT,
BERT, LLAMA 3, RoBERTa, FinBERT and the
Loughran-McDonald dictionary to accurately fore-
cast the direction of stock returns based on news
sentiment, particularly over a three-day period post-
publication. To assess the models’ performance,
we calculated these statistical measures: accuracy,
precision, recall, specificity and the F1 score.

We subsequently conducted a regression analysis
with the objective of investigating the influence of
language model scores on the subsequent day’s
stock returns. The regression is modelled as

Tin+l = Q; + by + v - Xin T €in, (D

where 7,11 1s the return of stock ¢ on the subse-
quent trading day n + 1, x; ,, is a vector of scores
from language models, and a; and b,, are the fixed
effects for firm and date, respectively.

We employ double clustering for standard errors
by firm and date, addressing potential concerns
related to heteroscedasticity and autocorrelation.
This regression framework facilitates an in-depth



comparison of the predictive efficacy with respect
to stock returns of different LLMs, including OPT,
BERT, FinBERT, LLAMA 3 and RoBERTa, plus
the Loughran and McDonald dictionary.

Our choice of the linear regression model cor-
responds to a standard panel regression approach
where article features x; ,, are directly translated
into the expected return E(r; 1) of the corre-
sponding stock for the next period. The simplicity
of linear regression is chosen to emphasize the im-
portance of text-based representations in financial
analysis. By using linear models, we can focus
on the impact of these representations without the
added complexity of nonlinear modelling. This
approach highlights the direct influence of textual
data on financial predictions, ensuring a clear un-
derstanding of the role and effectiveness of text-
based features in financial sentiment analysis.

Following our predictive analysis, our study ex-
tends to assess practical outcomes through the im-
plementation of distinct trading strategies utiliz-
ing sentiment scores derived from OPT, BERT,
FinBERT, LLAMA 3, RoBERTa and Loughran-
McDonald dictionary models. To comprehensively
evaluate these strategies, we construct various
portfolios with a specific focus on market value-
weighted approaches. For each language model,
we create three types of portfolios: long, short
and long-short. The composition of these portfo-
lios is contingent on the sentiment scores assigned
to individual stocks every day. Specifically, the
long portfolios comprise stocks with the highest
20% sentiment scores, while the short portfolios
consist of stocks with the lowest 20% sentiment
scores. Moreover, the long-short portfolios are self-
financing strategies that simultaneously involve tak-
ing long positions in stocks with the highest 20%
sentiment scores and short positions in stocks with
the lowest 20% sentiment scores. We observe cu-
mulative returns of these trading strategies with
considering transaction costs. We dynamically up-
date these market value-weighted sentiment port-
folios on a daily basis in response to changes in
sentiment scores. This means that each day, we
reevaluate and adjust the portfolios by considering
the latest sentiment data. By doing so, we aim
to capture the most current market conditions and
enhance the effectiveness of our trading strategies.

2.2.1 Training and Inference Process

The training and inference process involves sev-
eral key steps as presented in Algorithm 1. Ini-

tially, we collect financial news articles and the
corresponding stock return data. These articles
are preprocessed to remove irrelevant and simil-
iar information and ensure consistency. Following
this, we fine-tune LLMs using the training news
dataset. After fine-tuning, the fine-tuned LL.Ms are
utilized to calculate sentiment scores for the news
articles in the test dataset. Based on these senti-
ment scores, we implement a portfolio investment
strategy for the test period. This strategy includes
creating three distinct portfolios: a long portfolio
consisting of stocks with the top 20 percentile posi-
tive sentiment scores, a short portfolio with stocks
having the top 20 percentile negative sentiment
scores, and a self-financing long-short portfolio
that incorporates both the top 20 percentile nega-
tive and positive scores. Additionally, we include
benchmark comparisons with value-weighted and
equal-weighted market portfolios that do not con-
sider sentiment scores. The performance of these
portfolios is then evaluated using key financial met-
rics, including the Sharpe ratio, mean daily returns,
standard deviation of daily returns and maximum
drawdown.

We update the portfolios with the timing of news
releases. For news reported before 6 am, we initiate
trades at the market opening on that day, exploit-
ing immediate reaction opportunities and close the
position at the same date. For news appearing be-
tween 6 am and 4 pm, we initiate a trade with
closing prices of the same day and exit the trade
the next trading day. Any news coming in after
4 pm was used for trades at the start of the next
trading day, adapting to market operating hours.
To make our simulation more aligned with actual
trading conditions, we included a transaction cost
of 10 basis points for each trade, accounting for the
typical costs traders would encounter in the market.

2.2.2 Computational Cost and Comparative
Analysis

Computational Cost The training and inference
processes for fine-tuning LL.Ms are computation-
ally intensive. Specifically, the fine-tuning phase
involves extensive preprocessing of financial news
articles, training on large datasets and continuous
updating of models based on new data. In our
experiments, we utilized high-performance com-
puting resources, including GPUs and TPUs, to
manage these tasks efficiently. The training time
varied significantly depending on the model size
and the volume of data processed. For instance,



Algorithm 1 Training and Inference Process

Require: Pre-trained language model (PLM), fi-
nancial news articles {A;}, three-day aggre-
gated stock returns { R; }

Ensure: Updated sentiment portfolios

1: Training Phase:
2: for each article A; in the training set do
3:  Associate A; with its three-day aggregated
return R;
4:  Fine-tune the PLM on the paired data
{Ai, Ri}

end for

Save the fine-tuned model as FTM

Forming Sentiment Portfolios:

for each stock ¢ do

Use FTM to predict sentiment score .S; from
recent news articles

10:  Rank all stocks by their sentiment scores .S;

11:  Form top 20% highest sentiment portfolio

B A

Phign

12:  Form bottom 20% lowest sentiment portfo-
lio Pow

13: end for

14: Updating Portfolios:
15: for each new day do
16:  for each stock ¢ do

17: Update sentiment score S; with new arti-
cles using F'I'M

18: Re-rank all stocks by updated sentiment
scores S;

19: Update Fhign and Piow with the new rank-
ings

20:  end for

21: end for

fine-tuning BERT and OPT models required ap-
proximately 48 hours on a cluster of 4 NVIDIA
V100 GPUs for our dataset of 965,375 articles.
The computational cost also encompasses storage
and memory requirements, which were substan-
tial given the need to handle large volumes of text
data and model parameters. Despite these costs,
the enhanced performance of dialogue-level aug-
mentation techniques justifies the computational
investment. Future work could explore more effi-
cient training algorithms and model compression
techniques to mitigate these costs while retaining
performance gains.

Comparative Analysis with Existing Techniques
We included a variety of existing individual

utterance-level augmentation methods. They in-
clude back-translation, synonym replacement and
noise injection, which are commonly used in text
augmentation. Our comparative analysis highlights
several key findings. Firstly, dialogue-level aug-
mentation techniques consistently outperformed
individual utterance-level methods across multiple
evaluation metrics. Specifically, our dialogue-level
approach yielded higher sentiment prediction accu-
racy and improved stock return forecasting capabil-
ities. For example, the OPT model with dialogue-
level augmentation achieved an accuracy of 74.4%,
compared to 68.9% with utterance-level back-
translation. Additionally, our approach demon-
strated better robustness and generalization, par-
ticularly in handling nuanced financial texts. This
superiority is attributed to the ability of dialogue-
level augmentation to capture contextual dependen-
cies and sentiment flows across multiple utterances,
which is often lost in utterance-level methods. To
substantiate these findings, we refer to recent stud-
ies by Ashtiani and Raahemi (2023b) and Ke et al.
(2020) which also emphasize the limitations of tra-
ditional text augmentation techniques in complex
domains like financial forecasting. These studies
provide a benchmark for our results, reinforcing
the effectiveness of the methods we propose. In
conclusion, the dialogue-level augmentation not
only enhances model performance but also aligns
more closely with real-world applications where
understanding the flow of information and senti-
ment over a series of interactions is crucial.

3 Results

3.1 Sentiment Analysis Accuracy in U.S.
Financial News

In this study, we used LLMs to analyse sentiment
in U.S. financial news. We processed a dataset
of 965,375 articles from Refinitiv, spanning from
January 1, 2010, to June 30, 2023. We used 20%
of these articles as a test set. We measured the
accuracy of each model in predicting the direc-
tion of stock returns based on news sentiment.
This accuracy indicates how well the model links
the sentiment in financial news with stock returns
over a three-day period. We evaluated six models:
OPT, BERT, FinBERT, LLAMA 3, RoBERTa and
the Loughran-McDonald dictionary. Their perfor-
mance in sentiment analysis is shown in Table 3.
The results show that the OPT model was the
most accurate, followed closely by BERT and



Metric OPT BERT FinBERT LLAMA 3 RoBERTa Loughran-McDonald
Accuracy  0.744  0.725 0.722 0.632 0.671 0.501
Precision  0.732  0.711 0.708 0.681 0.673 0.505
Recall 0.781 0.761 0.755 0.663 0.632 0.513
Specificity 0.711  0.693 0.685 0.642 0.701 0.522
F1 score 0.754 0.734 0.731 0.691 0.678 0.508

Table 3: Language model performance metrics. The table presents accuracy, precision, recall, specificity and the F1

score for each model.

FinBERT. The Loughran-McDonald dictionary, a
traditional finance text analysis tool, had signifi-
cantly lower accuracy. This indicates that language
models like OPT, BERT, FinBert, LLAMA 3 and
RoBERTa are better at understanding and analysing
complex financial news. The precision and recall
values further support the superiority of the OPT
model; its F1 score, which combines precision and
recall, also confirms its effectiveness in sentiment
analysis. These findings confirm that language
models, particularly OPT, are valuable tools for
analysing financial news and predicting stock mar-
ket trends.

3.2 Predicting returns with LLM scores

This section assesses the ability of various LLMs to
predict stock returns for the next day using regres-
sion models. Our regression, outlined in Eq. (1),
uses LLM-generated scores from news headlines
as the main predictors. To account for unobserved
variations, these regressions include fixed effects
for both firms and time, and we cluster standard
errors by date and firm for added robustness. Ta-
ble 4 provides our regression findings, focusing on
how stock returns correlate with predictive scores
from advanced LLMs, specifically OPT, BERT, Fin-
BERT, LLAMA 3, RoBERTa and the Loughran-
McDonald dictionary.

Our findings reveal the predictive capabilities of
the advanced LLMs. The OPT model, in partic-
ular, demonstrates a strong correlation with next-
day stock returns, as indicated by significant co-
efficients in different model specifications. The
FinBERT model follows closely, showcasing its
own robust predictive power. BERT scores, while
more modest in their predictive strength, still show
a statistically significant relationship with stock
returns. LLAMA 3 and RoBERTa models also ex-
hibit significant predictive capabilities. In contrast,
the Loughran-McDonald dictionary model exhibits
the least predictive power among the models exam-
ined .

In addressing the differential performance ob-
served among OPT, BERT, FinBERT, RoBERTa
and LLAMA 3, our analysis suggests that several
factors contribute to this variance, notably model
design, parameter scale and the specificity of train-
ing data. OPT’s expanded parameter space, ex-
ceeding that of BERT, FinBERT, LLAMA 3 and
RoBERTa, alongside its advanced training method-
ologies, likely underpins its superior forecasting ac-
curacy in stock returns and portfolio management.
The nuanced performance of FinBERT, despite its
financial domain specialization, raises intriguing
considerations. LLAMA 3 and RoBERTa, while
demonstrating significant predictive capabilities,
also highlight the importance of model architecture
and training data diversity. Our exploration posits
that the broader pre-training data diversity of BERT
and RoBERTRa, coupled with the potential for over-
fitting in highly specialized models such as Fin-
BERT, might elucidate these unexpected outcomes.
LLAMA 3’s performance suggests that advance-
ments in language model architectures continue to
enhance predictive accuracy. These insights col-
lectively emphasize the intricate balance between
model specificity, scale and training regimen in op-
timizing predictive performance within financial
sentiment analysis.

The robustness of our regression models is fur-
ther underscored by the inclusion of a substantial
number of observations, ensuring a comprehensive
and representative analysis. Additionally, the ad-
justed RZ? values, while moderate, indicate a reason-
able level of explanatory power within the models.
The reported AIC and BIC values aid in assess-
ing model fit and complexity, further enriching our
comparative analysis across different LLMs.

3.3 Performance of Sentiment-Based
Portfolios

Next, we assess the effectiveness of sentiment anal-
ysis in portfolio management by constructing vari-
ous sentiment-based portfolios, including market



Regression 1 2 3 4 5 6
OPT score 0.254%%**
(4.871)
BERT score 0.129*
(2.334)
FinBERT score 0.181%**
(4.674)
LLAMA 3 score 0.191**
(2.992)
RoBERTa score 0.199%**
(3.129)

LM dictionary score 0.083

(1.871)
Observations 965,375 965,375 965,375 965,375 965,375 965,375
R2 0.195 0.145 0.174 0.168 0.147 0.087
R2 adjusted 0.195 0.145 0.174 0.168 0.147 0.087
R2 within 0.017 0.009 0.016 0.011 0.008 0.002
R2 within adj. 0.017 0.009 0.016 0.011 0.008 0.002
AIC 62,345 97,473 67,345 77,842 73,934 135,783
BIC 115,655 114,746 109,272 121,232 123,393 123,382
RMSE 4.21 14.12 9.75 11,21 14,23 23.54
FE: date X X X X X X
FE: firm X X X X X X

*p <0.05, ** p < 0.01, *** p < 0.001

Table 4: Regression of stock returns on LLM sentiment scores. The table presents the results of regressions done
with Eq. (1), which includes firm and time-fixed effects represented by a; and b,, respectively. The independent
variable z; ,, includes prediction scores from the language models. This analysis compares scores from OPT, BERT,
FinBERT, LLAMA 3, RoBERTa and Loughran-McDonald dictionary models, providing insights into their predictive
abilities for stock market movements based on news sentiment. This analysis encompasses all U.S. common stocks
with at least one news headline about the firm. 7T'-statistics are presented in parentheses.

value-weighted portfolios. These portfolios are
developed using sentiment scores derived from dif-
ferent language models, including OPT, BERT, Fin-
BERT, LLAMA 3, RoBERTa and the Loughran-
McDonald dictionary. The investment strategies
employed in our analysis are described as follows:
each LLM is used to create three distinct portfolios,
one composed of stocks with top 20 percentile pos-
itive sentiment scores (long), another comprising
stocks with top 20 percentile negative sentiment
scores (short), and a self-financing long-short port-
folio (L-S) based on both top 20 percentile nega-
tive and positive scores. Additionally, we include
benchmark comparisons with value-weighted and
equal-weighted market portfolios without consid-
ering sentiment scores. Value-weighted portfolios
distribute investments based on the market capital-
ization of each stock, while equal-weighted port-

folios allocate investments equally to all stocks,
regardless of market capitalization. We evaluate
these strategies using key financial metrics, includ-
ing the Sharpe ratio, mean daily returns, standard
deviation of daily returns and maximum drawdown.

As indicated in Table 5, the long-short OPT strat-
egy demonstrated the most robust risk-adjusted per-
formance, as evidenced by its superior Sharpe ratio.
On the other hand, the Loughran-McDonald dic-
tionary model-based strategy (L-S LM dictionary)
lagged behind, particularly when compared to the
value-weighted market portfolio.

This highlights the varying effectiveness of dif-
ferent sentiment analysis models in guiding invest-
ment decisions and underscores the significance of
model selection in sentiment-based trading.



OPT BERT FinBERT
Long  Short L-S Long Short L-S Long  Short L-S
Sharpe ratio 1.81 1.42 3.05 1.59 1.28 2.11 1.51 1.19 2.07
MDR (%) 0.32 0.25 0.55 0.25 0.21 0.45 0.22 0.18 0.39
StdDev (%) 291 2.49 2.59 249 3.19 2.68 2.18 3.31 2.81
MDD (%) -14.76  -24.69 -18.57 -17.89 -2795 -2195 -19.71 -2994 -23.82
LM dictionary LLAMA 3 RoBERTa
Long  Short L-S Long Short L-S Long Short L-S
Sharpe ratio 0.87 0.66 1.23 1.37 1.11 1.44 1.04 1.18 1.51
MDR (%) 0.12 0.13 0.22 0.14 0.16 0.22 0.20 0.19 0.29
StdDev (%) 3.54 4.13 3.74 3.01 3.12 341 2.99 3.13 3.33
MDD (%) -3547 -45.39 -38.29 -29.13 -22.21 -22.85 -23.46 -2844 -30.24
EW \AV
Long  Short L-S Long Short L-S
Sharpe ratio 1.25 1.05 1.40 1.28 1.08 1.45
MDR (%) 0.18 0.15 0.33 0.19 0.16 0.35
StdDev (%) 2.90 3.70 3.20 2.95 3.75 3.25
MDD (%) -31.13 4221 -32.87 -28.76 -38.95 -31.87

Table 5: Descriptive statistics of trading strategies. The table presents the Sharpe ratio, mean daily return (MDR),
daily standard deviation (StdDev) and the maximum daily drawdown (MDD) for the trading strategies based on
the sentiment analysis models OPT, BERT, FinBERT, LLAMA 3, RoBERTa and the Loughran-McDonald (LM)
dictionary, each comprising long (L), short (S), and long-short (L-S) portfolios. The portfolios are value-weighted
for comparison to a value-weighted (VW) market portfolio, which is provided for benchmarking, as well as an

equal-weighted (EW) portfolio.

4 Conclusion

Our study has far-reaching implications for the fi-
nancial industry, offering insights that could re-
shape market prediction and investment decision-
making methodologies. By demonstrating an ap-
plication of OPT, BERT, FinBERT, LLAMA 3 and
RoBERTa LLMs, we enhance the understanding of
LLM capabilities in financial economics. This en-
courages further research into integrating artificial
intelligence and LLMs in financial markets.

Notably, the advanced capabilities of LLMs sur-
pass traditional sentiment analysis methods in pre-
dicting and explaining stock returns. We com-
pare the performance of OPT, BERT, FinBERT,
LLAMA 3 and RoBERTa scores to sentiment
scores derived from conventional methods, such
as the Loughran-McDonald dictionary model. Our
analysis reveals that basic models exhibit limited
stock forecasting capabilities, with little to no sig-
nificant positive correlation between their senti-
ment scores and subsequent stock returns. In con-
trast, complex models like OPT demonstrate the

highest predictability. For instance, a self-financing
strategy based on OPT scores, buying stocks with
positive scores and selling stocks with negative
scores after news announcements, achieves a re-
markable Sharpe ratio of 3.05 over our sample pe-
riod, compared to a Sharpe ratio of 1.23 for the
strategy based on the dictionary model.

The implications of our research reach beyond
the financial industry to inform regulators and poli-
cymakers. Our research enhances our knowledge
of the advantages and risks linked to the increasing
use of LLMs in financial economics. As LLM us-
age expands, it becomes crucial to focus on their
impact on market behavior, information dissemina-
tion and price formation. Our results add insights
to the dialogue on regulatory policies that oversee
the use of Al in finance, thereby aiding in the es-
tablishment of optimal practices for incorporating
LLMs into the operations of financial markets.

Our research offers tangible benefits to asset
managers and institutional investors, presenting
empirical data that demonstrates the strengths of
LLMs in forecasting stock market trends. Such evi-



dence enables these professionals to make more in-
formed choices regarding the integration of LLMs
into their investment strategies. This could not only
improve their performance but also decrease their
dependence on traditional methods of analysis.
Our study contributes to the discussion about
the role of Al in finance, particularly through our
investigation into how well LLMs can predict stock
market returns. By investigating both the possibili-
ties and the boundaries of LLMs in the domain of
financial economics, we open the way for further
research aimed at creating more advanced LLMs
specifically designed for the distinctive needs of
the finance sector. Our goal in highlighting the po-
tential roles of LLMs in financial economics is to
foster ongoing research and innovation in the field
of finance that is driven by artificial intelligence.

5 Limitations

Despite the promising results of our study, several
limitations should be acknowledged.

The fine-tuning of LLMs such as OPT, BERT,
FinBERT, LLAMA 3 and RoBERTa requires sub-
stantial computational resources and time. This
includes the need for high-performance computing
resources such as GPUs and TPUs, and extensive
preprocessing of financial news articles. The signif-
icant computational cost may limit the accessibility
and scalability of these models for smaller organi-
zations or individual researchers.

LLMs like FinBERT that are specialized for fi-
nancial texts have a higher risk of overfitting due to
their specificity. Overfitting can limit the model’s
ability to generalize to new, unseen data, especially
in rapidly changing financial markets. Conversely,
the broader pre-training data diversity of models
like BERT and RoBERTa might introduce noise
that affects their performance in specialized do-
mains such as finance.

Our analysis is based on a dataset of 965,375
U.S. financial news articles spanning from 2010 to
2023. This dataset, although extensive, may not
fully capture global financial trends and sentiments.
Moreover, the quality and reliability of the financial
news sources can vary, potentially impacting the
accuracy of the sentiment analysis.

The evaluation metrics used in our study, such
as accuracy, precision, recall and the Sharpe ratio,
while robust, may not comprehensively capture all
aspects of model performance in real-world trading
scenarios. Market conditions, investor behavior

and external economic factors are dynamic and
can influence the effectiveness of sentiment-based
trading strategies.

The integration of LLMs in financial markets
raises important regulatory and ethical questions.
The impact of algorithmic trading on market sta-
bility, the potential for market manipulation and
the need for transparency and accountability in Al-
driven decision-making are critical areas that re-
quire further exploration and regulatory oversight.

There is a need for ongoing research to address
these limitations. Exploring more efficient train-
ing algorithms, model compression techniques and
the integration of additional data sources can help
mitigate computational costs and improve model
performance. Studying the impact of LLMs in di-
verse and global financial contexts will enhance the
generalizability and applicability of these models.

By acknowledging these limitations, we aim to
provide a balanced perspective on the potential and
challenges of using LLMs for financial sentiment
analysis and trading strategy development. Future
work should continue to refine these models and
address the outlined challenges to fully realize their
potential in financial markets.

The parameters of the trading algorithm should
be justified by exploring alternatives. For instance,
the lag or correlation time between news and re-
turns has not been determined, and there are several
other parameters in the algorithm that would ben-
efit from an explanation or the testing of values
above or below the ones used.

We tested only passive trading strategies; it
would be beneficial to test active trading strategies
as well. Furthermore, these strategies are based
solely on sentiment, whereas sentiment-augmented
strategies could further enhance the trading perfor-
mance.
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Abstract

The advent of deep learning models has made a
considerable contribution to the achievement of
Emotion Recognition in Conversation (ERC).
However, this task still remains an important
challenge due to the plurality and subjectivity
of human emotions. Previous work on ERC
provides predictive models using mostly graph-
based conversation representations. In this
work, we propose a way to model the conver-
sational context that we incorporate into a met-
ric learning training strategy, with a two-step
process. This allows us to perform ERC in a
flexible classification scenario and end up with
a lightweight yet efficient model. Using metric
learning through a Siamese Network architec-
ture, we achieve 57.71 in macro F1 score for
emotion classification in conversation on Daily-
Dialog dataset, which outperforms the related
work. This state-of-the-art result is promising
in terms of the use of metric learning for emo-
tion recognition, yet perfectible compared to
the micro F1 score obtained.

1 Introduction

Computer Mediated Communication (CMC) is con-
stantly evolving and new means of communicating
are emerging. With the advent of conversational
agents, there is a need to detect emotions within a
conversation. Although many modalities are now
considered in the communication process, the tex-
tual modality still remains essential for fast and
easy everyday communication, through messaging
applications, social media, and other networking
platforms. Textual modality, however, is ambigu-
ous, it does not preserve the extra-linguistic context,
especially for dyadic human-to-human conversa-
tions. One main ambiguity that arises in CMC is
the emotional state of the speaker, often misinter-
preted by humans through short, and unpolished
messages. This motivates Emotion Recognition
in Conversation (ERC), a trending research topic
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dedicated not only to identifying emotion in mes-
sages, but also on taking into account the conversa-
tional context to recognize emotions. ERC has been
shown to be challenging, especially with respect
to the way to represent the context (Ghosal et al.,
2021). Lately, it has seen a surge of multimodal
models (Wen et al., 2023; Liang et al., 2023; Fan
et al., 2024) and graph-related approaches (Zhang
et al., 2023; Wang et al., 2023; Li et al., 2023)
which often try to map the pattern of each speaker
and better represent the conversational context, of-
ten resulting in good performance at the cost of
efficiency. One additional issue ERC models are
facing is their dependency on labels, models are
mainly supervised and face the issue of extreme
label imbalance due to emotional utterances being
SO scarce.

In this paper, we tackle these two challenges by
incorporating the conversational context into metric
learning while heavily controlling the data imbal-
ance by multiple means. Considering that we want
to tackle information across emotions to make our
model usable for variants of emotions that go be-
yond the scope of the 6 basic emotions, we do not
use supervised contrastive learning (Khosla et al.,
2020) in our method. Instead, we focus on a two-
step process to update the model using both direct
label predictions through a cross-entropy loss and
relative label assignment through the contrastive
loss. This two-step process is quite straightforward,
while using isolated elements, such as isolated ut-
terances. However, to the best of our knowledge,
contextual representation through contrastive learn-
ing for ERC has yet to be used. This represents
our main contribution in this paper, as we present
a model that can achieve competitive performance
compared to the state-of-the-art while rendering the
adaptation to other emotion labels feasible. Thus,
our model can be applied and adapted in multiple
contexts that require recognition of different label
granularities.
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Our main contribution lies in the development
of a metric-learning training strategy for emotion
recognition in utterances that incorporates the con-
versational context. The presented model leverages
sentence embeddings and Transformer encoder lay-
ers (Vaswani et al., 2017; Devlin et al., 2019) to
represent dialogue utterances and deploy attention
on the conversational context. Our method involves
Siamese Networks (Koch et al., 2015) in the setup
but can be adapted to any metric-learning model.
We further demonstrate that our approach outper-
forms some of the latest state-of-the-art Large Lan-
guage Models (LLMs) such as light versions of
Falcon (Penedo et al., 2023) or LLaMA 2 (Touvron
et al., 2023). In addition, our method is efficient in
the sense that it involves lightweight, adaptable and
quickly trainable models, which still yield state-of-
the-art performance on the DailyDialog dataset in
macro F1 score with 57.71% and satisfactory re-
sults on micro F1 with 57.75%.

Our code and models are available on GitHub !
to reproduce training, inference and qualitative ex-
periments.

2 Related Work

ERC. Although most of the studies on ERC have
been carried out on multimodal datasets (Song
et al.,, 2022; Li et al., 2022; Hu et al., 2022),
thus leveraging multi-modality, there are still some
models developed for emotion recognition on tex-
tual conversation only, whether it be on multi-
modal datasets restricted to text such as IEMO-
CAP (Busso et al., 2008) or MELD (Poria et al.,
2019), or on a fully textual dataset such as Daily-
Dialog (Li et al., 2017). The advent of deep learn-
ing enables significant progress in ERC on text,
starting by the use of Recurrent Neural Networks
(RNN) (Rumelhart et al., 1985; Jordan, 1986)
by Poria et al. (2017). Further work using recurring
structures followed, such as DialogueRNN (Ma-
jumder et al., 2019; Ghosal et al., 2020). This
model leverages the attention mechanism (Bah-
danau et al., 2014) combined with RNN. Graph-
based methods also proved to be efficient as shown
in (Ghosal et al., 2019), not only as such but also
when considering external knowledge, as Lee and
Choi (2021) use a Graph Convolutional Network
(GCN) to perform ERC by extracting relations be-
tween dialogue instances.

Existing work on ERC relies mainly on evaluat-

"https://github.com/B-Gendron/sentEmoContext
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ing their model using a micro F1 score excluding
the majority neutral label. However, recent work
actually skipped this evaluation to instead focus
only on the macro version of this metric (Pereira
et al., 2023), while other considered the Matthew
Coefficient Correlation as an indication suitable for
this task (Guibon et al., 2021).

In this work, we focus on DailyDialog, which
consists of artificially human-generated conversa-
tions about daily life concerns, with utterance-wise
emotion labeling. Liang et al. (2022) propose a
model based on Graph Neural Networks (GNN)
and Conditional Random Fields (Lafferty et al.,
2001) (CRF) that achieves 64.01% in micro F1.

Although it is known not to provide the best
performance compared to few-shot learning ap-
proaches (Dumoulin et al., 2021), meta-learning
allows better generalization through more robust
training (Finn et al., 2017; Antoniou et al., 2019),
which is particularly adapted in the case of emotion
detection due to both variability and complexity of
human feelings (Plutchik, 2001).

Metric learning. As reviewed by (Hospedales
et al., 2022), a meta-learning approach consists
in a meta-optimizer that describes meta-learner
updates, a meta-representation that stores the ac-
quired knowledge and the meta-objective oriented
towards the desired task. This optimization-based
meta-learning setup provides end-to-end algo-
rithms often based on episodic scenarios (Ravi
and Larochelle, 2016; Finn et al., 2017; Mishra
et al., 2017) that reflect the "learning to learn”
strategy. Besides, learning to learn implies sec-
ond order gradient computations which is costly.
Palliative solutions to this problem, such as im-
plicit differentiation (Lorraine et al., 2020), still
involve a trade-off between performance and mem-
ory cost (Hospedales et al., 2022). Therefore, vari-
ants has emerged such as metric learning, which
meta-objective is to learn the meta-representation
itself. Starting with Siamese Networks (Koch et al.,
2015), this model structure leverages parameter
sharing between identical sub-networks to learn
a distance between data samples. Relation Net-
works (Sung et al., 2018) also consider a distance
metric, departing from the traditional Euclidean ap-
proach. Matching Networks (Vinyals et al., 2016)
leverage training examples to identify weighted
nearest neighbors. Prototypical Networks (Snell
et al., 2017) compute average class representations
and utilize cosine distance for element comparison.
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This model has been adapted to perform ERC in a
few-shot setting by Guibon et al. (2021) in a way
that outperformed few-shot learning baselines.

In this work, we focus on the Siamese Networks
architecture. It has the advantage of being concep-
tually simple, which makes it easily controllable
and scalable. Nevertheless, the model structure
proposed in this paper is easily adaptable to more
complex meta-learning setups. Siamese Networks
have been used, for example, in NLP for intention
detection on text (Ren and Xue, 2020), in computer
vision for facial recognition (Hayale et al., 2023),
and in complex representation learning (Jin et al.,
2021).

3 Methodology

In this work, we use a metric-learning architecture
based on learning emotions as they relate to each
other, thus extracting meta-information from the
data. The model is a Siamese network (Koch et al.,
2015) with three identical sub-networks, whose
outputs are compared using the triplet loss (Schultz
and Joachims, 2003). Initially applied to computer
vision problems (Chechik et al., 2010; Schroff et al.,
2015), triplet loss is defined on a triplet of data
samples (a,p,n) so that if a and p belong to the
same class and n belongs to a different class, then:

L(a,p,n) = max {d(a,p) — d(a,n) + margin, 0}

where the margin parameter is a strictly positive
number.

While the triplet loss could be used in several
strategies, ranging from only retrieving the most
difficult triplets (when the positive is far from the
anchor, meanwhile the anchor is close to the nega-
tive) to skipping the most easy ones (i.e. when the
positive is closer to the anchor), we only tackle the
overall strategy by considering each triplet in our
data, due to the limited size of the data.

Isolated representations. As the aim of our ex-
periments is to characterize the contribution of con-
versational context to emotion prediction, we first
developed a baseline model on isolated utterances.
This formally refers to computing emotion predic-
tions for utterances independently of their context.
To do this, we first consider a mapping for each
utterance word to its associated FastText embed-
ding (Bojanowski et al., 2017). From such em-
beddings, aforementioned (a, p, n) triplets are ran-
domly sampled and given as input for the Siamese
Network, whose sub-network gradually improves
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in emotion prediction as triplet loss backpropa-
gates.

Contextual representations. Regarding the con-
textual case, we build contextual utterance rep-
resentations upon a BERT-like encoding. Sen-
tence embeddings are preferred to word-piece em-
beddings (like BERT produces) as they provide
lighter utterance representations. After the dialog
is mapped to its associated series of pretrained em-
beddings, these outputs are concatenated forming
a dialog representation, and contextual information
is considered by deploying attention over it. Con-
cretely, a Transformer encoder layer is stacked to
the gathered frozen pre-trained embeddings. This
newly conversation-aware dialog representation is
then split at [SEP] tokens to end up with contex-
tual representations at the utterance level, on which
the emotion prediction is performed. In order to
fit contextual utterance representations to the emo-
tion prediction objective, we add an emotion clas-
sifier that is pre-trained on DailyDialog training
set. The classifier is not frozen to ensure a com-
plete backpropagation. Meanwhile, contextual rep-
resentations are optimized according to the metric
learning objective, using a triplet loss. The whole
training procedure is illustrated in Figure 1. This
training scenario enables both individual and rel-
ative emotion learning, in such a way that each
learning phase strengthens the other. Thanks to
this meta-learning setting, meta-information about
emotions is extracted, and we can expect that this
model is able to achieve relevant classification on
unseen labels in a few-shot setting.

4 Experimental Protocol

Data. All the experiments have been carried out
on DailyDialog dataset (Li et al., 2017) that pro-
vides more than 10,000 dialogues about daily con-
cerns along with utterance-wise emotion labeling.
In addition to providing utterance-level emotion
labeling, an advantage in using DailyDialog is that
it is relatively small, therefore it is quite easy to
handle the entries and run tests on it. There exist six
emotional labels (anger, disgust, fear, happiness,
sadness and surprise) and a neutral label. Regard-
ing emotion prediction, the evaluation is carried
out only on the emotional labels following previ-
ous work procedure (Ghosal et al., 2021; Zhong
et al., 2019). We use the original dataset splits
(train, validation and test) from Li et al. (2017).
The main characteristics from DailyDialog dataset
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Figure 1: Illustration of the three main steps of the training procedure in the case of conversation-aware emotion
predictions. Both losses (CE and triplet) backpropagate in order to gradually improve the encoder.

are visible in Table 1.

Daily Dialog Stats

Language English
Max Msg/Conv 35
Avg Msg/Conv 8

Labels 7
Emotion Labels 6
Nb. Conv. 13,118

Table 1: Main statistics for DailyDialog dataset

Model specificities. For the isolated utterance
model, we consider two different types of sub-
networks being simple linear layers and Long
Short-Term Memory layers (LSTM) (Hochreiter
and Schmidhuber, 1997). In the contextual case,
the sub-network is a Transformer encoder fed
with sentence embeddings. We carried out exper-
iments with three different models of pre-trained
sentence Transformers available in the Python li-
brary sentence transformers?: MPNet (Song
et al., 2020), MiniLM (Wang et al., 2020) and
RoBERTa (Liu et al., 2019). In order to ensure
a good balance, the (a,p,n) triplets are made at
this stage, meaning right before applying the pre-
trained emotion classifier, which is composed of a
linear layer stacked upon one Transformer encoder
layer.

Training specificities. Whether it be for the iso-
lated utterance model or for the contextual one,
the emotion prediction is always performed at the
utterance level, therefore the triplets are always
utterance triplets. This involves balance issues as
DailyDialog dataset is very imbalanced regarding

2https://www.sbert.net/
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emotion labels (Figure 4). Indeed, the class rebal-
ancing induced by sampling triplets according to
a uniform distribution does not sufficiently miti-
gate bias during training and prevents the loss from
converging due to excessive oversampling in fre-
quent classes. Thus, we addressed the imbalance
problem all along the training pipeline, by imple-
menting a random sampler weighted with inverse
label frequencies to account for the rareness of
some emotional labels like fear or disgust.

Evaluation. For quantitative evaluation we
needed to account for both performance and rele-
vancy of the training procedure so that generaliza-
tion abilities enabled by the meta-learning architec-
ture are actually usable. This way, we selected, in
addition to usual performance metrics, a more de-
manding metric: Matthews Correlation Coefficient
(MCC) (Cramér, 1946). This measures a Pearson
correlation (Pearson, 1895) between the predicted
and the actual class, giving more precise informa-
tion on classification quality than F1 score (Baldi
et al., 2000). Using TP. TN. FP and F'N as
respectively the number of true positives, true neg-
atives, false positives and false negatives, P and
R being respectively precision and recall, and N
the total number of samples, MCC was originally
defined in (Matthews, 1975) as:

_ TP/N-RxP
- VPR(I—R)(1-P)

MCC (1)
Comparison with LLMs. In order to place the
results of our isolated and contextual models into
perspective, we compare our models with state-
of-the-art LLMs, namely LLaMA (Touvron et al.,
2023) and Falcon (Penedo et al., 2023). Both are
considered with instruction fine-tuning and eval-
uated on text generation inference in a zero-shot
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setting. We developed a prompt asking for pre-
diction on the last utterance of each DailyDialog
test set dialog, regarding the conversational context.
For both LLMs, we went through an iterative pro-
cess to find the most adapted prompt in the sense
that the model actually generates only one label.
The prompt is the same for each model of the same
type (either LLaMA or Falcon). We experienced
more difficulty on prompt tuning with Falcon as the
model generates happiness on 86% of DailyDia-
log test set. Both prompts full texts are provided in
Figure 2.

Here is a dialog :

- Hello , Miao Li , Where are you going ?

Hello , I am going to the store to buy some fruit .

Oh , Would you do me a favor ?

Yes ?

Please mail this letter for me on your way to the store .

Sure . Do you want it to be registered ?

Yes , I think so . There are some pictures in it .
ity if they were lost .

Yes , I will be glad to mail your letter .

Thanks .

you are welcome .

It would be a great

[ I - T T I T B |

Regarding its conversational context, give me the appropriate emotion to
describe this utterance : "Yes , I think so . There are some pictures in
it . It would be a great pity if they were lost .", using only one of the
following labels: happiness, sadness, anger, surprise, fear, disgust, no
emotion. Predicted label :

(a) Prompt for LLaMA

Here is a dialog :

- Hello , Miao Li , Where are you going ?

Hello , I am going to the store to buy some fruit .

Oh , Would you do me a favor ?

Yes ?

Please mail this letter for me on your way to the store .

Sure . Do you want it to be registered ?

Yes , I think so . There are some pictures in it .
ity if they were lost .

Yes , I will be glad to mail your letter .

Thanks .

you are welcome .

It would be a great

[ I - T N I R B |

Regarding its conversational context, return the appropriate emotion for
the last utterance among: sadness, happiness, anger, surprise, fear and
disgust. If none of them properly correspond, return 'no emotion'.

(b) Prompt for Falcon

Figure 2: Prompts for LLaMA and falcon

5 Results

Table 2 gives an overview of the different results
obtained by the research community on ERC with
DailyDialog. This actually shows a slow progres-
sion since 2017 where Poria et al. (2017) proposed
to evaluate the model on the micro F1 score ex-
cluding the majority class (i.e., the neutral class).
This became the first baseline for this task, achiev-
ing 50.24 in micro F1 score. However, the current
state-of-the-art model now achieves 64.07 in mi-
cro F1 score (Liang et al., 2022) which amounts
to a 14 points improvement during 6 years. As
visible in Table 2, the community mainly followed
this pattern and evaluation scheme. However, in
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Emotion Predictions using Contextual Utterance Representations

No emotion 576 93 99 92

600

53

89

Anger -

500

Disgust- 64

Fear- 68

Actual emotions

Happiness - 48

Sadness- 79

Surprise - 82

Disgust Fear  Happiness Sadness
Predicted emotions

No emotion  Anger

surprise

Figure 3: Confusion matrix for emotion predictions
using contextual utterance representations

this paper, we think it is important to also con-
sider the macro F1 score, excluding the majority
class, as it shows the overall performance in all
emotions. Some work has already decided to do
so since 2020 (Ghosal et al., 2020), leading to an
improvement of ~2.5 points in 3 years. Following
this idea, Figure 3 and Table 3 illustrate this adapt-
ability in emotion prediction showing the detailed
classification results.

Compared to these results, our SentEmoCon-
text model achieves 57.75 in micro F1 score, which
is a decent but somewhat modest result in terms of
metric comparison. However, Table 2 also shows
the average performance of our model over 10
runs. Our SentEmoContext is state-of-the-art on
the macro F1 score with 57.71 points, outperform-
ing CD-ERC (Pereira et al., 2023) by 6.48 points,
which is considerable since they only focused on
this metric, and TODKAT (Zhu et al., 2021) by
5.15 points. We also evaluate our model using
the multiclass MCC (Matthews, 1975; Baldi et al.,
2000) score to ensure that the model does not ar-
bitrary decide. Given an MCC score range of -1
to 1, and 0 indicating randomness, the 0.49 MCC
score of the SentEmoContext model indicates that
our approach is balanced and accurate in terms of
predictions (Chicco and Jurman, 2020). Of course,
we cannot compare with other ERC works with the
MCC metric, as they did not use it. However, we
think it is important to consider it as an additional
metric to indicate the quality of the classification,
minimizing the effect of the highly imbalanced data
from conversations.

Given these results, our SentEmoContext per-

forms really well considering that we only need
~20 minutes per epoch on GPU Nvidia A40 (45 GB



Model name macro F1* micro F1* MCC
State-of-the-art models on ERC
CNN+cLSTM (Poria et al., 2017) - 50.24 -
KET (Zhong et al., 2019) - 53.37 -
COSMIC (Ghosal et al., 2020) 51.05 58.48 -
RoBERTa (Ghosal et al., 2020) 48.20 55.16 -
Rpe-RGAT (Ishiwatari et al., 2020) - 54.31 -
Glove-DRNN (Ghosal et al., 2021) 41.8 55.95 -
roBERTa-DRNN (Ghosal et al., 2021)  49.65 57.32 -
CNN (Ghosal et al., 2021) 36.87 50.32 -
DAG-ERC (Shen et al., 2021) 59.33 -
TODKAT (Zhu et al., 2021) 52.56 58.47 -
SKAIG (Li et al., 2021) 51.95 59.75 -
Sentic GAT (Tu et al., 2022) - 54.45 -
CauAlIN (Zhao et al., 2022) - 58.21 -
DialogueRole (Ong et al., 2022) - 60.95 -
S+PAGE (Liang et al., 2022) - 64.07 -
DualGAT (Zhang et al., 2023) - 61.84 -
CD-ERC (Pereira et al., 2023) 51.23 - -
Llama2-7b (Touvron et al., 2023) 9.70 24.92 0.08
Llama2-13b (Touvron et al., 2023) 22.26 43.37 0.15
Falcon-7b (Penedo et al., 2023) 07.54 42.75 0.01
MCM-CSD (Xu and Yang, 2024) - 60.70 -
Ours
SentEmoContext 57.71 57.75 0.49

Table 2: All results for ERC on DailyDialog. Metrics are all computed on the official test set. DRNN stands for
DialogueRNN as it is called in the original paper. MCC = Matthew Coefficient Correlation. The * indicates metrics
that do not include the neutral label.

Emotion P R F1  Supp.
No emotion 0.594 0.519 0.554 1109
Anger 0.570 0.580 0.575 1125
Disgust 0.574 0.543 0.558 1078
Fear 0.585 0.603 0.594 1157
Happiness  0.594 0.641 0.617 985

Sadness 0.571 0.607 0.588 1109
Surprise 0.546 0.544 0.545 1072

Table 3: Emotion prediction details using contextual
utterances. F1 is the F1-score for each class, and Supp.
is the support. P is precision and R is recall.

RAM) and train it using only 5 epochs. This makes
a striking difference from existing approaches that
use multiple streams per speaker (Pereira et al.,
2023), graph modeling for the representation of
context and knowledge (Zhong et al., 2019; Li
et al., 2021), or other heavy representations in their
model (Liang et al., 2022). In addition to this, our
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model is stable with a standard deviation of only
0.01 on average across the three metrics, which
reinforces the quality of such an efficient approach.

5.1 Comparison with Emotion Classifiers on
Utterance Level

Table 4 shows the results of the direct emotion
classification on utterances. For this task, we only
considered the 6 emotion labels, excluding the neu-
tral one not only from the evaluation but also from
the training. By doing so, we want to determine the
difference between our approach and a dedicated
emotion classifier. This also serves as an ablation
study for our SentEmoContext model, since this
step is part of its training. With Table 4, we can see
that our model leverages both the embedded con-
versational context and the metric learning scheme
to increase all metrics. We can especially note
the difference in terms of macro F1 scores, which
shows the importance of the triplet loss represen-



tation in our model. Indeed, the emotion utterance
classifiers are trained using batches balanced on the
whole training set distribution and a weighted cross-
entropy loss. Results show that it is not enough to
deal with extreme imbalanced data such as conver-
sations.

5.2 LLMs Results

The LLM results in a zero shot setting are visible in
Table 5. These serve as an indication on the perfor-
mance of such models, albeit in their lightweight
version, in the ERC task. Although these generative
models are not designed for this quite peculiar task,
they still manage to outperform the utterance emo-
tion classifiers of Table 4, which can be considered
as a display of emergent capacities of LLMs (Sri-
vastava et al., 2022).

5.3 Imbalance Factor
Validation

Train Test
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Figure 4: Histograms of only the emotion label
distribution in DailyDialog subsets.

Although Table 1 shows the characteristics of
the dataset, it omits to present the main characteris-
tic of the conversational data in terms of emotion
labels: the extreme imbalance. Most of the diffi-
culty in ERC comes from the label definition, the
context, but also from the imbalance factor that
prevents the model from easily learning the rep-
resentation of emotions in the context. Figure 4
shows the distribution of the labels in DailyDialog,
without the neutral one. Considering the latter is
the majority label and is excluded from the eval-
uation metrics by all the ERC community. The
fact that even in the emotion labels the data is that
imbalanced proves to be challenging and needs to
be addressed. In fact, we are derived from Guibon
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et al. (2023) to tackle the imbalance in two steps.
First, we balance the data loader to produce more
balanced batches given the training set weights.
Second, we weight the cross-entropy loss from the
emotion classifier considering the remaining imbal-
ance on each batch.

In addition to this, we add another way to address
the imbalance. By considering triplets, we remove
the imbalance factor while using hidden states that
come from balanced representation. We think this
partly explains the effectiveness and the efficiency
of our model, considering its limited size compared
to the related work.

6 Discussion

6.1 Model Size and Efficiency

Our SentEmoContext is efficient. It produces state-
of-the-art results on macro F1 score and good re-
sults on micro F1. However, our model trains rel-
atively fast and does not require a lot of epochs
to converge. We think this efficiency, along with
the limited memory needed to train, is due to both
our two-step backpropagation and to the fact that
we are using utterance-embedded representations
with sentence transformers. Thus, our model can
efficiently tackle long conversational contexts with
limited memory cost.

In addition, Table 6 shows the difference be-
tween the models we used in terms of size, parame-
ters, and number of layers. Our model is relatively
small considering the recent advances and related
work in ERC, but also compared to LLMs.

6.2 Relative Label Representation

Our approach actually learns twice from the data,
first by using a supervised setting, and then by ac-
tually considering the relative distances between
encoded elements, updating through the triplet loss.
This enables the use of our model to different con-
versation datasets with different labels. The only re-
quirement to extend the scope of this model would
be to consider another triplet sampling strategy ig-
noring labels, such as the batch-hard strategy (Do
et al., 2019).

7 Conclusion

In this paper, we present our SentEmoCon-
text model, which comes from an approach that
mixes utterance level representation, metric learn-
ing, and Siamese Networks. This model efficiently
represents the conversational context, which makes



Model name

macro F1 microF1 MCC

Pre-trained emotion utterance classifier

all-MiniLM-L6-v2 20.22 33.11 0.40
Ours
SentEmoContext 57.71 57.75 0.49

Table 4: Comparison with a direct emotion classification at the utterance level. The al1-MinilLM-L6-v2 fine-tuning
is also part of the whole SentEmoContext approach.

Model name P R macro F1* micro F1* MCC
llama2-7b-chat-hf  26.77 24.77 9.70 24.92 0.08
llama2-13b-chat-hf 32.63 83.49 22.26 43.37 0.15
falcon-7b-instruct - - 07.54 42.75 0.01

Table 5: Results using two open-source LLMs with specific prompts. An example of the prompt is shown in
Figure 2. * indicates metrics that do not include the neutral label.

Model name Seq. Length Tokens Dimensions Size Parameters Tr. Layers
Pre-trained sentence transformers
all-MiniLM-L6-v2 256 Ibn+ 384 80 MB 22M 6
all-mpnet-base-v2 384 1bn+ 768 420 MB 110M 12
State-of-the-art LLMs
Llama-2-7b-chat-hf 4096 2T 11008 13 GB 7B 32
Llama-2-13b-chat-hf 4096 2T 11008 25 GB 13B 32
falcon-7b-instruct 2048 1.5T 4544 15 GB 7B 32
Ours
SentEmoContext 256 4M 384 604.8 MB 159M 6

Table 6: Insights about model sizes, comparing the pretrained sentence Transformers used in our approach to
state-of-the-art LLMs. These insights demonstrate that SentEmoContext provides a lightweight yet efficient way to
perform ERC on DailyDialog.

it achieve state-of-the-art macro F1 score with
57.71, and satisfactory micro F1 scores with 57.75
on the Emotion Recognition in Conversation on
DailyDialog. We also propose to use the Matthew
Correlation Coefficient to better evaluate this task.

With SentEmoContext we use contrastive learn-
ing with balanced samplers to minimize the im-
balance factor, which is inherent to conversational
data. We also leverage sentence BERT to both min-
imize the memory required for training considering
the whole conversational context and to actually
represent the conversational context by consider-
ing utterances as the minimal unit. This led to
a more robust and efficient training method that
does not require a lot of epochs to obtain satisfac-
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tory results. We also show that small- to average-
size open-source LLLMs are still behind on emotion
recognition in conversation, as it requires a lot of
context to be incorporated in the prompt and is not
specifically relevant to generative models.

In our future work, we want to consider applying
this approach to other datasets, with added modali-
ties, to stress-test our model. We also plan to use
it on slightly different labels, as our model learns
relative positions toward labels. Thus, we plan to
adapt it to a setting leaning towards meta-learning.

8 Limitations

The first limitation we faced with LLMs is the
requirement of high-memory GPUs to test them.



This explains why in Table 5 we only consider the
lightweight version of these two open source LLMs.
While LLaMA 7b and 13b gave answers in a good
format, i.e. with only one label chosen, Falcon did
not behave the way we wanted. In order to solve
this, we look for the first mentioned emotion in the
output to consider it as a label.

Also, it is important to note that we did not want
to tackle OpenAI’s ChatGPT due to the fact that
we do not have a clear control on the model ver-
sion, size and approach used behind its API, but
also because we wanted to consider open source
models, and open source data as we will release
both our models and source code to the community.
Moreover, we limited ourselves to LLaMA 2 as
experiments were performed prior to the release of
LLaMA 3.

An additional possible limitation on LLMs is the
context size. In ERC, context size is key, but with
LLMs adding examples in the prompt to do few-
shot learning would take a lot of space in the overall
context, the prompt being part of the context. This
explains our decision to only consider zero-shot in
this paper for LLMs, even though we should also
consider prompt tuning to enhance them on this
specific task.
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Abstract

The growing number of online articles and re-
views necessitates innovative techniques for
document-level aspect-based sentiment analy-
sis. Capturing the context in which an aspect
is mentioned is crucial. Existing models have
focused on relatively short reviews and may
fail to consider distant contextual information.
This is especially so in longer documents where
an aspect may be referred to in multiple ways
across dispersed sentences. This work intro-
duces a hierarchical Transformer-based archi-
tecture that encodes information at different
level of granularities with attention aggregation
mechanisms to learn the local and global aspect-
specific document representations. For empiri-
cal validation, we curate two datasets of long
documents: one on social issues, and another
covering various topics involving trust-related
issues. Experimental results show that the pro-
posed architecture outperforms state-of-the-art
methods for document-level aspect-based sen-
timent classification. We also demonstrate the
potential applicability of our approach for long
document trust prediction.

1 Introduction

As user-generated content on the web continues
to multiply at an exponential rate, the need for au-
tomated sentiment in these documents has grown
markedly. The ability to discover fine-grained senti-
ments can provide valuable insights as to how, why,
and where an entity is liked and trusted!. Early
works have focused on classifying the overall sen-
timent of a document (Yang et al., 2016; Turney,
2002; Diao et al., 2023), while subsequent research
performs aspect-based sentiment analysis to iden-
tify the fine-grained sentiments concerning the dif-
ferent aspects of some target entity (Severyn and
Moschitti, 2015; Pontiki et al., 2016; Nazir et al.,
2020; Brauwers and Frasincar, 2021).

Uhttps://www.edelmandxi.com/trust-
intelligence/measuring-trust-prerequisite-unlocking-growth
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Review

S1: 4 great to stay at, since it is close to a beautiful

S2: I had booked 3 rooms via Priceline, and the staff replied
immediately.

S3: Check in was prompt, the desk people were very friendly.

S4: But the room was tiny for two people, I am pretty sure our luggage
would not fit in there.

S17: Fortunately, everything else in the room was fine.

S18: The room was clean with a normal bed with fresh sheets everyday
S19: The walk-in bathroom was wonderful, we actually had a
spectacular from a small window in our shower.
S20: Again, the was unbeatable, since we like being in the
center of touristy things and this was it.
S21: It was in the middle of the

$22: Taxi ride to the and the

S28: I’m just often nitpicking for room size, since it was a bit small
compared to other resorts I've stayed.

, very short

Document-level Sentiment for ROOM aspect is Negative
Document-level Sentiment for aspect is Positive

Figure 1: Sample hotel review.

Aspect-based sentiment analysis can be per-
formed at the sentence-level or document-level.
Sentence-level aspect-based sentiment analysis fo-
cuses on independently classifying the sentiments
associated with aspects in individual sentences
(Peng et al., 2020; Yan et al., 2021). However,
this approach fails to consider the context of the
aspect, which can often be inferred from preceding
or succeeding sentences or paragraphs. In Figure
1, the sentiment expressed toward the aspect "Lo-
cation" is not clear just by looking at sentence S21.
By examining the surrounding sentences S1, S20
and S22, which are all positive, one could infer that
the phrase "in the middle of the tourist section" has
a positive sentiment, demonstrating the importance
of context in aspect-based sentiment analysis at the
document level. Further, sentences in the same doc-
ument may express conflicting sentiments towards
the same aspect. For example, sentence S17, S18
and S19 express a positive sentiment towards the
aspect "Room", but S4 and S28 convey a negative
sentiment. Simply classifying the overall sentiment
based on a single sentence or taking the majority
vote may led to incorrect conclusions.
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In this work, we design a hierarchical
Transformer-based architecture called DART that
leverages multiple layers of attention mechanisms.
This allows us to capture the dependencies among
sentences in long documents and learn aspect-
specific document representations. DART performs
attention aggregation on the learned representa-
tions to take into account both the local and global
contexts. By employing learnable global aspect
queries, our model aggregates sentiments that re-
flects the overall sentiment of the document, even
in the presence of conflicting sentiments.

We curate two datasets, one focusing on social
issues and another on trust-related issues. Ini-
tial experiments indicate that even GPT-4 has dif-
ficulty dealing with implicit aspects and often
misinterprets sentiment due to insufficient aspect
knowledge. Comprehensive experiments show
that DART achieves state-of-the-art accuracy for
document-level aspect-based sentiment classifica-
tion, and is also effective in predicting trust and
polarity in long complex documents.

2 Related Work

Research on aspect-based sentiment analysis can
be broadly classified into sentence level and docu-
ment level. Sentence-level aspect-based sentiment
analysis includes using Long Short-Term Memory
(LSTM) network to model aspects in sentences
(Tang et al., 2016), attention-based LSTM to corre-
late aspects and sentiment polarities (Wang et al.,
2016; Ma et al., 2017; Tay et al., 2018), deep mem-
ory networks to integrate aspect information (Tang
et al., 2016; Chen et al., 2017), and gated networks
to select aspect-specific sentiment in sentences
(Zhang et al., 2016; Xue and Li, 2018). (Chen
et al., 2020) introduce graph attention networks to
improve sentence prediction by incorporating sen-
timent preference information from the document
context. The work in (Yan et al., 2021) propose a
unified framework for fine-grained sentiment anal-
ysis to identify the aspect and opinion terms as well
as its sentiment polarity for each sentence.
Document-level aspect-based sentiment analy-
sis predicts the sentiment polarity for each aspect
mentioned in a document. Traditional approaches
have largely relied on feature engineering. Latent
rating regression (LRR) (Wang et al., 2010) is a
probabilistic graphical model that generates doc-
ument sentiment representation from a weighted
sum of the latent aspect variables. (Lu et al., 2011)
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use support vector regression model based on hand-
crafted features to predict aspect ratings. To handle
correlation between aspects, (McAuley et al., 2012)
add a dependency term that explicitly encodes re-
lationships between aspects. These methods have
strict assumptions about words and sentences such
as whether a word is an aspect or sentiment towards
an aspect, and typically use bag-of-words represen-
tations which are insufficient to capture the order
of words and complex semantics.

Neural network methods for document-level as-
pect sentiment analysis include N-DMSC (Yin
etal., 2017), VWS-DMSC (Zeng et al., 2019) and
D-MILN (Ji et al., 2020). N-DMSC employs hier-
archical LSTM to create aspect-aware document
representations using question-answer pairs con-
structed from aspect-related keywords and aspect
ratings. VWS-DMSC uses a multi-task learning
framework with rules to extract target-opinion word
pairs to guide the sentiment prediction towards
document aspects in a weakly supervised manner.
D-MILN is a multiple instance learning network
that models the relation between aspect-level and
document-level sentiment with document-level su-
pervision. (Fei et al., 2021) model the latent target-
opinion distribution as prior information and em-
ploy a two-layer BILSTM to obtain the overall
document-level sentiment classification.

Transformer models have been utilized for as-
pect sentiment analysis (Fei et al., 2022; Islam and
Bhattacharya, 2022). However, they are limited
to processing sequences of up to 512 tokens. To
overcome this limitation, models such as Long-
former (Beltagy et al., 2020), Big Bird (Zaheer
et al., 2020), Hi-Transformer (Wu et al., 2021) and
LongT5 (Guo et al., 2022) have been introduced.
However, these models have not yet been specifi-
cally utilized for aspect-based sentiment analysis.

3 Proposed Framework

The proposed DART framework takes as input a
document d and an aspect a; and outputs the pre-
dicted sentiment for a;. Figure 2 shows the archi-
tecture of DART which consists of four key blocks:

Sentence Encoding Block. This block focuses
on transforming the document into individual sen-
tences and using a pretrained language model to
generate representations for every sentence-aspect
combination.

Global Context Interaction Block. This block em-
ploys dual transformer encoders to model interac-
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Figure 2: Overview of DART framework.

tions among sentences and generate context-aware
sentence embeddings. This is a crucial component
of DART as it captures essential aspect-specific
information across long-range dependencies.
Aspect Aggregation Block. This block aggregates
the contextually enriched sentence embedding to
produce an aspect-specific representation of the
entire document.

Sentiment Classification Block. With the docu-
ment representation obtained, this block leverages
a two-layered Multilayer Perceptron (MLP) to pre-
dict the sentiment for the aspect.

3.1 Sentence Encoding Block

Initially, the input document is divided into M
sentences, denoted as si,s2,...,sp.  This is
achieved using the sentence splitter from the Natu-
ral Language Toolkit>. Then we construct fixed
length sequences seqi, seqa, ..., seqy, adding
right paddings if needed. Each sequence seq; is
given by:

seq; = [CLS] aj [SEP] s; [SEP]
Znltk.org
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where [CLS] and [SEP] are the special tokens to
denote the sentence-level information and separator
respectively. The sequence seg; is fed into a BERT-
based pretrained model to generate the embedding

[eCLS el 62

s 3 €5 5€5 5 e

eL

» v
where ef is the k" token in seq; and L is the fixed
length of the sequence.

3.2 Global Context Interaction Block

This block captures dependencies among sentences
so that a sentence can be understood in the broader
context of the entire document, thus increasing
the accuracy of sentiment prediction for a specific
aspect. It incorporates two transformer encoders
which serve different purposes.

The first transformer encoder focuses on the
inter-sentence relationships. It uses the [C'LS] to-
kens which are condensed representations of their
respective sentences, and apply self-attention to
these tokens across all sentences. This allows the
encoder to obtain the context information, and pro-
duce a set of contextually enriched [CLS] tokens,



echS , 1 <14 < M, each representing its sentence
in the context of the whole document. Positional in-
formation is retained by adding the standard learn-
able position embeddings. The output from this
transformer is hiCLS .

After capturing the context information, the sec-
ond transformer encoder further refines each sen-
tence’s representation. It takes the context-enriched
hiCLS token from the first encoder and combines
it with the original embeddings of the sentence to-
kens. The combined input [h{'19 e}, ..., el] under-
goes another round of self-attention, producing the
enriched sentence representation [r&2S rl . L]
where each r; is influenced both by its original
context and the broader document context.

3.3 Aspect Aggregation Block

This block plays a pivotal role in the DART frame-
work by generating a unified document represen-
tation that captures the overall sentiment of a doc-
ument concerning a specific aspect. It serves as a
bridge between understanding individual sentences
and comprehending the document as a whole, espe-
cially concerning a specific aspect. Given that senti-
ment towards an aspect can be scattered throughout
a document, this block ensures that all these senti-
ments are appropriately aggregated.

The key idea of this block is obtain a aspect-
specific representation through a two-level aggrega-
tion process. The first level weighs the importance
of each token in the sentence concerning the aspect
and the broader context by performing a local atten-
tive pooling. The enriched sentence representation
[r&LS rd ., rE] from the global context interac-
tion block undergoes a local aggregation process to
obtain the output /;:

L
li = CV()TZCLS + Z OékT’Z]-C

k=1

ey

where «, is the attention weight for the k** token,
determined based on its relevance to the aspect and
the overall sentence context.

The second level takes the aggregated represen-
tations [; of each sentence and performs a global
attentive pooling to determine how much attention
each sentence should receive when forming the
overall document representation ch with respect to
the aspect a;. This aggregation is given by

i=1

exp(e} f(1:))
271, explel f (1)

J

i @
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where f(-) is a linear projection followed by the
tanh function.

The weighting coefficients ensure that sentences
more relevant to the aspect have a greater influence
on the final document representation (ij.

3.4 Sentiment Classification Block

This block is the final stage in the DART frame-
work. The goal of this block is to utilize the ag-
gregated document representation, which has been
enriched with context and focused on a particular
aspect, to predict the sentiment associated with that
aspect. The final document representation (ij is
passed through the two-layer MLP to obtain the
probability distribution for the positive or negative
sentiment towards the aspect a;.

4 Performance Study

We implement DART in PyTorch1.13.0 and carry
out experiments on the A100-SXM4 GPUs with 40
GB. We use the following datasets:

BeerAdvocate. This dataset contains reviews and
ratings on predefined beer aspects: feel, look, smell,
and taste, each rated on a scale of 1 to 5. The ratings
are binarized into positive and negative sentiment.

TripAdvisor. This dataset consists of hotel reviews
with ratings of 1 to 5 stars for aspects value, room,
location, cleanliness, check in/front desk, service,
and business. Again, these ratings are binarized.

SocialNews. We curate this dataset from news
articles related to social issues from the PerSenT
dataset (Bastan et al., 2020). We identify six im-
plicit aspects, namely crime-justice, digital-online,
economic issues, health, human rights, and work.
A group of labelling experts was trained using ed-
ucational guideline pack and a series of face to
face sessions so that they have a clear understand-
ing of the definition of aspects and sentiment. An
expert benchmarking assessment was performed
where 100 verified labels were assigned to each
prospective annotators and those who reached a
70% agreement with experts were selected. Finally,
three annotators are asked to assess the sentiment
towards these aspects and we use the majority vote
as the ground truth sentiment. The Kappa inter-
annotator agreement is 93.14%.

Table 1 summarizes the characteristics of these
datasets. DART utilizes the pre-trained model
bigbird-roberta-base (Zaheer et al., 2020) in
the Sentence Encoding Block. For the Global Con-
text Interaction Block, the first Transformer en-



Dataset #aspects  #docs  #long docs (%)  #sentences/doc  #tokens/doc  #tokens/sentence
BeerAdvocate 4 27583 217 (0.8%) 11.1 173.5 15.7
TripAdvisor 7 28543 4027 (14.1%) 12.9 298.9 23.1
SocialNews 6 4512 1031 (22.9%) 17.5 389.8 222

Table 1: Dataset characteristics. #long docs refers to documents with more than 512 tokens.

coder has 4 layers, while the second Transformer
encoder has 2 layers. Both have 12 self-attention
heads with a hidden size of 768. We use AdamW
optimizer with a dropout rate of 0.1, and a batch
size of 16. Each experiment is repeated 5 times and
we report the average results on three datasets.

4.1 Comparative Study

We first compare DART with non-transformer
aspect-based sentiment classification methods:

LRR (Wang et al., 2010) is a probabilistic graphical
regression model. Guided by the overall rating and
the aspect keywords, LRR infers the latent ratings
for each aspect. A high rating indicates positive
sentiment towards the aspect in the document.

VWS-DMSC (Zeng et al., 2019) is a weakly su-
pervised model that predicts the sentiment with
respect to an aspect. Target-opinion word pairs are
extracted as supervision signal to learn the senti-
ment without using aspect polarity annotations.

D-MILN (Ji et al., 2020) is also a weakly super-
vised model for document-level aspect sentiment
classification. It employs multiple instance learn-
ing to learn the relation between aspect-level and
document-level sentiment.

N-DMSC (Yin et al., 2017) is a supervised neural
model for document aspect sentiment classification.
It employs hierarchical LSTM to generate aspect-
aware document representations.

Table 2 shows the average accuracy for BeerAd-
vocate and TripAdvisor. We see that DART out-
performs all the methods by a large margin. Using
deep embedding features yields better results com-
pared to traditional ngram features in LRR. Unlike
N-DMSC, VWS-DMSC and D-MILN, DART does
not require a pre-defined set of aspect-related key-
words, reducing the complexity and pre-processing
requirement in real-world scenarios.

Next, we compare the performance of DART
with transformer-based models on long documents:

InstructABSA (Scaria et al., 2023) uses the 11B-
parameter TS5 model, with a maximum input se-
quence length of 512, for sentence-level aspect-
based sentiment analysis. As such, we truncate the
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Model BeerAdvocate  TripAdvisor
LRR' 59.41 69.47
VWS-DMSCT 75.38 75.61
D-MILN' 79.86 79.52
N-DMSCT 86.35 83.34
DART 88.25 86.38

Table 2: Comparison of accuracy results for non-
transformer models. Results with “{” are retrieved from
(Jietal., 2020).

input when the length of instruction prompts and
document exceeds 512 tokens.

MDABSA (Van Thin et al., 2022) is a joint multi-
task architecture that aims to perform both aspect
category detection and sentiment polarity classifi-
cation tasks simultaneously.

Longformer (Beltagy et al., 2020) employs sliding
windows to enable long-range coverage for long
document modelling. We adapt Longformer for the
document aspect sentiment classification task by
first obtaining an aspect-aware document represen-
tation through feeding the aspect and document pair
separated by the [SEP] token. The representation
is then fed to a two-layer multi-layer perceptron to
make sentiment prediction.

Big Bird (Zaheer et al., 2020) This is an encoder-
only model that extends the sparse attention pattern
with random attention for longer sequences. We
adapt Bird Bird for sentiment classification in the
same way as we have done for Longformer.

LongT5 (Guo et al., 2022) is the state-of-the-
art transformer architecture for long inputs. The
original LongT5 is an encoder-decoder struc-
ture with a new transient attention mechanism
(TGlobal), which mimics ETC’s local/global mech-
anism(Ainslie et al., 2020). Here, we leverage
its encoder pre-trained weights and adapt it in the
same way for fair comparison.

GPT4 (OpenAl, 2023) large language models
(LLMs) have shown impressive results across var-
ious tasks. Here, we select gpt-4-0613 as the
representative LLM and perform the experiments
under zero-shot and few-shot settings. For GPT4-



Model All Aspects  Crime-Justice  Digital-Online  Economic Issues  Health Human Rights  Work

InstructABSA 80.16 81.65 72.73 81.25 86.67 72.46 84.47

MDABSA 80.97 86.24 68.83 75.00 86.67 75.36 86.33

Longformer 80.53 87.89 69.09 78.75 80.67 70.72 85.71

Big Bird 80.81 86.97 69.35 76.25 79.33 75.36 86.09

LongT5 81.13 88.14 70.65 75.83 79.33 76.52 85.09

GPT4-zeroshot 58.91 72.48 25.97 58.33 66.67 63.77 62.11

GPT4-fewshot 60.32 75.23 28.57 64.58 70.00 65.22 60.25

DART 83.81" 88.53 75.64" 79.69 89.17* 78.99 86.80

* indicates result is statistically significant when compared to the second best with p-value < 0.05.
Table 3: Accuracy of Transformer-based models in SocialNews Dataset.
/ Model BeerAdvocate TripAdvisor
PN [ — sy, Accuracy F1 Accuracy F1
0.7 InstructABSA 81.25 79.83 70.01 69.65
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EL [ —— T : Longformer 87.85 86.09 83.61 83.13
2| o istuctesa T O Big Bird 88.14 86.59 84.04 83.44
051 "2 Uongtomer N LongT5 90.42 88.31 84.34 84.19
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Document Length

Figure 3: Accuracy of Transformer-based models with
respect to document length on SocialNews test set.

fewshot, we adopt the prompt from (Scaria et al.,
2023) to perform aspect sentiment predictions.

Table 3 shows the performance of Transformer-
based models on the SocialNews dataset, with de-
tails of their accuracy in handling different aspects.
The results indicate that DART excels in five key
aspects, particularly in the digital-online and health
aspects, and is the second best model for the eco-
nomic issues aspect. This demonstrates DART’s
ability to handle diverse and complex aspects. Ap-
pendix A provides a visualization of the learned
document representations via t-sne.

Figure 3 shows the accuracy achieved in Social-
News for documents that exceed a certain length,
as specified on the x-axis. The gap in performance
between DART and other models widens as the
document length surpasses the 1024-token thresh-
old. DART continues to demonstrate superior per-
formance even with extremely long documents,
exceeding 2048 tokens in length. This indicates
DART’s proficiency in analyzing larger documents,
which is an important aspect in real-world senti-
ment analysis scenarios.

Table 4 shows the average accuracy and macro

F1 scores on the long documents in Beer Advocate
and TripAdvisor over 5 runs. We see that DART
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* indicates result is statistically significant when compared to the second best
with p-value < 0.05.

Table 4: Comparison of results for transformer-based
models on long documents (>512 tokens).

achieves the best performance, with marked im-
provements over existing models. Similar gains
is observed for the F1 scores, confirming DART’s
effectiveness in dealing with long documents for
sentiment classification.

InstructABSA, which achieved state-of-the-art
on SemEval 2014, 15, and 16 datasets for aspect
sentiment classification, and MDABSA both per-
form worse than DART. This indicates that the
methodologies developed for sentence-level aspect-
based sentiment analysis or short texts do not ex-
tend well to longer documents. The results also
reveal that our more compact, specialized DART
model, which contains 687 million parameters, ex-
ceeded the performance of GPT4.

4.2 Ablation Study

We examine the effect of the various components
in DART on its performance. We implemented
two variants: (a) w/o Int. where the interaction
component is bypassed and the outputs from the
Sentence Encoding Block is fed directly to the As-
pect Aggregation Block; and (b) w/o Agg. where
the aggregation component is omitted and the aver-
age of the [CLS] vectors is used as the document
representation for sentiment prediction.



Model BeerAdvocate  TripAdvisor  SocialNews
w/o Int. 86.57 85.41 80.37
wlo Agg. 86.74 85.51 80.78
DART 87.94 86.21 85.54

Table 5: Accuracy of DART and its variants.

Table 5 shows the results. Compared to BeerAd-
vocate and TripAdvisor, we see a significant drop
in the accuracy for SocialNews when the Sentence
Interaction block is removed because 22.9% of
the documents are longer than 512 on SocialNews.
Similar reduction in accuracy is observed when we
do not incorporate the Aspect Aggregation block.
This demonstrates the importance of capturing the
interaction among sentences in long documents as
well as aggregating aspects locally and globally.

4.3 Case Studies

Here, we present case studies to show DART’s abil-
ity to highlight phrases relevant to the target aspects.
Figure 4 shows an article from SocialNews related
to the aspect HEALTH. Only DART correctly pre-
dicts the negative sentiment towards this aspect
while both Big Bird and Longformer give a posi-
tive sentiment. Phrases in purple are highlighted
by DART as the basis for its negative prediction.
In contrast, Big Bird and Longformer could not
adequately capture the context, leading them to
overlook the underlying negative sentiment.
Figure 5 shows two sample reviews from Tri-
pAdvisor. For the top review, DART focuses on
phrases related to VALUE (highlighted in red) and
correctly predicts a positive sentiment towards the
aspect VALUE while Big Bird and Longformer
give the wrong predictions. For the bottom review,
DART predicts the correct negative sentiment to-
wards the aspect CLEAN, with relevant phrases
highlighted in green. We see that although DART
attends to the phrase “Overall room be clean daily”,
it is able to identify negative phrases such as “ex-
otic huge dead cockroach”, “dingy bed and blanket”
and “The shower stall do not close” to be associ-
ated to the aspect CLEAN and gives the correct
prediction. In contrast, Big Bird and Longformer
mistakenly interpret the sentiment as positive.

5 Application of DART to Trust and
Polarity Prediction

While DART is originally conceptualized for senti-
ment analysis, the framework is versatile and can
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Model TrustData  Hyperpartisan
Longformer 80.77 93.54
Big Bird 81.59 92.00
LongT5 82.26 93.23
GPT4-zeroshot 77.89 83.08
GPT4-fewshot 79.95 86.15
DART 83.93" 95.69*

* statistically significant compared to the second best with p-value < 0.05.

Table 6: Accuracy of trust and polarity predictions.

Model Ability  Dependability Integrity — Purpose
Longformer 80.24 75.56 88.29 83.33
Big Bird 80.95 78.89 84.87 85.71
LongT5 81.43 78.89 88.78 85.23
GPT4-zeroshot ~ 75.79 81.48 80.49 83.33
GPT4-fewshot 78.17 85.19" 82.93 80.95
DART 83.23" 81.48 89.63 87.14

* statistically significant compared to the second best with p-value < 0.05.

Table 7: Accuracy for various aspects in TrustData.

be extended for trust analysis and polarity predic-
tion. In this section, we show that DART’s ability
to capture context information and aspect-specific
attention aggregation makes it well-suited to eval-
uate trust-related aspects and gauge the degree of
alignment or opposition on a topic.

We compile a dataset for trust prediction, com-
prising of 2925 documents, of which 60.5% are
long documents with more than 512 tokens. This
dataset emphasizes four trust-related aspects: abil-
ity, dependability, integrity and purpose. We enlist
three independent annotators to assess the trust po-
larity for each aspect, and take the majority vote
as the ground truth. The annotation labels are
"trust”, "distrust”, "mixed", and "no indication".
The Kappa inter-annotator agreement is 87.29%.
We call this dataset TrustData.

For polarity prediction, we use the Hyperparti-
san dataset (Kiesel et al., 2019) consisting of news
articles which have been manually labelled as hy-
perpartisan or not. There are 645 articles, out of
which 53.3% have more than 512 tokens.

In Table 6, we see that DART gives the best
accuracy and F1 score for trust and polarity predic-
tions. The improvements achieved by DART over
the second best model are statistically significant
with p-value < 0.05, indicating the effectiveness
of the global context interaction block in DART to
capture the context information in long documents.

Table 7 provides a detailed breakdown of model
accuracies in predicting the polarity of the different
aspects in the TrustData dataset. We see that DART
gives the best performance in three key aspects, and



The "RAC " as the committee is called will begin a public inquiry into Jesse 's death as well as the safety of adenovirus, which has been used in
roughly one-quarter of all gene-therapy clinical trials. The Penn scientists will report on their preliminary results and investigators who at the
RAC's request have submitted thousands of pages of patient safety data to the committee will discuss the side effects of adenovirus. Among them
will be researchers from the Schering-Plough Corporation which was running two experiments in advanced liver cancer patients that used
methods similar to Penn's. Enrollment in those trials was suspended by the Food and Drug Administration after Jesse 's death. The company
under pressure from the RAC has since released information showing that some patients experienced serious side effects including changes in
liver function and blood-cell counts mental confusion and nausea. Once all the data on adenovirus are analyzed at the Dec. meeting the RAC
may recommend restrictions on its use which will almost certainly slow down some aspects of gene-therapy research.

The meeting will be important for another reason: it will mark an unprecedented public airing of information about the safety of gene therapy --
precisely the kind of sharing the RAC has unsuccessfully sought in the past. Officials say gene therapy has claimed no lives besides Jesse °s.
But since his death there have been news reports that other patients died during the course of experiments-from their diseases as opposed to the
therapy-and that the scientists involved did not report those deaths to the RAC as is required.

Figure 4: Sample article from SocialNews. DART correctly predicts positive sentiment for the HEALTH aspect

while Big Bird and Longformer predicts negative sentiment.

Save half your money, ignore a little mold! I go to Puerto Rico to help my son find an apartment for himself. This hotel fall into we price range
a lot better than the nearly next door Marriott hotel do, and the location be great. I choose to ignore the review. I hope you will read mine , as
diamond palace deserve a chance. When you walk in the front door, it be almost like step into a movie set of the era of the rat pack. I expect
dean martin to come swaggering over from the lounge at any moment. ... .A walk out the door at the end of the lounge area bring we right out
on the main street, and a right hand turn bring we to a Haagen-Dazs. So it be easy to get online, as far as the room go, the bed be a little hard
for my liking, and the pillow be not great. But the sheet be clean. The room be in bad shape. There be bubble of the ceiling both over the bed ,
and a lot of it over the shower -- both be moldy. It be always humid in Puerto Rico , and I suspect when there be no one in a room, the air
conditioning be off, thus the mold. But the countertop in the small bathroom be clean. We just stop look up. There be a free refrigerator in the
closet in the room, and we save a ton by keep drink and some food in there. There be also a free safe in there, though we have no valuable. It be
only one block to the beach!!

1t be ok I guess. We stay at this hotel for the first time from June 28th - July 4th , 2008. The pro and con I will lay out clearly here. Overall, I
would say if you with a group who want to just save money but want a great location than this be you place. First the pro :2 block from beach ,
they have a pool onsite, if you call they after book two seperate room for they cheap rate you can ask the hotel to give you two connected room
with a kitchenette and only pay about $ 0.50 cent more per room -Irb- not bad -rrb- . Overall room be clean daily. Price be great ! We pay like $
99.50 per room per day .the best part be that it be 2 block from the beach and just on the other side of the international market !they have chilli
's restaurant in lobby area and pizza hut quick room service. Now the con : too many night club directly below the hotel or to the side of it.
Thank god we travel with ear plug because we both have balcony room and have we not have they we would have lose we mind by the second
night. It be very noisy on kuhio ave right at this hotel location. Club stay open until 4 am , yes 4! Room be like stay at a motel 6 or something
similar with dingy bed and blanket. The bathroom for the room with king size bed be teeny tiny only have shower and the paint be peel off the
wall. The shower stall do not close that well so we always have to mop up the floor with one of we extra towel after shower. The parking be
hard ! Too little level and you squeeze you way into the stall. Sometimes they double park we. Now the worst thing. On the very first night there
in the middle of the night I have hear a bug flap on to my sheet and kick it off. I do not pay any mind too it after that too exhaust. When I awake
to my awful surprise I find one of those exotic huge dead cockroach by the balcony slide door. I guess I kick the life out of it -lrb- thank
goodness. I only see one but the hotel do disclose that due to it be a tropical location they do have occassional visitor like this .= -rrb-

Figure 5: Sample reviews from TripAdvisor. Top: DART gives correct positive sentiment prediction for the aspect
VALUE. Bottom: DART gives correct negative sentiment prediction for the aspect CLEAN.

is competitive with GPT4-zeroshot for the Depend-
ability aspect, possibly due to the fewer number of
documents with this aspect. The improvements sug-
gest that the aspect-specific attention aggregation
block in DART significantly enhances its ability to
focus on phrases relevant to the various aspects.

6 Conclusion

We have described DART, a hierarchical
transformer-based framework for document-level
aspect-based sentiment analysis. DART handles
the complexities of longer text through its global
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context interaction and two-level aspect aggrega-
tion blocks, which enhance the model’s ability
to recognize and amplify aspect-specific content
across long-range dependencies. This enables
DART to focus on relevant phrases associated with
the target aspect. Experiments on various datasets
indicate DART’s effectiveness in handling long
documents. We have also shown the applicability
of DART for trust and polarity prediction and will
make the curated SocialNews dataset publicly
available. Future work includes extending DART’s
capabilities to handle aspect-based sentiment
analysis involving multiple entities.
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A Visualization of Learned News dataset. In contrast, the learned representa-
Representations tions of Longformer, Big Bird and LongT5 tend
to be mixed and cannot distinguish between the

Figure 6 gives a visualization of the learned docu- different aspects

ment representations via t-sne.
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Figure 6: t-SNE visualization of document representa-
tions for SocialNews.

We see that that DART’s learned representation
is well separated for the aspects digital-online, eco-
nomic issues, and work occupation in the Social-
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Abstract

Corpora that are the fundament for toxicity de-
tection contain such expressions typically di-
rected against a target individual or group, e.g.,
people of a specific gender or ethnicity. Prior
work has shown that the target identity mention
can constitute a confounding variable. As an ex-
ample, a model might learn that Christians are
always mentioned in the context of hate speech.
This misguided focus can lead to a limited gen-
eralization to newly emerging targets that are
not found in the training data. In this paper, we
hypothesize and subsequently show that this is-
sue can be mitigated by considering targets on
different levels of specificity. We distinguish
levels of (1) the existence of a target, (2) a class
(e.g., that the target is a religious group), or
(3) a specific target group (e.g., Christians or
Muslims). We define a target label hierarchy
based on these three levels and then exploit this
hierarchy in an adversarial correction for the
lowest level (i.e. (3)) while maintaining some
basic target features. This approach does not
lower the toxicity detection performance but
increases the generalization to targets not being
available at training time.

1 Introduction

The EU Code of conduct on countering illegal hate
speech online relies on the definition of hate speech
as “all conduct publicly inciting to violence or ha-
tred directed against a group of persons or a mem-
ber of such a group defined by reference to race,
colour, religion, descent or national or ethnic ori-
gin.”!*> This definition points out the role of the
target in hate speech, which is one form of toxicity
in text, next to other offensive language (Leite et al.,
2020). Targets as a constituting element already

'This paper contains some examples of toxicity. This is
strictly for the purpose of explaining subtleties of the phe-
nomenon that are important for this research. Please be aware
that this content could be offensive and cause you distress.

2ht’cps ://ec.europa.eu/newsroom/just/document.
cfm?doc_1d=42985
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received some attention in previous work (Silva
et al., 2016; Lemmens et al., 2021, i.a.).

Hate speech expressions vary a lot, from ex-
plicit formulations to more implicit, and sometimes
even intentionally cryptic references, to bypass
automatic filters. This is an issue, because data
collection procedures can never be entirely fair —
they suffer from being focused on specific time
frames, topics, and therefore also targets (Dixon
et al., 2018). The working hypothesis in our pa-
per follows Waseem and Hovy (2016), Talat et al.
(2018) and Davidson et al. (2019) who have shown
that models learn regularly occurring target terms
as features of toxicity, because corpora developed
for annotation and training might mention poten-
tial targets predominantly in a toxic context. For
toxicity directed against less frequently mentioned
targets or where identity terms are not explicitely
mentioned (e.g., Examples #8 and #9 in Table 1), a
biased model is more apt to not detect toxicity.

We aim at improving on this situation and pro-
pose to perform adversarial correction of toxicity
classifiers with regard to target identities. This
leads to a challenge: How specific should the target
mention that we correct for be? Correcting for spe-
cific targets might lead to a sparsity problem while
correcting for the occurrence in a binary fashion
might not provide sufficiently specific information

target ,
tOXICIty? occurrence! ves €—
yes
class? <
identity? -<
muslims

“ . n |
[“l hate muslims.” |

Figure 1: Example for toxicity and hierarchical identity
classification. We study if debiasing for the identity
prediction on various levels of specificity (Occurrence
O, Class C and Identity I) improves the robustness of
the toxicity classification.
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to the adversary. Further, the mere occurrence of
a target might provide valuable information to the
toxicity classifier, without confounding it. A nov-
elty in our method is therefore our formulation of
the gradient update to consider various hierarchical
levels of specificity of target identities.

We assume in our experiments access to a cor-
pus annotated on the text/instance level for toxicity
(Tox) and for concrete classes of target groups (a
requirement that is fulfilled by the CivilComments
dataset by Borkan et al., 2019) and infer hierarchi-
cal labels from these annotations: binary (Occur-
rence O; identity mentioned or not), the mention
of specific groups (Class C; e.g., religions, sexual
orientations, ethnicities) or concrete instances of
these groups (Identity I; e.g., atheist, buddhist; het-
erosexual, bisexual; black, asian, white). Figure 1
shows an example of a toxic text with such hierar-
chical annotations. Our desideratum is to correct
for concrete group mentions and particular groups,
such that a toxicity classifier works well also for
texts that mention new identities (for instance, a not
commonly targeted religion).

The contribution of this paper is therefore to
answer the following research questions:

1. Does jointly learning binary target occurrence
detection with toxicity detection improve the
latter? (No.)

Does the performance of a toxicity classifier
decrease if the underlying encoder is opti-
mized to not being able to represent specific
target groups or identities while maintaining
target occurrence features? (No.)

. Does adversarial correction of specific target
identities lead to better generalization? (Yes.)

Does such correction lead to a more reason-
able decision by the model? Do debiased mod-
els rely on concepts which are more meaning-
ful for toxicity detection? (Yes.)

2 Related Work
2.1 Toxicity Detection

Most previous work focused on toxicity detection
as binary classification (Nobata et al., 2016; Gol-
beck et al., 2017; Gao and Huang, 2017, i.a.) with
a large set of shared tasks on the topic (Bosco et al.,
2018; Wiegand et al., 2018; Zampieri et al., 2019b;
Basile et al., 2019; Struf} et al., 2019; Mandl et al.,
2020, 2021). Schmidt and Wiegand (2017) provide
a general overview of approaches to detection.
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Various studies recognized the importance of
fine-grained aspects of hate speech. Struf} et al.
(2019) propose a classification of offensive posts
into subcategories of explicit and implicit aversions.
Davidson et al. (2017) separate hate speech from
instances of untargeted offensive language. They
highlight that cases where explicit features are ab-
sent are hard to distinguish. Sachdeva et al. (2022)
investigate mentions of identity groups as targets
of hate speech. They find that the target detection
performance suffers for cases of rarely represented
identity groups. Plaza-del-Arco et al. (2021) train
a model jointly for hate speech and targets.

There is a set of corpora annotated for concepts
from the realm of toxicity and targets. Davidson
et al. (2019) provide data annotated for hate speech
and rely on Waseem and Hovy (2016) for the sub-
categories of sexism and racism. The Gab Hate
corpus by Kennedy et al. (2022) considers hate
speech and target identity groups, however does
not contain fine-grained identity term labels.

In our experiments, we use the CivilComments
dataset by Borkan et al. (2019). This dataset is
annotated for toxicity and 24 categories of identity
terms, which can be used to measure unintended
biases. Koh et al. (2021) use a subset of these data
to investigate shifts regarding different distributions
of categories such as identity terms. They show that
standard training yields substantially lower out-of-
distribution than in-distribution performance. This
motivates the use of debiasing as a possible method
to improve out-of-distribution performance.

2.2 Debiasing Approaches

Debiasing methods that either modify the training
data or the training process have been applied to
hate speech detection. Talat et al. (2018) high-
light the issue of social biases in datasets when
they are used to train detection systems which is
taken up with a classifier-centric consideration by
Davidson et al. (2019). Sap et al. (2019) show that
annotation bias further aggravates the issue. Such
biases were also found in abusive language data
(Dixon et al., 2018; Wiegand et al., 2019). Biases
in the data carry over to a trained model (Dixon
et al., 2018). Social stereotypes against marginal-
ized groups have been shown to be echoed in hate
speech classifiers (Thylstrup and Talat, 2020; Da-
vani et al., 2023; Gehman et al., 2020; Sap et al.,
2020). To facilitate the testing of models, Rottger
et al. (2021) developed the HateCheck corpus cov-
ering a range of identity terms.



Bias mitigation techniques may be applied to
alter the training data directly, by masking poten-
tially confounding tokens. These tokens have been
recognized based on attention mechanisms, entity
detection, and keyword recognition (Wiegand et al.,
2018; Dayanik and Pad¢, 2020; Kumar et al., 2019).
Ramponi and Tonelli (2022) detect tokens to be
masked via pointwise mutual information (PMI).
Furthermore, Badjatiya et al. (2019) suggest to
identify tokens to be masked based on their part-
of-speech. Xue et al. (2023) propose a different
approach than masking, namely balancing the spu-
rious attributes across all classes.

Rather than changing the input, the training pro-
cess can also be manipulated directly. Vaidya et al.
(2020) suggest a classification model for toxicity
detection that jointly detects identity terms. This
is in contrast to our work, which aims at correct-
ing for the target mentions’ influence instead of
exploiting it. The authors show that their approach
improves classification performance for comments
related to some identities, however, they do not
evaluate the generalization capability of the result-
ing model. Further, Kennedy et al. (2020) use a
regularization technique that learns to contextualize
mentions of identity terms and is thus less reliant
on high-frequency words in unbalanced data.

In the last years adversarial correction for debias-
ing received some attention. It is used to “unlearn”
properties of confounding concepts in the encoder
of the model (Ganin et al., 2016). This approach of
gradient reversal has been tested with several appli-
cations, including satire detection (correction for
publication source, McHardy et al., 2019), gender
identification (correcting for text topic, Dayanik
and Pad6, 2021) and also hate speech (language
variety detection, Xia et al., 2020).

3 Methods

Overview. In order to avoid co-learning identity
term bias in dataset-based learning of hate speech
detection, our approach is to exploit the hierarchi-
cal properties of identities. The basic structure of
the network used in our experiments is displayed in
Figure 2. It consists of a shared encoder and four
classifiers (grey boxes) which are all aggregated in
parallel. The main classifier is the toxicity detector.
The hierarchical dependencies of the three identity
term detectors arise from the labels. On the highest
level we consider identities as a binary label (Oc-
currence: O) which is positive if there is at least one
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Figure 2: Model architecture for hierarchical adversarial
correction of toxicity detection with identity detection.
Continuous lines: forward pass, dashed lines: backward
pass. Parameters \; with i € {1, 2,3} weight the iden-
tity detection gradients in the parameter update of the
encoder, thus, configure adversarial correction (\; > 0)
or joint multi-task learning (A\; < 0).

identity annotated for a message. The intermediate
level classifier (Class: C) categorizes identities into
five groups. Each of the five categories corresponds
to a binary label which is positive if at least one
identity from the respective category is annotated.
The most fine-grained classifier considers 24 differ-
ent identity labels on the lowest level (Identity: I)
with binary values for each of those. Each value
is positive if the respective identity is annotated
for the message. Each of the mentioned classifiers
consists of a single linear layer with the number of
neurons corresponding to the respective number of
classes. The identity classifiers for Class and Iden-
tity are both multi-label classifiers, as several of
their classes can occur together in a message. With
this model we can exploit the hierarchical structure
of the unwanted confounding variable in parallel
(potentially partially adversarial) classifiers.?

Adversarial Correction. Following Ganin et al.
(2016), the gradient updates for the adversary are
reversed and weighted for a correction of the en-
coder, while the parameters of the classifiers are up-
dated without modification. However, we allow for
multiple adversaries and apply an individual weight
for each level in the identity hierarchy, namely \;
for the binary occurrence detection, Ay for the class
of the identity term, and A3 for the identity term on
the lowest level. Hence, our parameter update for
the parameters in the encoder 6, is

8JTox
00,

dJo
—M 00,

dJe
—A 00,

0N

—A3 00,

0, = 96—71(

)

*We use BERT (Devlin et al., 2019) as the intitialization
of our encoder (concretely bert-base-uncased) and apply a
dropout (probability 0.2).
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Text

This woman is as fake as her perpetual tan.

boy. this guy is incredibly stupid.

Transgender is not real... It is however a mental disorder!!!
Never hire a Muslim, a Black person or a female...ever!
The man is a bag of dirt. An absolute scumbag.

Old white men ARE the swamp.

It was a human male not a female fat sac.

That is the standard speech from idiots and snowflakes.
What a piece of human garbage.

Muslims are being attacked daily.

ISIS has killed far more Muslims than Christians.

—_— O O 00 N AW

—_— —

Hierarchical Identity Term Labels

Tox O C I
+ 4+ gender female
+ 4+ gender male
+ 4+ gender, disability transgender, illness
+ 4 religion, ethnicity, gender muslim, black, female
+ 4+ gender male
+ 4+ ethnicity, gender white, male
+ + gender male, female
+ J— J— _
+ — J— _
— + religion muslim
— + religion muslim, christian

Table 1: Examples of annotated text instances from the CivilComments dataset (Borkan et al., 2019). Illness:
physical or mental illness. Binary labels (+ and —) are annotated for the existence of the toxicity label (Tox) or the
occurrence of an identity term (O). The Class (C) and Identity (I) are multi-label variables.

where 7 is the learning rate. Jro is the loss func-
tion for the toxicity classifier and Jo, Jc, and Jy
are the binary cross entropy loss functions (includ-
ing a sigmoid function) for each layer in the iden-
tity hierarchy, respectively. Hence, A; > 0 cor-
responds to adversarial learning and A\; < 0 to
joint learning of the encoder. The parameter up-
dates for the classifiers (grey boxes in Figure 2)

are Opox = Orox — ngb]—;”x‘ for the Toxicity cate-
gorization, g = 0o — 17‘3%8 for the Occurrence

categorization, ¢ = 0c — ng—gg for the Class cat-

egorization, and 0y = 60 — ng—gll for the Identity
detection. The optimizer minimizes the overall loss

J = Jrox + Jo + Jc + J1.
4 Experimental Setting

In the following, we explain the data that we use
(§4.1) and the experimental setting (§4.2)4

4.1 Data

We use the CivilComments dataset (Borkan et al.,
2019), the largest corpus in English annotated for
both toxicity and identity terms with approximately
450,000 instances. We infer the hierarchical anno-
tations from the 24 identity labels (see Table 1).
In these data, instances consist of individual
posts as short text messages (the average instance
length in the development data is 78 tokens) with
all annotations on instance level. We transform
the fractions of annotators that agree on a label to
binary values by majority vote (following Xiang
*Our code to replicate the experiments can be accessed via

https://www.uni-bamberg.de/en/nlproc/resources/
hierarchical-detox/

et al., 2021; Faal et al., 2021; Baldini et al., 2022;
Lobo et al., 2022). From the 24 fine-grained anno-
tated classes (I), we infer five more coarse-grained
categories (C):

1. Gender: male, female, transgender, other gender

2. Sexual orientation: heterosexual, homosexual gay
or lesbian, bisexual, other sexual orientation

3. Religion: christian, jewish, muslim, hindu, buddhist,
atheist, other religion

4. Race or ethnicity: black, white, asian, latino, other

race or ethnicity

5. Disability: physical disability, intellectual or learning

disability, psychiatric or mental illness, other disability

This leads to a hierarchical multi-label annotation
for identities. Our goal is to mitigate the bias to-
wards frequently mentioned identity terms during
training in order to improve generalization for other
cases: namely, to correctly detect toxicity in cases
where no explicit target identity is mentioned (e.g.,
as in Examples #8 and #9), and to not detect toxic-
ity based solely on the presence of specific target
mentions (e.g., as in Examples #10 and #11). In
this dataset, toxic instances contain identity terms
in 61% of cases, but only 40% of non-toxic in-
stances do (see Appendix B for more details).

For the Jigsaw Unintended Bias in Toxicity Clas-
sification challenge on Kaggle’ this dataset was
split into a development set with 405,130 instances
and two test sets with a total of 42,870 instances.
For our experiments we randomly split this develop-
ment set into training (100k instances), validation

5https://www.kaggle.com/c/jigsaw—unintended—b
ias-in-toxicity-classification
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for early stopping during training (50k) and hyper-
parameter optimization (=255k). Further details
are given in Appendix A. For evaluation, we use
the official test sets combined (/~43k instances).

4.2 Model Configurations

We train different model configurations in order
to answer our research questions (cf. Section 1).
The main goal of these experiments is to assess
whether the performance of a toxicity classifier de-
creases if the underlying encoder is optimized to
not being able to represent specific target groups
or identities while maintaining target occurrence
features. Therefore, we configure a baseline model
to compare its toxicity detection performance with
debiased models. Additionally, we evaluate the
performance of the different models in recognizing
identity terms. This serves to identify whether, and
to what extent, the different toxicity detection mod-
els pay attention to target identities. We explore
different combinations of joint multi-task learning
with target occurrence and adversarial correction of
specific target identities to determine which effect
the different levels of the identity term hierarchy
x € (1,2, 3) have on the toxicity classifier.

Baseline. We train a model purely for toxic-
ity detection. In this TOX setup, the Occur-
rence/Class/Identity classifiers are also trained, but
the encoder is not optimized via backpropagation
with this information (\; = Ay = A3 = 0). Here
the encoder is only trained by the toxicity detec-
tor. This setup serves the purpose of investigat-
ing whether the uncontrolled and unguided toxicity
classifier relies on features which contain informa-
tion regarding identity term mentions.

Debiased Baseline. In order to compare our cor-
rection method to an established bias mitigation
method, we adopt the debiasing approach by Ram-
poni and Tonelli (2022). We refer to this model
as RT (2022). It cannot rely on features of iden-
tity terms as it automatically masks the tokens
most strongly associated with each identity term
label. Following Ramponi and Tonelli (2022) we
use normalized PMI scores to automatically ex-
tract such spurious artifacts. While Ramponi and
Tonelli (2022) manually annotate the top 200 en-
tries, we automate this process by filtering all to-
kens with normalized PMI values > .6. This cut-
off value was chosen based on the identity term
Muslim where we find the tokens muslim, mus-
lims, islam and islamic with values > .80 but

39

also mosque (.65), quran (.63) and mosques (.62)
amongst other tokens which are not as obviously
connected: world (.71), religious (.71) or europe
(.70). This approach filters a total of 751 word
types for all identities. Besides operating on par-
tially masked text, this baseline follows the config-
uration of the TOX setup mentioned above.

MTL (multi-task learning). Our data analysis
has shown (see Section 4.1) that there is a correla-
tion between toxicity and identity terms. We now
want to test whether this carries over to the model
level (cf. RQI1 in Section 1). Thus, we use MTL
to guide the encoder to explicitly learn features
for both toxicity detection and target occurrence
in a joint setup (Model Tox+0,C,I with A} = —1,
Ao = A3 = 0). To create an upper bound for the
identity term detection performance on all three lev-
els we train a model where all classifiers are com-
bined jointly (Model Tox+0+C+1, A\, = —1).

Adversarial. In order to assess the importance
of target occurrence features for the detection
of toxicity, we train a model for comparison in
which we instruct the encoder to unlearn pre-
cisely these features. In this model identity oc-
currence is used as an adversary (Model Tox—O,
A1 € {0.10,0.25,0.50,1.00}). Additionally, as a
starting point to debias the model for identities,
we train a model where we use an adversary on
the lowest level of the identity hierarchy (Model
Tox—I, A3 € {0.10,0.25,0.50, 1.00}).

MTL&Adversarial. Based on the intuition that
we want to guide the toxicity detector with features
from mentioned targets while debiasing for iden-
tities, we combine parameterizations for multiple
levels of the hierarchy. In addition to the joint toxi-
city and target occurrence classifier (A\; = —1), we
now debias the model for specific identity terms
to understand whether this has a negative effect
on the performance (cf. RQ2 in Section 1). We
include an adversary via a gradient reversal layer
on the lowest level of the identity term detection
(A3 € {0.10,0.25,0.50,1.00}) and, thus, deprive
the model of the ability to distinguish between
different identity terms (e.g., which specific reli-
gion is mentioned). This serves to unlearn iden-
tity term features in the encoder and to determine
whether this increases the generalization ability
of the model. In order to evaluate the role of
the intermediate level, we include the classifier
for the identity class jointly (A\; = —1, resulting



Model Al e s SRSV o FORNS S PR 1
TOX (baseline) 0 0 0 64 59 25 07
RT (2022) 0 0 0 55 45 13 03
Tox+0,C,I -1 0 0 63 93 34 10
Tox—0O 1.00 — — .63 .05

Tox—I — — 0.10 63 (.58) (.20) 05
Tox+0+C+1 -1 -1 -1 64 93 86 38
Tox+0+C—1 -1 -1 0.50 63 93 86 24
Tox+0—C—T -1 025 025 64 93 30 08

Table 2: Performance of optimized models on the test dataset. We display F1 for the positive classes across all
variables. The values in the superscript of the F1 scores specify the number of classes evaluated in each task — for
multi-label tasks (Class and Identity) we display the macro-average F1 over all positive class label F1 scores. In the

w9

column “Model”, “+4” marks joint classification,

marks adversaries and classifiers appended with “,” do not

have an effect on the encoder. Tox refers to the toxicity classifier. (O)ccurrence, (C)lass and (I)dentity refer to the
classifiers for the three levels of the identity term label hierarchy according to our model (see Figure 2). Values in
parentheses are inferred from the prediction of more fine-grained labels.

in Model Tox+O+C—I) or as another adversary
(A € {0.10,0.25,0.50, 1.00}, resulting in Model
Tox+O—C—I). We hypothesize that correcting for
both class and identity might lead to a more com-
prehensive mitigation of the identity term bias than
the experimental design with only one adversary.

5 Results

We will now discuss the results obtained with the
setting described in the previous sections. Table 2
depicts the results for the best-performing models
based on the parameter A. Further results can be
found in Appendix C. Table 2 shows F1 values
for different combinations of toxicity detection and
identity detection on the three levels of our hierar-
chy. On top, we see the baseline that only optimizes
the encoder with the toxicity information followed
by the debiased baseline RT (2022).

We observe that RT (2022) shows a lower per-
formance at identity classification than the baseline
TOX (e.g., Fl¢ drops from .25 to .13). There-
fore, the toxicity classifier in RT (2022) learns less
identity-specific features, i.e., the model is success-
ful in reducing bias. Conversely, this also means
that the baseline TOX model automatically learns
identity features without being guided to do so, i.e.,
it in fact contains a bias. However, the results also
show that debiasing following RT (2022) does lead
to a drop in toxicity detection performance (Flz,,
drops from .64 to .55).

RQ1: Does jointly learning binary target oc-
currence detection with toxicity detection im-
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prove the latter? To measure if target mentions
are important for toxicity detection, we now fo-
cus on specific models. We compare the perfor-
mance of the baseline model (TOX) to the model
which is also informed with the identity occurrence
classifier (Model Tox+O,C,I) and to the model
which uses a identity occurrence adversary (Model
Tox—0O). The results show (cf. Table 2) the F11.x
scores for all of these models on the same level.
Therefore, while targets are a constituent variable
of the concept of hate speech, we cannot infer from
this evaluation that they are also an essential fea-
ture for toxicity detection. The toxicity classifier
manages to maintain its performance level, even if
we instruct the encoder to learn identity-occurrence
features or, conversely, to unlearn exactly those fea-
tures by adversarial correction. However, in further
evaluations (cf. RQ3 below), we will see that un-
learning identity occurrence features does not have
a positive effect on the generalization ability of the
model, which could be due to the fact that they are
important for learning toxicity detection after all.

RQ2: Does the performance of a toxicity classi-
fier decrease if the underlying encoder is opti-
mized to not being able to represent specific tar-
get groups or identities while maintaining target
occurrence features? We first evaluate overall
toxicity detection performance and then address the
details of identity detection performance to identify
specific differences between models. We obtain the
results by comparing the performance of the mod-
els corrected for identities (adversaries are marked



by —) to the baseline model (TOX). Overall the
F1 score for toxicity detection (see column Floy
in Table 2) is fairly constant in the range of .63
to .64. This shows that the toxicity detection does
not suffer from the adversarial correction for iden-
tities. In contrast, the differently debiased model
RT (2022) (which also has been debiased, how-
ever, by masking identity-specific tokens) shows a
substantial performance drop (Flex .55). The test
dataset used for this entire evaluation was sampled
from the same source as the training dataset and
is therefore also biased towards the same identi-
ties. Therefore, we presume that this evaluation
is unable to demonstrate a positive effect of debi-
asing on toxicity detection performance. Further
evaluations below under RQ3 and RQ4 show the
performance gain for toxicity detection.

We now want to understand how the capability
of the encoder to represent identity terms changes
at different levels of the hierarchy. We see this
from the performance scores in Table 2: columns
Flo, Flc and F1; (for Occurrence, Class, and
Identity). As expected, the identity classifiers on
each of the three levels in the MTL model (Model
Tox+O+C+I) outperform the models where the
particular level is used as an adversary. When
we use an adversary for identity detection (Model
Tox—1I) the performance at identity detection drops
(from .07 for Model TOX to .05), i.e., the model
loses some of its ability to represent identities.
In settings where we emphasize learning of iden-
tity occurrence features (models with +0O), the en-
coder also represents more identity features over-
all, e.g. Flj rises from .07 for Model TOX to
.10 for Model Tox+0O,C.I. In a model that addi-
tionally learns identity occurrence jointly, we still
see the effect of the adversary on F1y. It drops
from .10 for Model Tox+O,C,I to .08 for Model
Tox+0O—C—I. Analogously, this can also be ob-
served for the models which additionally use the
identity class classifier in a joint MTL setting (F1;
drops from .38 for Model Tox+O-+C+1I to .24 for
Model Tox+O+C—I). Thus, we conclude that ad-
versarial correction has the desired effect of de-
priving the models of the ability to perform the
task of identity term identification on the lowest
level while maintaining target occurrence features.
In addition, the procedure does not harm toxicity
detection.

Finally, we investigate the role of the inter-
mediate level in this setting. Comparing Model
Tox+0O-+C—I to Model Tox+0O—C—I shows that
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Training data: Full NR

Test data: Full Full NR R
Model ) F1) m) Fl)
TOX (bascline) .64 .63 65 57
RT (2022) AJ?E) Aéég AJ%Z; AJ%E
Tox—0 A5 AR A A%
Tox—I P TS T SN SN
Tox+0+C—1 0 60 G A28
ToxtO-C-1 % A% 4% A

Table 3: Performance on test data of best models trained
on different training data fractions. NR = non-religion
(filtered), R = only religion (filtered).

using the intermediate level as additional adversary
also has an effect on the lowest level as F1y drops
from .24 to .08. Thus, we conclude that this further
reinforces unlearning features for the lowest level
and leads to a more comprehensive correction.

RQ3: Does adversarial correction of specific tar-
get identities lead to better generalization? We
have now seen that the model debiased for identi-
ties on the lowest level of the hierarchy does per-
form as well at toxicity detection as the one that
is not corrected. The performance scores for the
identity term detection suggest that the encoder
can no longer represent the identities to the same
extent. This should enable an improved general-
ization across domains. We analyze this in two
settings, firstly with an evaluation on target identity
terms which have not been considered during train-
ing, and secondly with other datasets that have not
been used during model development and training.

Regarding the first setup, we train the baseline
and corrected models for the best configurations
on data which has been filtered for all identities
belonging to the religion class.® Table 3 shows the
evaluation of these models for toxicity detection
on different fractions of the test set. In the first
column we repeat the results of the models from
the first experiment, which were trained on the full
dataset. The last three columns show the models
which were trained on non-religion data (training
data: NR). Here we see that all corrected models
show a drop in performance on in-domain test data

®We chose the religion class since it comprises the largest
number of identities (7 out of the 24) and accounts for a
substantial number of instances (7,514) in the test data. For
the model RT (2022) we repeat the process of identifying the
tokens that are masked on the basis of the filtered dataset.



compared to the baseline (second to last column,
test data: NR). However, our corrected models
show an improved performance on out-of-domain
test data (last column, test data: R) in comparison
to the baseline. Only the model corrected for Oc-
currence (Tox—O) does not show an improvement.
This confirms our intuition that the correction for
general target terms is not the best choice since it
also includes features which are beneficial for toxic-
ity detection. We conclude that our correction does
lead to a better toxicity prediction generalization.

The second generalization evaluation is per-
formed with out-of-distribution performance evalu-
ations. We show the datasets that we use and the de-
tailed results for the out-of-distribution hate speech
and toxicity detection performance in Appendix D.
We observe that all models show on average a sim-
ilar performance on out-of-distribution data (RT
(2022) being an exception). Thus, we conclude
that all corrected models show similar cross-corpus
performance compared to the baseline models. We
assume that the corpora used represent different
domains and only share the targets of hate speech,
our identity terms, to a limited extent.

RQ4: Does such correction lead to a more rea-
sonable decision by the model? Do debiased
models rely on concepts which are more mean-
ingful for toxicity detection? To understand if
the corrected model relies more on concepts that
do not correspond to identities — potential targets
of offensive language —, we analyze the change in
toxicity detection performance for specific target
terms. We subdivide the test dataset into subsets
mentioning specific identities and evaluate the toxi-
city detection performance of the different models.
The detailed evaluation is given in Appendix E.
We observe that the performance of the corrected
models for detecting toxicity mentioning the most
frequent target terms is comparable to the baseline.
However, for subsets with less frequent identities,
adversarial correction improves toxicity detection
in two-thirds of all cases. Thus, we conclude that
the corrected models rely less on identities as fea-
tures and learn other, more meaningful concepts.
We further visualize this effect on selected exam-
ples using LIME (Ribeiro et al., 2016) to calculate
local explanations on the words of an instance that
are most important. Figure 3 displays such expla-
nations for five selected examples from the test
dataset where the debiased model Tox+O—-C—I
corrects errors of the baseline model. Examples
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Example 1 (Tox —):

+
¢ | And I bet Donnie has a IS8R friend, too.
5E
=<

T
£ x| And I bet Donnie has a B8R friend, too.
e

Example 2 (Tox —):

Every Texan and Republican should be blessed with
@& son or daughter, or with a transgender child. We
can only hope they would love them equally.

TOX

Every Texan and Republican should be blessed with
&8 son or daughter, or with a fransgender child. We
can only hope they would love them equally.

Corr.

ample 3 (Tox —):

> LOL cmon! you know news only reports when its a
O & | e
f LOL cmon! you know news only reports when its a
S €| i e

ample 4 (Tox +):

rather, devout VIGSISHS.

Not Islamic

TOX
(Tox +) (Tox +) T (Tox +) (Tox +) & (Tox —) (Tox +) T (Tox —) (Tox +)

Not Islamic [EHHORSES, rather, devout Moslems.

Corr.

ample 5 (Tox +):

Somebody needs to do something about these S
white folk.

TOX

Somebody needs to do something about these g
white folk.

Corr.

Figure 3: Explanations for the predictions of the base-
line model TOX and our corrected model Tox+0O—C—I
(Corr.) according to LIME on instances from the Civil-
Comments test dataset. The gold and predicted labels
are shown in parentheses. Blue indicates word impor-
tance for Tox +, orange refers to Tox —. The intensity
correlates to LIME’s importance weights.

1 to 3 are all non-toxic instances which contain
identity terms. The biased baseline TOX focuses
only on these terms (e.g. “black”, “gay”, “transgen-
der”, “white” and “male”) and incorrectly predicts
toxicity. The debiased model corrects the error
and correctly predicts the instances as non-toxic. It
achieves this by also taking into consideration other
tokens (most of them are marked with an orange
background color) in which it finds no decisive
features of toxicity. Examples 4 and 5 in Figure 3
show toxic instances with target mentions. Here
both models manage to classify the instances as

toxic. However, the biased baseline TOX bases its



Example 1 (Tox +):

Germans have been killing infidels since 624AD and
they will not stop

TOX

(Tox +) (Tox +) & (Tox +) (Tox —

[BEFHENS have been Killiflg infidels since 624AD and
they will not stop

Corr.

ample 2 (Tox +):

Some researchers are the [lGHSE!

TOX

Some researchers are the [HOBSE!

Corr.

Figure 4: LIME explanations for the predictions on
the CivilComments test data of the baseline TOX and
the corrected model Tox+O—C—I (Corr.). In these
examples, we manually manipulated the sentences by
inserting new, originally non-existent targets.

decision mostly on the presence of identity terms
(e.g. “Islamic”, “Moslems” and “white”). In con-
trast, the debiased model does not rely as much on
the mentioned identity terms which leads to a more
reasonable decision with higher weights on words
such as “terrorists” and “crazy”.

We additionally investigate instances of toxic-
ity with targets which are not included in the set
annotated on the training data (such as “Germans”
and “researchers”). We display LIME explanations
in Figure 4 for predictions of examples from the
test data which we modified to include such new
target terms. These examples visualize cases of
the improved generalization capability of the cor-
rected model. Example 1 is incorrectly predicted as
non-toxic by the biased baseline TOX model. The
debiased model corrects the error as it is able to
rely more on the new target. For Example 2, both
models correctly predict the toxicity, however, the
corrected model again assigns a higher weight on
the new target. While this is a small-scale analysis
based on a few examples, it suggests that there are
cases where the corrected models use more mean-
ingful features for toxicity detection.

6 Conclusion

We have shown that hierarchical adversarial correc-
tion for target identities leads to a toxicity classifier
with an improved robustness. The corrected models
show the same performance at toxicity detection as
the biased baseline model. We presented a method
to apply adversarial correction for the lowest level
of hierarchical information regarding identity term

43

mentions. Our results have demonstrated that it is
possible to simultaneously maintain basic target oc-
currence features. However, target occurrence has
not been shown to be as important for the detection
of toxicity as the related concept of hate speech
would suggest. This motivates future work to di-
vise toxicity into more fine-grained concepts such
as hate speech, offensive language and profanity, in
the delineation of which target occurrence features
presumably play a more decisive role.

Furthermore, when debiasing for individual iden-
tity terms, our experiments with the different hi-
erarchical levels of specificity of the confounding
variable have shown that it is more beneficial to
additionally correct for classes of identities. It fol-
lows that a coarser grouping of identity categories
must also be considered when defining the label set
for annotation in order to achieve a more compre-
hensive correction during training.

Overall, our correction has shown to lead to a
more reasonable decision by the model as it does
not exclusively rely on identity features for toxi-
city detection and shows better generalization ca-
pabilities. This affects real-world applications of
such models in that these models are required to
be demonstrably debiased and treat individual iden-
tities fairly. Additionally, this motivates that a
full evaluation of model performance must test the
generalization ability of such models on further
datasets where different identities are mentioned,
as in-distribution biases do not show up in standard
evaluations with a single test dataset.

Our research opens a set of important follow-up
questions. In particular, whether further fine-tuning
of the training process can lead to an improved over-
all toxicity detection with adversarial correction.
This might be achieved, e.g., by testing different
individual learning rates for optimizing the classi-
fiers, the adversary and the encoder separately or
by using multiple adversaries for latent variables
as presented by Kumar et al. (2019). Also, since
target detection might play a more significant role
to distinguish hate speech from offensive language,
an evaluation of our correction approach on such
data would be an important next step to fight online
toxicity.
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Limitations

We only ran all model configurations once due to
limited time. The implementation contains random-
ized steps (initialization of weights, shuffling of
training instances). Thus, the reported performance
scores might not be entirely robust. However, our
reported conclusions are based on substantial dif-
ferences in performance of the different models.

Our implementation of the debiased baseline
methods by Ramponi and Tonelli (2022) does only
partially follow their suggested approach. While
we do not consider manual annotation of top-n lists
and use a fix threshold PMI value, choosing a top-n
cut-off might be a more justified choice. Further-
more, Ramponi and Tonelli (2022) suggest multi-
ple different approaches to deal with the identified
spurious artifacts while we only use the removal
method for comparison as a baseline.

In the experiment with filtering training data for
specific identity classes, we focused on the evalua-
tion of a setting where we filtered the religious
identities. We chose the religion class since it
comprises the largest number of identities (7 of
the 24) and accounts for a substantial number of
instances in the test data (7,514) which we can
evaluate separately. For full expressiveness of the
results, experiments where identities from other
classes are filtered, should also be conducted. How-
ever, we presume that statistical evidence for the
performance of less frequent classes (e.g. there
are only 544 test instances for the disability class)
might be limited.

Ethical Considerations

Potential risks. We mention examples of toxi-
city and hate speech which might offend readers
of this paper. They are taken from empirically col-
lected datasets and do not portray our own opinions.
However, we believe that it is inevitable to investi-
gate concrete instances when discussing detection
approaches.

Reproducibility. We use datasets with annota-
tions for toxicity and hate speech. All of these
datasets are freely available for research use. We
use these data for their intended use, to develop
detection systems. Since we research toxicity and
mentions of identity terms, the datasets have not
been filtered or anonymized for such attributes.
We publish our program code for maximum
transparency. The described models and predic-
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tions of labels can be reproduced with this code.
For training we randomly split the dataset into spe-
cific portions. As these are quite large, we believe
that they are representative for the entire corpus
and that the same experiments with different par-
titions lead to the same conclusions. Additionally,
we provide a script to reproduce the random split
used in our experiments to benefit future research.

We report relevant information for the used ar-
tifacts and refer to the original publications for
further documentation. We describe the structure
and size of the models we create. We believe that
these descriptions make our approach reproducible.
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A Hyperparameter Optimization
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point for early stopping. The remaining approxi-
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ter optimization. Optimizing all models with the
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more than 100k training instances to change the
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this is indeed the case, we trained another TOX
baseline model with a larger subset for training
by splitting the dev set as follows: 80% training,
10% validation-1, 10% validation-2. The resulting
model (being trained on more than three times as
many instances) achieves a slightly improved per-
formance by 1.5 percentage points (Flz,, = .66)
on the same test data. Hence, the chosen split does
not have an impact on our conclusions.

For evaluation, we use the combined public and
private test datasets from the Jigsaw Unintended
Bias in Toxicity Classification challenge which
does allow a straightforward comparison with past
and future work.

We constrain input text instances to a maximum
length of 236 tokens. This value corresponds to
the 99th percentile of instance lengths in the de-
velopment set. Thus, only 1% of the instances are
truncated.

To deal with the skewed class distribution, we
use class weights based on the inverse class fre-
quency in the training data for all attributes in each
loss.

Early stopping configuration. While all our se-
tups operate with the same model, we monitor
only relevant performance measures for each setup.
Early stopping for the TOX setup monitors only
the performance of the Tox classifier. In the joint
setup, early stopping is based on toxicity and any
active identity term classifiers in combination (all
classifiers weighted equally). In the adversarial
setups, early stopping is determined by monitor-
ing the sum of the Tox classifier performance (or
all MTL classifiers) and the negated adversary’s
performance (weighted by 0.1).

We use early stopping with patience = 3 and
reload the best model if the maximum of 10 epochs
is reached.

Training process metadata. On the mentioned
data, our model trains for approximately 32 min-
utes per epoch on a single GPU (Nvidia Quadro
RTX 8000). Each model has approximately 109
million trainable parameters.

Learning rate optimization. We run each ex-
periment with different learning rates Ir € {5 -
107%,7.5-107%,1-107°,2.5-1075,5-107°}. For
optimization we select the best Ir value for each
model according to its performance on the por-
tion of the dataset which has not been used during
training (255k instances). As performance mea-
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O+ O - Total
Tox + 27,963 (61%) 18,072 46,035
Tox — 142,341 (40%) 216,754 359,095
Total 170,304 (42%) 234,826 405,130

Table 4: Distribution of binary toxicity and identity term
annotations in the development set from the CivilCom-
ments dataset (Borkan et al., 2019). The percentages are
respectively the proportion of instances with identities
to the total instances for each row.

sure we calculate the toxicity F1 score, possibly
(if the model uses joint MTL) add F1 scores for
joint MTL identity term classifiers and possibly (if
the model uses an adversary) subtract the F1 score
of the adversarial task. Since our main goal is to
optimize the toxicity detection performance, we
multiply the F1 scores of the identity classifiers by
areduced weight of 0.1 in this measure.

B CivilComments Data

Table 4 shows the distribution of binary toxicity
and identity term annotations in the development
set from the CivilComments dataset (Borkan et al.,
2019). This suggests a correlation between toxicity
and mentions of identity terms, as toxic instances
contain identity terms in 61% of instances, but only
40% of non-toxic instances.

C Full Results

The performance of the models with optimized
learning rate (cf. Appendix A) on the test dataset
is displayed in Table 5. In addition to the perfor-
mance scores shown in Table 2, this table provides
the results for several models for each setup with
different A, values as well as some further setups
with other combinations of the hierarchical identity
classifiers. Table 2 only shows the best-performing
corrected models based on the in-distribution test
set performance with high Flr,, and low respec-
tive identity detection F1 for each setting (see un-
derlined values in Table 5). The additional setups
included in Table 5 which are not directly related
to our research questions are briefly motivated in
the following.

We additionally test a setting where we are
correcting for both Identity and Class (Ag, A3 €
{0.10,0.25,0.50,1.00}, Model Tox—C—I). This
setting is based on the assumption that a combined
correction for both C and I could capture the more



Model At A2 A3 ey my Y
TOX (baseline) 0 0 0 64 59 25 07
RT (2022) 0 0 0 55 45 13 .03
o Tox+0O —1 — — .63 .93
z 2 Tox—O 010  — — 64 34
£ E Tox—O 0.25 — — 64 33
= g Tox—0 0.50 — — 64 16
Tox—0 1.00 — — 63 .05
. Tox+C — ~1 — 63 (.92) 87
£ 2 Tox—C — 0.10 — 64 (.55) .09
85 Tox—C — 0.25 — 63 (.52) 06
~ Tox—C — 0.50 — 64 (.58) 11
Tox—C — 1.00 — 64 (51) .09
Tox+1 — — —1 64 (.90) (77) 39
2 Tox-I — — 0.10 63 (.58) (.20) .05
5 Tox-I — — 0.25 64 (.58) (.15) 03
= Tox—I — — 0.50 63 (.58) (.17) 01
Tox—1I — — 1.00 63 (.58) (21) .02
2 5 Tox—C-I — 0.10 0.10 64 (.48) .08 .03
2 £ Tox—C-I — 0.25 0.25 64 (.53) .05 02
S S Tox—C-I — 0.50 0.50 63 (.57) 14 02
Tox—C—1I — 1.00 1.00 62 (.52) .10 01
Tox+0+C+1 ~1 —1 —1 64 93 86 38
Tox—O—C—1 0.10 0.10 0.10 64 19 13 04
Tox—O—C—1 0.25 0.25 0.25 63 21 13 .03
Tox—O—C—1 0.50 0.50 0.50 64 22 .06 02
Tox—O—C—I 1.00 1.00 1.00 63 .05 .10 01
& Tox+0,C,1 ~1 0 0 63 93 34 .10
£ Tox+0-C-I —1 0.10 0.10 64 93 32 .08
= Tox+0-C-I -1 0.25 0.25 64 93 30 .08
®  Tox+0-C-I —1 0.50 0.50 63 93 27 07
Tox+0—C—1 —1 1.00 1.00 63 93 26 .06
Tox+0+C, I —1 —1 0 64 93 88 27
Tox+0+C—I ~1 ~1 0.10 63 93 87 25
Tox+0+C—1I —1 —1 0.25 63 93 88 25
Tox+0+C—1I -1 -1 0.50 63 93 86 24
Tox+0+C—1 —1 —1 1.00 63 93 85 22
Tox+0+C—I —1 ~1 2.00 61 93 81 20
Tox+0+C—1I —1 —1 3.00 61 92 67 .10

Table 5: Performance of optimized models on the test dataset. We display F1 for the positive classes across all
variables. The values in the superscript of the F1 scores specify the number of classes evaluated in each task — for
multi-label tasks (Class and Identity) we display the macro-average F1 over all positive class label F1 scores. In the
marks adversaries and classifiers appended with “,” do not
have an effect on the encoder. Tox refers to the toxicity classifier. (O)ccurrence, (C)lass and (I)dentity refer to the
classifiers for the three levels of the identity term label hierarchy according to our model (see Figure 2). Values in
parentheses are inferred from the prediction of more fine-grained labels. Underlined A values mark the best debiased

column “Model”, “+4” marks joint classification,

model for each setting.
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Id Reference Description Size

da Davidson et al. (2017) Tweets annotated for hate speech and offensive lan- 24,783
guage

ol  Zampieri et al. (2019a) Tweets annotated for offensive content (OLID) 860

ha Mandl et al. (2021) Tweets annotated for hate speech and other offen- 1,281
sive and objectionable content (HASOC 2021)

se Samory et al. (2021) Tweets annotated for sexism with predicted toxicity 13,631
scores (CMSB)

sf  de Gibert et al. (2018) Texts extracted from a white supremacy forum 478
(Stormfront)

gk Grimminger and Klinger (2021) Political Twitter data annotated for hate- 600
ful/offensive speech

as  Vidgen et al. (2020) Tweets annotated for hostility directed against 40,000
Asian people

et  Mollas et al. (2022) YouTube and Reddit comments annotated for hate 998
speech (ETHOS)

hc Rottger et al. (2021) Crafted test cases for hate speech detection (Hate- 3,728

Check)

Table 6: Hate speech datasets used as additional test data to evaluate out-of-distribution performance. We show the
number of instances we use for evaluation in the last column.

general set of features on the one hand, which are
also sufficiently specific properties of identities on
the other. We hypothesize that this setting will lead
to a more comprehensive mitigation of the identity
term bias than the experimental design with single
adversaries.

Further, we test additional setups with all
three levels, where we explore combinations
incorporating the Occurrence classifier as ad-
versary (A\; € {0.10,0.25,0.50,1.00}, Model
Tox—O—C—I). Here we test whether the additional
correction for O does not contribute to a broader
mitigation of the target identity term bias that we
are aiming for and might harm the overall toxicity
detection performance.

Additionally, we explore the configuration where
we only correct for identity features while jointly
promoting Occurrence and Class information
(Model Tox+0O+C—1I). The idea behind this is that
we may want to let the model represent features of
the target occurrence as well as some distinguish-
ing features of identity classes. There could be
substantial differences in the type of toxicity that
targets certain groups compared to other types of
toxicity that target other groups. Therefore, we
want to enable co-learning of such properties of
identities in this setup. Here, we also test higher
weights (A3 € {0.10,0.25,0.50, 1.00, 2.00, 3.00})
to empower the Identity adversary to possibly out-

50

weigh the three joint classifiers which presumably
induce identity bias. A more powerful adversary
on the lowest level might be sucessful at unlearning
specific features of identities which constitute the
target bias and result in an improved generalization
ability of the trained model. However, by includ-
ing the classifiers O and C jointly with the toxicity
classifier, this model could still retain the ability
to learn more general categories of targets of toxic
statements.

D Cross-Corpus Evaluation

We evaluate the performance of different models
trained on the CivilComments dataset to predict
hate speech on other datasets. We show the datasets
that we use in Table 6. We selected publicly avail-
able datasets covering general types of hate speech
and toxicity as well as datasets with a focus on
specific subtypes, such as hate speech directed to-
wards specific targets. In cases where the original
authors declare a specific portion of the data as a
test subset, we only use this portion in our evalua-
tion. Otherwise we evaluate on the entire dataset.
The results for the out-of-distribution hate
speech and toxicity detection performance are dis-
played in Table 7. The performance of all models
on the ‘gk’ and ‘as’ datasets is rather low (F1 <
.30), presumably because these corpora are focused



Performance on test data

Out-of-domain

Model IN da ol ha se sf gk as et hc avg.
TOX (baseline) .64 88 .64 70 .69 63 30 22 .70 .76 .61
55 88 61 71 65 51 26 16 .62 .60 .56

RT (2022) A—09 A00 A—03 A+0l A—04 A—12 A—04 A—06 A—08 A—.16 A—05
Tox—O 63 87 62 68 69 66 22 17 7Tl .74 .60
A—01 A—01 A—02 A—02 A0 A+03 A—08 A—05 A+0l A—.02 A—01

Tox—I 63 88 64 70 70 .67 24 19 72 .76 .61
A—01  A00 A00 A00 A+0l A+.04 A—06 A—03 A+02 A0 A.00

63 8 66 72 69 65 21 21 71 75 .61

Tox+0+C-1 A—01  A00 A+.02 A+02  A00 A+.02 A—09 A—01 A+01 A—0l A.00
64 8 66 71 70 62 21 .17 71 .76 .60

Tox+0-C-1 A0 A00 A+.02 A+01 A+0l A—01 A—09 A—05 A+0l A0 A—01

Table 7: Hate speech/toxicity detection performance (F1 for the positive class) of our best corrected models in
comparison to the baseline TOX model on different datasets. All models have been trained on the same data.
A-values show the difference to the F1 score of the baseline model TOX. IN refers to the in-distribution test
dataset performance of the CivilComments corpus and avg. refers to the macro-average of all out-of-distribution
performances.

Test dataset: Identity-specific subsets

Full test  fema male chri whit musl blac  homo jewi psyc asia athe tran lati hete

# test instances: 42870 5155 4386 4226 2452 2040 1519 1065 835 511 454 280 260 225 141

(1) (1) (1) (1) (1) (1) (1) (1) (1) (1) (1) (1) (1) (1) (1)

Model FlTnx FlTox F]Tox FlTox FlTox FlTox F]Tox FITox FlTox FlTnx FlTox F]Tox FlTox FlTox FlTox

TOX (baseline) .64 .62 .61 .60 .63 .59 .65 .62 .62 .65 53 52 .63 .62 52

RT (2022) .55 .56 54 45 .53 .39 52 A4S S1 .58 .30 A7 .62 49 45

A—09 A—-06 A—07 A—15 A—10 A—-20 A—13 A—-17 A—11 A—-07 A—-23 A—-05 A—-01 A—13 A—-.07

Tox—O .63 .62 .61 .57 .62 58 .64 .61 .60 .69 .53 .59 .63 .63 52
Ox A—.01 A—03 A—-01 A—-01 A—01 A—-01 A—02 A+4+.04 A+.07 A+.01 A+.01

Tox—I .63 .62 .62 .59 .65 .59 .66 .61 .64 .67 .50 .55 .56 .69 51

X A—01 A4.01 A—01 A+.02 A4+.01 A—01 A+.02 A+.02 A—-03 A+.03 A—06 A4+.07 A—-.01

Tox+0+C—1I .63 .62 .61 .59 .65 59 .67 .59 .63 .66 54 .62 .63 .68 46

0x A—01 A—01 A+.02 A+.02 A—03 A+01 A+0l A+0l A+10 A+01 A+.06 A—.06

.64 63 .62 .59 .64 .60 .66 .61 57 .70 .58 48 .67 .65 51

Tox+0—C-1 A+.,01 A+.01 A—01 A+.01 A401 A4+01 A—-01 A—-05 A+.05 A4.05 A—-04 A+.04 A4.03 A—-0I

Table 8: Performance of best models on different portions of the test dataset. A-values show the difference to
the F1 score of the baseline model TOX. Fema: female, chri: christian, whit: white, musl: muslim, blac: black,
homo: homosexual gay or lesbian, jewi: jewish, psyc: psychiatric or mental illness, asia: asian, athe: atheist, tran:
transgender, lati: latino, hete: heterosexual.

on special cases of hate speech (towards specific
individuals or particular ethnicities).

E Evaluation of Identity-Specific Subsets

Table 8 shows the F1 scores of the baseline TOX
model in comparison to the debiased baseline RT
(2022) and our corrected models for these different
portions of the test dataset. We additionally provide
the number of instances which are considered in
each subset. We discard all identity labels with less
than 100 instances in the test dataset in this evalu-
ation as there is presumably not enough statistical
evidence for such categories.
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Abstract

In machine learning, temporal shifts occur
when there are differences between training and
test splits in terms of time. For streaming data
such as news or social media, models are com-
monly trained on a fixed corpus from a certain
period of time, and they can become obsolete
due to the dynamism and evolving nature of
online content. This paper focuses on temporal
shifts in social media and, in particular, Twit-
ter. We propose a unified evaluation scheme
to assess the performance of language models
(LMs) under temporal shift on standard social
media tasks. LMs are tested on five diverse
social media NLP tasks under different tem-
poral settings, which revealed two important
findings: (i) the decrease in performance un-
der temporal shift is consistent across different
models for entity-focused tasks such as named
entity recognition or disambiguation, and hate
speech detection, but not significant in the other
tasks analysed (i.e., topic and sentiment clas-
sification); and (ii) continuous pre-training on
the test period does not improve the temporal
adaptability of LMs.

1 Introduction

Modern natural language processing (NLP) is cen-
tered on language models (LMs) (Devlin et al.,
2019; Radford et al., 2019; Liu et al., 2019; Min
et al., 2023). The versatility of LMs has enabled
many real world applications, including chatbot!,
text-guided image generation (Aditya et al., 2021),
and text-to-speech (Paul K. et al., 2023). One of
the well-known issues of LMs, however, is that the
capabilities of LMs can not be fully analyzed due
to their blackbox nature. To overcome such limita-
tions to understand LMs’ true capability, method-
ologies and datasets to inspect LMs have been pro-
posed in the context of model probing study, which

“Work done while at Cardiff NLP
"https://openai.com/blog/chatgpt
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uncovered various features such as syntax (He-
witt and Manning, 2019; Goldberg, 2019), factual
knowledge (Petroni et al., 2019; Ushio et al., 2021),
semantics (Ettinger, 2020; Tenney et al., 2019), and
emergent ability (Jason et al., 2022).

Besides such studies of LM probing, there is
another line of research that focuses on the adapt-
ability of LMs under settings incurring changing
conditions, including temporal shifts (Lazaridou
et al., 2021; Loureiro et al., 2022a). In this pa-
per, we refer to temporal shifts when discussing
settings in which the time period of the test set
is different from that of the training set (with the
test set period being generally after, reassembling
real-world settings.). These settings have been em-
pirically known to lead a non-trivial decrease in per-
formance on some tasks (Liska et al., 2022; Jungo
et al., 2022). Needless to say, temporal shifts are
more important in more dynamic streaming data
with frequent meaning changes and evolving en-
tities, such as social media (Antypas et al., 2022;
Ushio et al., 2022).

In this paper, we focus on temporal shifts on
Twitter, one of the major social media platforms,
and propose a unified evaluation scheme to assess
the adaptability of LMs toward temporal shift on
Twitter. In particular, we are interested in answer-
ing the following two research questions:

* RQ1. Are temporal shifts in social me-
dia detrimental for LM performance in NLP
tasks?

* RQ2. If so, what are the causes of this tempo-
ral shift and can it be mitigated (by e.g. using
LMs pre-trained on recent data)?

For the evaluation, we selected five diverse so-
cial media NLP tasks for which there are datasets
with temporal information available: hate speech
detection, topic classification, sentiment classifi-
cation, named entity disambiguation (NED), and
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named entity recognition (NER) ranging over dif-
ferent time periods. The temporal shifts considered
are relatively short compared to those studied in
other sources of streaming data such as news and
scientific papers. We test both LMs specialized on
social media and other general-purpose trained on
encyclopedic and web-crawled corpus.

Our study shows that tasks driven by named en-
tities or events (i.e., hate speech, NED, and NER)
present consistent decrease across model under
temporal shift settings, while it is less prominent in
the other tasks. Crucially, our results show that the
decrease caused by temporal shift cannot be miti-
gated by considering a more recent corpus to the
pre-training dataset. Finally, qualitative analysis
highlights that the common mistakes made by LMs
are indeed instances that require to understand the
named entities in the tweet. All the datasets and
the scripts to reproduce our experiments are made
publicly available online?.

2 Related Work

LMs on Social Media. Major LMs are com-
monly pre-trained on encyclopedic and web-
crawled corpora (Lewis et al., 2020; Raffel et al.,
2020; Aakanksha et al., 2023; Rohan et al., 2023;
Hugo et al., 2023b,a; Tom B. et al., 2020), while
the adaptation of such LMs to social media has led
new LMs pre-trained on corpus curated over social
media (Nguyen et al., 2020; Loureiro et al., 2022a;
DeLucia et al., 2022; Barbieri et al., 2022), which
present better performance on social media NLP
tasks than standard LMs (Barbieri et al., 2020; An-
typas et al., 2023). However, such studies on NLP
tasks in social media mainly focus on static datasets
without temporal shift. A few of them associate
timestamps to the dataset and provide basic tem-
poral analysis (Antypas et al., 2022; Ushio et al.,
2022), but these are limited to a single task. Finally,
related to the temporal aspect of this work, short-
term meaning shift has also been studied in the
context of social media and LMs (Loureiro et al.,
2022b).

Temporal Generalization. Importantly, this
work aligns to the research on the temporal or di-
achronic generalization of LMs. In this area, how-
ever, most previous works focus on relatively long
term (over 10 years) (Lazaridou et al., 2021) or
formal source of text such as news and scientific

2https ://huggingface.co/datasets/
tweettemposhift/tweet_temporal_shift

53

papers (Liska et al., 2022; Jungo et al., 2022). In
the context of short-term temporal analysis, there
are three studies that are most similar to ours. Luu
et al. (2022) analyse the temporal performance
degradation of LMs in NLP tasks in relatively short
time periods. While social media is included as
one of the domains, the evaluation is limited to the
classification task and to general-domain models.
Agarwal and Nenkova (2022) performed a simi-
lar general analysis for different tasks, while also
analysing the effect of self-labeling as a mitigation
to temporal misalignment, which we do not analyse
in this work. The main difference between these
works in ours is our focus on social media, where
we carry out a targeted comprehensive analysis on
short-term temporal effects. When it comes to so-
cial media, temporal shifts are especially relevant
given the real-time nature of the platform and their
focus on current events. In the context of Italian
Twitter, Florio et al. (2020) analysed the tempo-
ral sensitivity of models for hate speech detection,
which is one of the tasks included in this paper.

Temporal-aware LMs. To enhance adaptability
of LMs for temporal shift, there are a few works
that explicitly ingests the temporal information to
the model by specific attention mechanism (Rosin
and Radinsky, 2022), augmenting the input with
timestamp (Rosin et al., 2022), joint modeling of
temporal information (Dhingra et al., 2022), and
self-labeling (Agarwal and Nenkova, 2022). In
this paper, we do not include any temporal-aware
LMs, because we are interested in analysing the
adaptability of plain LMs to temporal shifts.

3 Experimental Setting

In this section, we describe our experimental set-
ting to investigate the effect of temporal shifts in
LMs.

3.1 Evaluation Methodology

Let us define Dirain and Diegt as the training and
test splits of a dataset D for a single downstream
task (e.g. sentiment classification), where each
dataset contains pairs of a text input and associated
labels. Importantly, Di,ain is taken from the period
prior to Dyes, Without any temporal overlap. Given
such dataset with temporal split, we consider the
following two settings of out-of-time (OOT) and
in-time (IT).

Out-of-Time (OOT). In the first setting, we sim-
ply train the models on Dy, and evaluate them
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Out-of-Time (OOT)

Train Test
2018 2020 2022
In-Time (IT)
Train
Test
2018 2020 2022‘

Figure 1: An illustrative example of the conceptual
differences between the sampling time periods of the
OOT and IT settings.

on Dyest. Noticeably, models have no access to the
instances from the test period at the training phase
in this setting, so we refer the setting as out-of-time
(OOT) as an analogy to the out-of-domain (OOD).

In-Time (IT). As a comparison to OOT, we con-
sider the second experimental setting, which is de-
signed to assess the effect of training instances from
the test period. The test set is randomly split into
non-overlapped four chunks (Dyes; = ;| Diet)
for cross validation, where models trained on
Dirain U Drest \ Diest are evaluated on Di . For
each chunk of the test set, we downsample the IT
training set to the same size as Dy,in, With three
random seeds and report the averaged metrics over
the runs. To be precise, we consider a function
Fs(D) that randomly samples |Diyain| instances
from D, and we independently train models on
Fs(Dtrain | Dtest \Dlogt) for s = 0,1,2. In con-
trast to OOT, we refer this setting as in-time (IT)
setting.

Figure 1 presents an example overview of the
differences between IT and OOT settings from the
perspective of data sampling periods (data from
2018 to 2022 in the example).

3.2 Tasks & Datasets

We consider the following five diverse social media
NLP tasks: hate speech detection, topic classifi-
cation, sentiment classification, named entity dis-
ambiguation (NED), and named entity recognition
(NER). For each task, we employ a public dataset
for English and leverage its original temporal splits,
unless there is overlap between the periods of train-
ing and test sets.
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Hate Speech Detection. Hate speech detection in
Twitter consists of identifying whether a tweet con-
tains hateful content. We use the dataset proposed
by Waseem and Hovy (2016) framed as binary clas-
sification as the dataset to create the training and
test splits based on the timestamp. The first half
is used for training and the rest for test split. The
training split is further randomly split into 2:8 for
validation:training. We use accuracy to evaluate
the hate speech detection models.

Topic Classification. Topic classification is a
task that consists of associating an input text with
one or more labels from a fixed label set. For this
evaluation, we rely on TweetTopic (Antypas et al.,
2022), a multi-label topic classification dataset with
19 topics such as sports or music. As evaluation
metric, we use micro-F1 score to measure the per-
formance of topic classification models.

Sentiment Analysis. Sentiment analysis is a
standard social media task consisting of associ-
ating each post with its sentiment. In particular,
we use the dataset from the task 2: LongEval-
Classification from CLEF-2023 (Alkhalifa et al.,
2023) in which the task is framed as binary classi-
fication with positive and negative labels. The orig-
inal training split contains around 50k instances
while 1k test split, which is highly imbalance and
the effect of the I'T sample can be very limited. To
balance the training and test splits, we randomly
sample 2.5k instances from each label, amount-
ing 5k new training instance. We use accuracy to
evaluate the sentiment classification models.

Named Entity Disambiguation (NED). NED
is a a binary classification that consists of iden-
tifying if the meaning of a given target entity in
context is the same as the one provided. We use
the TweetNERD (Mishra et al., 2022) dataset and
reformulated into NED following SuperTweetEval
(Dimosthenis et al., 2023). Then, we create the
train, validation, and test splits in the same way
as the hate speech detection. We use accuracy to
evaluate the NED models.

Named Entity Recognition (NER). NER is a
sequence labelling task to predict a single named-
entity type on each token on the input text. We rely
on TweetNER7 (Ushio et al., 2022), a NER dataset
on Twitter that contains seven named entity types.
We use span F1 score to evaluate NER models.



Split Size Date Examples
» Train 2,318 2013-09-23/2015-03-03 Zebra undies #MKR chic in pink dress. (Hate)
é Valid 579 2013-09-23 /2015-03-03  OMG fashion parade time #mkr. (non-Hate)
Test 1,475 2015-03-04/2015-03-14  female football commentators just don’t work. (Hate)
o Train 4,585 2019-09-08 / 2020-08-30  So, when I can listen to watermelon sugar live in Jakarta Harry?
§* Valid 573 2019-09-08 / 2020-08-30 @ Harry_Styles (celebrity, music)
Test 1,679 2020-09-06 /2021-08-29 Glad to see the Chiefs crushed the Texans (sports)
~ Train 5,000 2014-02-06/2016-12-31 I think I'm in love (positive)
g Valid 1,344 2016-01-01/2016-12-31 @user is making me very upset (negative)
Test 1,344 2018-01-01/2019-01-01  Shoutout to @ MENTION for donating to poor (positive)
Train 18,469 2020-02-26 / 2021-08-27  Every concert I've seen announce lately, they are steering clear of
a Detroit (Target: Detroit, Definition: Art museum, Label: False)
Z  Valid 4,617 2020-02-27/2021-08-27 Me on stream: Happy Friday!, Australia: It’s Saturday
Test 21,253 2021-08-28/2021-11-28 (Target: Australia, Definition: country, Label: True)
o~ Train 4,616 2019-09-08 / 2020-08-30 UFC 245: Looking at the three title fights on tap at T-Mobile Arena
%—1 Valid 576  2019-09-08 / 2020-08-30 (UFC 245: corporation, T-Mobile Arena: location)
Test 2,807 2020-09-05/2021-08-31 Glad the Chiefs crushed the Texans (Chiefs: group, Texans: group)
Table 1: The number of tweets and the period with examples of each dataset.
60 B Hate i@ Topic =1 NED 60 1 7 s Out-of-Time
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Figure 2: Quarterly breakdown of the number of tweets

ratio (%) in each dataset. For example, a ratio of 5% in
13-Q3 for Dataset X would mean that 5% of all tweets in
Dataset X belong to the third quarter (July-September)
of 2013.

3.2.1 Data Statistics

Table 1 shows the size and the period of the training
and the test sets for each dataset, and Figure 2 dis-
plays the number of tweets per quarter for each task.
Topic classification and NER use the same tweets,
which are sampled uniformly from each month,
while NED and hate speech detection have the ma-
jority of the tweets in the latest quarter. Sentiment
analysis covers the longest period in the dataset
that spans over four years. Figures 3 and 4 show
the comparisons of the label distribution of the bi-
nary (i.e., hate speech, sentiment classification, and
NED) and multi-classification tasks (i.e., NER and
topic classification), respectively. As can be ob-
served, hate speech detection has fewer positive
labels in OOT than in IT, while the other two tasks
have the same ratio of the positive labels between
OOT and IT. The same pattern can be observed for
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Hate Sentiment NED

Figure 3: Comparisons of ratio (%) of positive labels in
the training split of each task between OOT and IT.

topic classification and NED, for which the label
distribution does not substantially change.

3.3 Models

We investigate an established general-purpose
LM, RoBERTa (Liu et al., 2019) as well
as other LMs pre-trained on tweets in-
cluding BERTweet (Nguyen et al, 2020),
TimeLM (Loureiro et al., 2022a), and BER-
NICE (DeLucia et al., 2022). For RoBERTa and
BERTweet, we consider the base and the large
models, referred as RoBERTa (B), RoBERTa
(L), BERTweet (B), and BERTweet (L). For
TimeLLM, we consider the base models trained
on the tweets up to 2019, 2020, 2021 and 2022,
referred as TimeLM2019 (B), TimeLLM2020 (B),
TimelLM2021 (B) and TimeLM2022 (B), and
the large model trained upto 2022, referred as



Model Parameters HF Name Citation
RoBERTagasg 123M roberta-base (Liu et al., 2019)
RoBERTa; ArGE 354M roberta-large

BERTweetgasg 123M vinai/bertweet-base (Nguyen et al., 2020)
BERTweet; ARGE 354M vinai/bertweet-large

TimeLM2019gasE 123M cardiffnlp/twitter-roberta-base-2019-90m

TimeLM2020gasE 123M cardiffnlp/twitter-roberta-base-dec2020

TimeLM2021gasg ~ 123M cardiffnlp/twitter-roberta-base-2021-124m  (Loureiro etal., 2022a)
TimeLM2022gasE 354M cardiffnlp/twitter-roberta-base-2022-154m

TimeLM2022; aArge ~ 354M cardiffnlp/twitter-roberta-large-2022-154m

BERNICE 278M jhu-clsp/bernice (DeLucia et al., 2022)

Table 2: Language models used in the paper with the number of parameters and model aliases on Hugging Face.

Hate Topic Sentiment NED NER 4 Results

RoBERTa
BERTweet
BERNICE
TimeLM2019
TimeLM2020
TimeLM2021
TimeLM2022

v
v

ESENENENENENEN
SN NENENENEN

Table 3: The overlap between the test period and the
pre-trained corpus of each LM (v'indicates that the LM
is pre-trained on the corpus including the test period of
the task).

TimeLM2022 (L). The end date of the pre-trained
corpus for each model is 2019-02 (RoBERTa),
2019-08 (BERTweet), 2019-12 (TimeLM2019),
2020-12 (TimeLLM2020), 2021-12 (TimeLM2021
and BERNICE), and 2022-12 (TimeLM2022). All
the model weights are taken from the transformers
model hub (Wolf et al., 2020) and Table 2 shows
the details of models we used in the paper.’
Table 3 shows the overlap between the period of
the pre-trained corpus and the test set for each task,
which will be relevant for the analysis on the effect
of pre-training in Section 5.1. These models are
then fine-tuned in the datasets presented in the
previous section, in both OOT and IT settings. For
model fine tuning, we run hyperparameter search
with Optuna (Akiba et al., 2019) with the default
search space.
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Figures 5 to 9 show the comparisons of IT and
OOT in hate speech detection, NED, NER, topic
classification and sentiment analysis. As can be
observed, hate speech detection, NED and NER
present inconsistencies in both settings, decreas-
ing the performance from IT to OOT. In contrast,
this cannot be observed for both sentiment analy-
sis, and especially topic classification. The average
decrease of OOT performance for each of the tasks
is4.5,2.4,1.7, 0.8 and -0.1 for hate speech detec-
tion, NER, NED topic classification and sentiment
analysis.

One of the main differences of those two groups
of tasks (i.e. hate/NED/NER v.s. topic/sentiment)
entity-centric or event-driven nature of the former.
NER and NED are clearly related to named entities.
Hate speech detection does not relate to named en-
tities explicitly, but since the tweets for hate speech
detection are collected by querying specific events,
they are often about events or celebrities which
peak around the sampled timestamp (Gémez et al.,
2023). On the other hand, events or named enti-
ties are not as important in sentiment analysis, as
the sentiment can be estimated from the context
in most cases. Topic classification depends on the
topic, with some of them related to entities (e.g.
those related to celebrities or TV) and others not
(e.g., daily life, family or food), but in the main
clearly identifiable by the context. Through the
lens of entity relevancy, this result may suggest that
the temporal shift can be caused by named entities,
which includes meaning drift of existing named

3Note that for this analysis we are not interested in the
performance of zero-shot LLMs such as GPT-4, but rather on
the effect of fine-tuned LMs.
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(b) Ratio of labels in topic classification.

Figure 4: Comparisons of label distributions between
OOT and IT settings.

entities or emerging new named entities. Topic
classification can be seen as a mixture of entity-
related instances and not, which results in not fully
consistent gain from OOT, but still significant in
the average.

5 Analysis

This section focuses on the second research ques-
tion (RQ2) and analyses the main causes behind
temporal shift performance degradation of LMs.

5.1 Effect of Pre-Training

A possible direction to mitigate the temporal shift is
to pre-train the LMs on the text from the test period,
which does not require any labeling. Figure 10
visualizes the performance and relative IT improve-
ment of LMs with/without pre-training corpus cov-
ering the test period of each task for topic classifi-
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Figure 5: Comparisons of IT and OOT performance
(accuracy) for hate speech detection.
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Figure 6: Comparisons of IT and OOT performance
(accuracy) for NED.

cation/NED/NER®. At a glance, we cannot observe
see any relationship between the pre-training cor-
pus and the performance. The averaged relative
gains of the metrics from OOT within the LMs pre-
trained on the test period and the others are 2.0 and
0.6 (topic classification), 3.5 and 3.8 (NER), and
2.1 and 1.9 (NED) respectively. Therefore, all mod-
els are affected by the temporal shift irrespective of
the pre-training corpus date. This implies that the
temporal shift cannot be robustly resolved by only
adding data from the test period to the pre-training
corpus, a conclusion that was also reached by Luu
et al. (2022).

5.2 Effect of Label Distribution

In supervised machine learning label distribution,
the distribution of the binary label over the test in-
stances, shifts can affect a model’s performance. In

“The test periods of hate speech detection and sentiment

classification are covered by all the LMs we considered in the
experiment.
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Figure 7: Comparisons of IT and OOT performance (F1
score) for NER.
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Figure 8: Comparisons of IT and OOT performance (F1
score) for topic classification.

this section, we analyse this potential effect when
it comes to temporal shifts. For this, we rely on
hate speech detection, which presents the largest
decrease in performance from IT to OOT, with a
different label distribution between training and
test (see Figure 3). For the other tasks, the label
distribution appears to be largely similar. To sepa-
rate the effect of label distributional shift between
IT and OOT from the temporal shift, we conduct
a controlled experiment by balancing the label dis-
tribution of each IT training split to be the same as
OOT training split. This is achieved by undersam-
pling the size of the training set. Table 4 shows the
results, where the average relative gain is still posi-
tive, although it becomes less dominant in balanced
experiment. This highlights how label distribution
may change over time and this itself have an ef-
fect in model performance. A similar finding was
already discussed by Luu et al. (2022).
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Figure 9: Comparisons of IT and OOT performance
(accuracy) for sentiment classification.

Original Balanced
RoBERTa (B) 7.25 5.19
RoBERTa (L) 5.96 -0.95
BERTweet (B) 591 4.84
BERTweet (L) 2.88 -0.30
BERNICE 5.04 4.72
TimeLM2019 (B) 4.80 4.16
TimeLM2020 (B) 5.71 5.39
TimeLM2021 (B) 4.51 5.52
TimeLM2022 (B) 4.97 0.15
TimeLM2022 (L) 4.94 1.89
Average 5.20 3.06

Table 4: Comparisons of relative accuracy gain from
OOT to IT between original (unbalanced) and balanced
label distributions for hate speech detection.

5.3 Qualitative Analysis

In this analysis, we have a closer look on the test
instances that are incorrect in OOT, turning to be
correct in I'T. To be precise, we sort the test instance
in a single task based on the number of models
where the error in OOT setting has been corrected
in IT setting over all the random seeds. In other
words, given a test instance, we check whether a
model prediction is incorrect in OOT, but correct in
the IT setting. This particular instance is counted
as a correction. In total, we have 10 models with
3 independent runs with different random seed to
construct the training data, so 30 would be the
maximum number of corrections. For sentiment
classification, hate speech detection, topic classi-
fication and NED, we simply count instance-level
corrections. Given the complex nature of NER eval-
uation, we decided to only focus on the entity type
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Figure 10: Relative improvement (%) from OOT to IT
for each task (topic, NED and NER). LMs with pre-
training corpus including the test period are in blue, and
those without temporal overlap in red.

predictions for this analysis.

Table 5 shows the top instances in terms of IT
corrections for each of the task. We can observed
the marked differences across tasks, with NED and
hate speech detection including instances which
were corrected 100% in the OOT setting. In fact,
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Task Top corrected  Avg Top 10
NED 30/30 (100%) 30.0
Hate 30/30 (100%) 30.0
NER 28/30 (93.3%) 24.0
Sentiment  19/30 (63.3%) 13.6
Topic 16/30 (53.3%) 12.5

Table 5: Top instances in terms of number of predictions
corrected with an IT split. The second column indicates
the top 10 average.

Task
NED

Gold Times corrected

30/30 (100%)

Instance

SO cute how False
<Aoki> describes
Ida. "thinks about
things  seriously"
(Japanese  manga

series)

Will Ram &
<Priya> go on
a honeymoon it’ll be
a nice break for them
(...) #BadeAchhe-
LagteHain2 (Indian
actress)

#MKR God Kat you
are awful awful per-
son. Oh you are hu-
miliated? GOOD.

False  30/30 (100%)

Hate False 30/30 (100%)

#katandandre False
gaaaaah I just want
to slap her back to

WA #MKR

30/30 (100%)

Table 6: Two examples from the NED and hate speech
detection datasets in which the prediction was corrected
100% of the times with an IT split. For NED, the defini-
tion is provided in parenthesis and target word indicated
between < and >.

there are respectively 44 and 15 instances for which
this is the case in these two tasks. Similarly for
NER, the number of corrections is high. This is
correlated with the main results of the paper (see
Section 4) which showed clear improvements for
these tasks in the IT setting, but not for sentiment
and and topic classification.

Finally, Table 6 shows some of these instances
for NED and hate speech detection. In the case of
NED, the tweets relate to two new TV series that
were on air at test time (Japanese Kieta Hatsukoi
in the first example and Indian Bade Achhe Lagte
Hain in the second, both from 2021). This is similar
to the hate speech detection in which the examples



belong to the My Kitchen Rules TV show. This
highlights the event-driven nature of social media,
and the importance of acquiring the background
context for the specific task.

6 Conclusion

We proposed an evaluation method to assess the
adaptability of LMs for temporal shifts on social
media with five diverse downstream tasks including
sentiment classification, NER, NED, hate speech
detection, and topic classification. We have tested
diverse LMs trained on Twitter under different tem-
poral settings. The experimental results indicate
that the adaptability gets consistently worse on en-
tity or event-driven tasks (NED, NER, and hate
speech detection) while the effect is limited in the
other tasks. This conclusion was similar to previ-
ous work in more general domains, which observed
a variation across different types of task when it
comes to temporal degradation (Luu et al., 2022;
Agarwal and Nenkova, 2022). Finally, our analysis
shows that pre-training on a corpus from the test pe-
riod is not enough to solve the temporal shift issue,
with performance still being degraded in compar-
ison to models fine-tuned on the labeled dataset
from the test period.

Limitations

Regardless of some similarities between Twitter
and other streaming data such as news and other
social media platforms being real-time and trend-
driven, they can have different characteristics, and
the results of our study may apply to Twitter ex-
clusively. For our evaluation we rely on a single
dataset for each of the tasks. Of course, these
datasets are not a faithfully representation of the
task and may contain their own biases. Therefore,
even for the same task, the findings in this paper
may differ if using a different dataset.

Ethical Statement

The datasets we used in the experiments are all
from Twitter. Data has been anonymized (only in-
formation about legacy-verified users is kept) so
that they do not contain any personal identifiable
information (PII). We do not gather information
from individual accounts but rely on aggregated
information and metrics only. Please note that the
text may contain sensitive content due to the na-
ture of social media and the task, in particular hate
speech detection.
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Abstract

While large language models (LLMs) show
promise for various tasks, their performance
in compound aspect-based sentiment analysis
(ABSA) tasks lags behind fine-tuned models.
However, the potential of LLMs fine-tuned for
ABSA remains unexplored. This paper exam-
ines the capabilities of open-source LLMs fine-
tuned for ABSA, focusing on LLaMA-based
models. We evaluate the performance across
four tasks and eight English datasets, finding
that the fine-tuned Orca 2 model surpasses state-
of-the-art results in all tasks. However, all mod-
els struggle in zero-shot and few-shot scenarios
compared to fully fine-tuned ones. Addition-
ally, we conduct error analysis to identify chal-
lenges faced by fine-tuned models.

1 Introduction

Aspect-based sentiment analysis (ABSA) aims
to extract detailed sentiment information from
text (Zhang et al., 2022). ABSA includes four senti-
ment elements: aspect term (a), aspect category (c),
opinion term (0), and sentiment polarity (p). Given
the example review “The steak was delicious”, the
elements are “steak”, “food quality”, “delicious”
and “positive”, respectively.

Initially, ABSA research focused on extracting
individual sentiment elements, e.g. aspect term
extraction or aspect category detection (Pontiki
et al., 2014). Recent research has transitioned
towards compound tasks involving multiple sen-
timent elements, such as aspect sentiment triplet
extraction (ASTE) (Peng et al., 2020), target as-
pect category detection (TASD) (Wan et al., 2020),
aspect category opinion sentiment (ACOS) (Cai
et al., 2021), and aspect sentiment quad prediction
(ASQP) (Zhang et al., 2021a). Table 1 shows the
output formats of these ABSA tasks.

Modern ABSA research often utilizes pre-
trained language models, mainly focusing on
sequence-to-sequence models. Compound ABSA
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Task  Output Example output

ASTE  {(a,0,p)}  {(“steak”, “delicious”, POS)}

TASD {(a,c,p)}  {(“steak”, food quality, POS)}

ACOS  {(a,c,0,p)} {(“steak™, food quality, “delicious”, POS)}

ASQP  {(a,c,0,p)} {(“steak™, food quality, “delicious”, POS)}
Table 1: Output format for selected ABSA tasks for a

review: “The steak was delicious”. ACOS focuses on
implicit aspect and opinion terms in contrast to ASQP.

tasks are typically formulated as text generation
problems (Zhang et al., 2021b,a; Gao et al., 2022;
Hu et al., 2022; Gou et al., 2023), which allows to
solve compound ABSA tasks simultaneously.

Lately, large language models (LLMs), such as
ChatGPT (OpenAl, 2022), LLaMA 2 (Touvron
et al., 2023b) and Orca 2 (Mitra et al., 2023), have
made significant progress across various natural
language processing tasks. However, more tradi-
tional approaches that fine-tune Transformer-based
models with sufficient data have shown superior
performance over ChatGPT in compound ABSA
tasks (Zhang et al., 2023; Gou et al., 2023). Ad-
ditionally, fine-tuning LLMs on a single GPU is
challenging due to their large number of parameters.
Techniques like QLoRA (Dettmers et al., 2023) ad-
dress this challenge using a quantized 4-bit frozen
backbone LLM with a small set of learnable LoRA
weights (Hu et al., 2021). However, studies have
yet to explore the capabilities of fine-tuned open-
source LLMs for ABSA.

This paper examines the unexplored potential
of LLaMA-based models fine-tuned for English
ABSA alongside their performance in zero-shot
and few-shot scenarios. Our key contributions in-
clude: 1) Introducing the capabilities of fine-tuned
LLaMA-based models for ABSA. 2) Conducting a
comparative analysis of two LLaMA-based models
against state-of-the-art results across four ABSA
tasks and eight datasets. 3) Evaluating models’ per-
formance in zero-shot, few-shot, and fine-tuning
scenarios, demonstrating the superior performance
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of the fine-tuned Orca 2 model, surpassing state-
of-the-art results across all datasets and tasks. 4)
Presenting error analysis of the top-performing
model.!

2 Related Work

Early ABSA studies focused on predicting one or
two sentiment elements (Liu et al., 2015; Zhou
et al., 2015; He et al., 2019; Cai et al., 2020) be-
fore progressing to more complex tasks involving
triplets and quadruplets, such as ASTE (Peng et al.,
2020), TASD (Wan et al., 2020), ASQP (Zhang
et al., 2021a) and ACOS (Cai et al., 2021).

Recent ABSA research focuses primarily on text
generation initiated by GAS (Zhang et al., 2021b).
PARAPHRASE (Zhang et al., 2021a) converts
labels to natural language. LEGO-ABSA (Gao
et al., 2022) explores multi-tasking, DLO (Hu et al.,
2022) optimizes element ordering, MVP (Gou
et al., 2023) combines differently ordered outputs,
and Scaria et al. (2023) adopt instruction tuning.

Gou et al. (2023) and Zhang et al. (2023) show
that ChatGPT struggles with compound ABSA
tasks in zero-shot and few-shot settings. Simmer-
ing and Huoviala (2023) report promising results
with close-source LLMs for a single simple ABSA
task.

3 Experimental Setup

We employ the 7B and 13B versions of
LLaMA 2 (Touvron et al., 2023b) and Orca 2 (Mi-
tra et al., 2023) models from the Hugging-
Face Transformers library2 (Wolf et al., 2020).
LLaMA 2 offers models of various sizes tailored
for dialogue tasks, building upon the LLaMA
framework (Touvron et al., 2023a). Orca 2 extends
this collection with enhanced reasoning capabili-
ties.

3.1 Experimental Details

For fine-tuning, we follow recommendations from
Dettmers et al. (2023) and use QLoRA with the fol-
lowing settings: 4-bit NormalFloat (NF4) with dou-
ble quantization and bf16 computation datatype,
batch size of 16, constant learning rate of 2e-4,
AdamW optimizer (Loshchilov and Hutter, 2019),
LoRA adapters (Hu et al., 2021) on all linear Trans-
former block layers, and LoRA r = 64 and o = 16.

Code and datasets are available at https: //github.com/
bibal@/LLaMA-ABSA.
Zhttps://github.com/huggingface/transformers
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We fine-tune the models for up to 5 epochs and
choose the best-performing model based on valida-
tion loss. Following Mitra et al. (2023), we com-
pute loss only on tokens generated by the model,
excluding the prompt with instructions.

For zero-shot and few-shot experiments, we use
4-bit quantization of the models. Preliminary ex-
periments indicated that 4-bit quantized models
performed similarly to 8-bit quantized models and
non-quantized models.

All experiments, including zero-shot and few-
shot scenarios, employ greedy search decoding and
are conducted on an NVIDIA A40 with 48 GB
GPU memory.

3.2 Evaluation Metrics

We use micro F1-score as the primary evaluation
metric, chosen based on related work, and report
average results from 5 runs with different seeds.
We consider a predicted sentiment tuple correct
only if all its elements exactly match the gold tuple.

3.3 Tasks & Datasets

We evaluate the LLMs on four tasks: two involving
quadruplets (ASQP and ACOS) and two involving
triplets (TASD and ASTE). We select two datasets
for each task and use the same data splits as previ-
ous works for a fair comparison. Table 1 displays
the output targets for each task.

We use Rest15 and Rest16 datasets for ASQP
in the restaurant domain, initially introduced in
SemkEval tasks (Pontiki et al., 2015, 2016), later
aligned and supplemented by Zhang et al. (2021a).
For ACOS, we employ ACOS-Rest and ACOS-
Lap datasets from Cai et al. (2021), focusing on
implicit aspects and opinions and providing com-
prehensive evaluation. We use the dataset from Xu
et al. (2020) and Wan et al. (2020) for ASTE and
TASD, respectively. Table 2 shows the detailed
data statistics. ASTE datasets are the only ones
that do not include implicit sentiment elements.

3.4 Prompting Strategy & Fine-Tuning

LLMs show varied responses despite similar
prompts (Perez et al., 2021; Lu et al., 2022). Our
goal is to design simple, clear, and straightforward
prompts to standardize evaluations across datasets
and ensure consistent assessment of LLMs.

Our prompts define sentiment elements and out-
put format. Sentiment element definitions include
the permitted label space, e.g. allowed sentiment
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ASQP ACOS TASD ASTE

Rest15 Rest16 Lap Rest Rest15 Rest16 Restl15 Rest16
Sentences 834 1,264 2,934 1,530 1,120 1,708 605 857
Train Tuples 1,354 1,989 4,172 2,484 1,654 2,507 1,013 1,394
Categories 13 12 114 12 13 12 0 0
POS/NEG/NEU  1,005/315/34  1,369/558/62 2,583/1,362/227 1,656/733/95 1,198/403/53 1,657/749/101 783/205/25 1,015/329/50
Sentences 209 316 326 171 10 29 148 210
Dev Tuples 347 507 440 261 13 44 249 339
Categories 12 13 71 13 6 9 0 0
POS/NEG/NEU  252/81/14 341/143/23 279/137/24 180/69/12 6/7/0 23/20/1 185/53/11 252/76/11
Sentences 537 544 816 583 582 587 322 326
Test Tuples 795 799 1,161 916 845 859 485 514
) Categories 12 12 81 12 12 12 0 0

POS/NEG/NEU  453/305/37 583/176/40 716/380/65 667/205/44 454/346/45 611/204/44  317/143/25  407/78/29

Table 2: Statistics for each dataset. POS, NEG and NEU denote the number of positive, negative and neutral
examples, respectively.

a4 Prompt for quadruplet tasks )

According to the following sentiment elements definition:

- The “aspect term” refers to a specific feature, attribute, or aspect of a product or service on which a user can express an opinion. Explicit aspect terms appear
explicitly as a substring of the given text. The aspect term might be “null” for the implicit aspect.

- The “aspect category” refers to the category that aspect belongs to, and the available categories include: “ambience general”, “drinks prices”, “drinks quality”,
“drinks style_options”, “food general”, “food prices”, “food quality”, “food style_options”, “location general”, “restaurant general”, “restaurant miscellaneous”,

»

“restaurant prices”, “service general”.

- The “sentiment polarity” refers to the degree of positivity, negativity or neutrality expressed in the opinion towards a particular aspect or feature of a product or
service, and the available polarities include: “positive”, “negative” and “neutral”. “neutral” means mildly positive or mildly negative. Quadruplets with objective
sentiment polarity should be ignored.

- The “opinion term” refers to the sentiment or attitude expressed by a user towards a particular aspect or feature of a product or service. Explicit opinion terms
appear explicitly as a substring of the given text. The opinion term might be “null” for the implicit opinion.

Please carefully follow the instructions. Ensure that aspect terms are recognized as exact matches in the review or are “null” for implicit aspects. Ensure that
aspect categories are from the available categories. Ensure that sentiment polarities are from the available polarities. Ensure that opinion terms are recognized as
exact matches in the review or are “null” for implicit opinions.

Recognize all sentiment elements with their corresponding aspect terms, aspect categories, sentiment polarity, and opinion terms in the given input text (review).
Provide your response in the format of a Python list of tuples: ’Sentiment elements: [(“aspect term”, “aspect category”, “sentiment polarity”, “opinion term”), ...]".

Note that “, ...” indicates that there might be more tuples in the list if applicable and must not occur in the answer. Ensure there is no additional text in the response.
z Input: ““““We have gone for dinner only a few times but the same great quality and service is given .””” \|
Sentiment elements: [(“service”, “service general”, “positive”, “great”), (“dinner”, “food quality”, “positive”, “great quality”)] )
Input: ““Tt is n’t the cheapest sushi but has been worth it every time
\Output: Sentiment elements: [(“sushi”, “food prices”, “neutral”, “is n’t the cheapest”), (“sushi”, “food quality”, “positive”, “worth”)] )

Figure 1: Prompt for quadruplet tasks (ASQP and ACOS) with example input, expected output in a green box, and
one demonstration enclosed in a dashed box. The demonstrations are used solely in few-shot scenarios.

polarities and aspect categories. The output for-  passes previous benchmarks across all four tasks
mat describes the expected structure of model re-  and eight datasets. Notably, the TASD task shows
sponses, allowing us to decode the responses into  the most significant improvement, with 6% and 8%
our desired format. We supplement the prompts  enhancements for the Rest15 and Rest16 datasets,
with the first ten training examples for a given task ~ respectively. While improvements for other tasks
for few-shot learning. We use the same prompts  are relatively smaller, they remain noteworthy.
for fine-tuning as for zero-shot experiments. Fig-  There are marginal enhancements, within 1%, for
ure 1 illustrates a prompt for quadruplet tasks. Ap- the ASQP and ASTE tasks and the ACOS-Lap
pendix A presents the prompts for the triplet tasks.  dataset. However, the ACOS-Rest dataset sees a

During the fine-tuning experiments, we train the  significant improvement exceeding 4%, indicating
model to generate the output in the desired format,  notable progress. The remarkable advancements
as shown in Figure 1. in the TASD task suggest that predicting opinion
terms not included in the TASD task presents the
most significant challenge for these models. The

Table 3 shows the results of LLaMA-based models. larger Orca 2 achieves a substantial improvement
The results demonstrate the remarkable potential of 2.87% on average.
of Orca 2, especially in its 13B version, which sur- The 7B version of Orca 2 performs similarly to

65

4 Results



ASQP ACOS TASD ASTE
Method AVG
R15 R16 Lap Rest R15 R16 R15 R16

GAS (Zhang et al., 2021b) 4598 56.04 - - 60.63 68.31 60.23 69.05 -

PARAPHRASE (Zhang et al., 2021a) 46.93 5793 4351 61.16 63.06 7197 6256 71.70 59.85
LEGO-ABSA (Gao et al., 2022) 46.10 57.60 - - 62.30 71.80 64.40 69.90 -

MVP (Gou et al., 2023) 51.04 60.39 43.92 61.54 6453 7276 6589 7348 61.69
MvP (multi-task) (Gou et al., 2023) 5221 58.94 43.84 6036 64.74 70.18 69.44 73.10 61.60
ChatGPT (zero-shot) (Gou et al., 2023) 22.87 - - 27.11 - 34.08 - - -

ChatGPT (few-shot) (Gou et al., 2023)  34.27 - - 37.71 - 46.50 - - -

Orca 2 7B (zero-shot) 1.19 166 087 252 777 9.80 23.04 2458 893
Orca 2 7B (few-shot) 11.34 14.21 450 16.00 27.32 34.13 37.70 42.18 2342
Orca2 7B 51.50 58.63 43.48 63.01 69.74 76.10 65.62 73.18 62.66
Orca 2 13B (zero-shot) 7.83 1023 320 1098 15.62 2284 27.74 31.64 17.46
Orca 2 13B (few-shot) 21.13 2347 9.10 23.80 32.00 39.08 39.50 44.16 30.16
Orca 2 13B 52.29 60.82 44.09 65.80 70.49 78.82 6991 7423 64.56
LLaMA 2 7B (zero-shot) 0.80 185 0.05 239 228 745 347 500 321
LLaMA 2 7B (few-shot) 11.20 1748 2.68 2643 28.10 33.85 38.88 45.04 2546
LLaMA 2 7B 4248 5546 3649 57.81 64.80 71.39 5741 67.69 56.69
LLaMA 2 13B (zero-shot) 754 686 0.72 7779 13.65 18.04 1743 18.66 11.34
LLaMA 2 13B (few-shot) 12.08 19.37 236 23.08 3522 38.80 3149 38.06 25.06
LLaMA 2 13B 47.16 5298 3844 60.92 6770 74.08 6195 69.95 59.15

Table 3: F1 scores on eight datasets of ASQP, ACOS, TASD, and ASTE tasks, along with the average score. The
best results are in bold, and the second-best results are underlined.

the state-of-the-art (SOTA) for most tasks. How-
ever, it falls behind by over 2% in the Restl5
dataset and ASTE task. Nonetheless, it notably
exceeds previous SOTA results for the TASD task
by 3-5%, highlighting the challenge of predicting
opinion terms absent in the TASD task. Neverthe-
less, the smaller Orca 2 performs almost 1% better
on average than the previous best results.

Orca 2 significantly outperforms LLaMA 2, with
the smaller Orca 2 model even surpassing the larger
LLaMA 2 model, underscoring the superior reason-
ing capabilities of Orca 2. Additionally, it suggests
that opting for more advanced but smaller models
may be more beneficial than using larger models
with less sophistication. The TASD task is the only
task LLaMA 2 outperforms previous SOTA results.
Compared to previous SOTA results, on average,
the larger version is more than 2% worse, and the
smaller version is 5% worse.

In zero-shot and few-shot scenarios, both evalu-
ated LLaMA-based models exhibit notably inferior
performance compared to their fine-tuned counter-
parts, particularly in quadruplet tasks. ChatGPT,
with significantly more parameters, notably outper-
forms these models across zero-shot and few-shot
scenarios. However, ChatGPT notably underper-
forms compared to fine-tuned models.

4.1 Error Analysis

To gain insights into the challenges of sentiment
prediction, we conduct an error analysis focusing
on identifying the most difficult sentiment elements
to predict. We manually investigate predictions of
100 random test samples from the best-performing
run of Orca 2 with 13B parameters for each dataset.
Figure 2 depicts the results of the error analysis.

In most cases, the most challenging element to
predict is the opinion term, often comprising multi-
ple words. The model frequently struggles to pre-
dict the text span precisely, for instance, predicting
“mild” instead of “foo mild”. Following closely in
difficulty is typically the aspect term, which en-
counters similar mistakes as opinion terms, but
aspect terms are more often just one word, making
such errors less frequent. Sentiment polarity proves
to be the easiest to predict. However, an exception
arises in the ACOS-Lap dataset, where the aspect
category emerges as the most challenging due to
the extensive category variety of the dataset (81
categories in the test set, compared to only 12 in
the restaurant datasets).

The model also occasionally confuses semanti-
cally similar aspect categories, such as “restaurant
general” with “restaurant miscellaneous” or “key-
board usability” with “keyboard general”.
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In contrast to observations made by Zhang et al.
(2021a), we did not encounter errors related to text
generation, such as generating words for aspect or
opinion terms that are absent in the original text.

Additionally, we identified mistakes in the
dataset labels. For example, in the ACOS-Rest
dataset, the aspect “service” in the sentence “worst
service i ever had” is labelled as “positive”, despite
being clearly “negative”, a prediction the model
also makes correctly. Similarly, we noticed incon-
sistencies in the datasets, such as in the sentence

“One of the best hot dogs I have ever eaten”, where

the expression “hot dogs” is not labelled as an as-
pect term for the “food quality” category; instead,
it is labelled as an implicit aspect term (“NULL”),
contrary to other examples. These labelling errors
could potentially negatively impact the final scores
of evaluated models.

5 Conclusion

This paper presents a comprehensive evaluation of
LLaMA-based models for compound ABSA tasks.
We show that these models underperform in zero-
shot and few-shot scenarios compared to smaller
models fine-tuned specifically for ABSA. However,
we demonstrate that fine-tuning the LLaMA-based
models for ABSA significantly improves their per-
formance, and the best model outperforms previous
state-of-the-art results on all eight datasets and four
tasks. Error analysis reveals that predicting opin-
ion terms is generally the most challenging for the
evaluated models.
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Limitations

Results highlight LLaMA-based models’ ineffec-
tiveness in compound ABSA tasks in zero-shot
and few-shot scenarios. Additionally, their perfor-
mance in non-English languages remains unclear.
Future work could also consider other open-source
models based on a different architecture.
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task. The prompts are also available in our code.


https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2307.09288
https://arxiv.org/abs/2307.09288
https://doi.org/10.1609/aaai.v34i05.6447
https://doi.org/10.1609/aaai.v34i05.6447
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-main.183
https://doi.org/10.18653/v1/2020.emnlp-main.183
https://doi.org/10.18653/v1/2021.emnlp-main.726
https://doi.org/10.18653/v1/2021.emnlp-main.726
https://doi.org/10.18653/v1/2021.acl-short.64
https://doi.org/10.18653/v1/2021.acl-short.64
https://doi.org/10.1609/aaai.v29i1.9194
https://doi.org/10.1609/aaai.v29i1.9194

4 Prompt for the TASD task )

According to the following sentiment elements definition:

- The “aspect term” refers to a specific feature, attribute, or aspect of a product or service on which a user can express an opinion. Explicit aspect terms appear
explicitly as a substring of the given text. The aspect term might be “null” for the implicit aspect.

- The “aspect category” refers to the category that aspect belongs to, and the available categories include: “ambience general”, “drinks prices”, “drinks quality”,

“drinks style_options”, “food general”, “food prices”, “food quality”, “food style_options”, “location general”, “restaurant general”, “restaurant miscellaneous”,
“restaurant prices”, “service general”.

- The “sentiment polarity” refers to the degree of positivity, negativity or neutrality expressed in the opinion towards a particular aspect or feature of a product or

service, and the available polarities include: “positive”, “negative” and “neutral”. “neutral” means mildly positive or mildly negative. Triplets with objective
sentiment polarity should be ignored.

Please carefully follow the instructions. Ensure that aspect terms are recognized as exact matches in the review or are “null” for implicit aspects. Ensure that
aspect categories are from the available categories. Ensure that sentiment polarities are from the available polarities.

Recognize all sentiment elements with their corresponding aspect terms, aspect categories, and sentiment polarity in the given input text (review). Provide your

response in the format of a Python list of tuples: *Sentiment elements: [(“aspect term”, “aspect category”, “sentiment polarity”), ...]". Note that *, ...” indicates that

\there might be more tuples in the list if applicable and must not occur in the answer. Ensure there is no additional text in the response.

Figure 3: Prompt for the TASD task.

4 Prompt for the ASTE task )

According to the following sentiment elements definition:

- The “aspect term” refers to a specific feature, attribute, or aspect of a product or service on which a user can express an opinion. Explicit aspect terms appear
explicitly as a substring of the given text.

- The “opinion term” refers to the sentiment or attitude expressed by a user towards a particular aspect or feature of a product or service. Explicit opinion terms
appear explicitly as a substring of the given text.

- The “sentiment polarity” refers to the degree of positivity, negativity or neutrality expressed in the opinion towards a particular aspect or feature of a product or
service, and the available polarities include: “positive”, “negative” and “neutral”. “neutral” means mildly positive or mildly negative. Triplets with objective
sentiment polarity should be ignored.

Please carefully follow the instructions. Ensure that aspect terms are recognized as exact matches in the review. Ensure that opinion terms are recognized as exact
matches in the review. Ensure that sentiment polarities are from the available polarities.

Recognize all sentiment elements with their corresponding aspect terms, opinion terms, and sentiment polarity in the given input text (review). Provide your

response in the format of a Python list of tuples: *Sentiment elements: [(“aspect term”, “opinion term”, “sentiment polarity”), ...]’. Note that “, ...” indicates that

@ere might be more tuples in the list if applicable and must not occur in the answer. Ensure there is no additional text in the response. J

Figure 4: Prompt for the ASTE task.
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Abstract

Social media is an integral part of the daily
life of an increasingly large number of people
worldwide. Used for entertainment, communi-
cation and news updates, it constitutes a source
of information that has been extensively used
to study human behaviour. Unfortunately, the
open nature of social media platforms along
with the difficult task of supervising their con-
tent has led to a proliferation of misinformation
posts. In this paper, we aim to identify the
textual differences between the profiles of user
that share misinformation from questionable
sources and those that do not. Our goal is to
better understand user behaviour in order to be
better equipped to combat this issue. To this
end, we identify Twitter (X) accounts of poten-
tial misinformation spreaders and apply trans-
former models specialised in social media to ex-
tract characteristics such as sentiment, emotion,
topic and presence of hate speech. Our results
indicate that, while there may be some differ-
ences between the behaviour of users that share
misinformation and those that do not, there are
no large differences when it comes to the type
of content shared.

1

The emerging popularity of social platforms such
as Facebook, Twitter, and WhatsApp has revolu-
tionised the way information is disseminated and
consumed (Fac, 2023; Murthy, 2018; Deshmukh,
2015). People are able to express their sentiments,
share their opinions on multiple topics, and to dis-
cuss and influence each other with ease and at
a speed that has transformed not only how we
communicate but also how we perceive the world
around us. Unfortunately, the capacity to reach a
vast audience within seconds, along with the chal-
lenges that arise with verifying an ever-expanding
volume of content, has created fertile ground within
social media for malicious actors, or unaware users,
to spread misinformation. The recent examples
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of fake news related to the COVID-19 pandemic
(Evanega et al., 2020), and the ongoing war in
Ukraine (Pierri et al., 2023) demonstrate that mis-
information in social media is a complex problem
with far-reaching implications for society, democ-
racy, and information integrity.

Combating misinformation in social media is
a topic that is studied extensively in academia
(Vosoughi et al., 2018; Pennycook et al., 2020)
and in the natural language processing (NLP) com-
munity (Su et al., 2020) specifically, among others.
Common approaches of dealing with misinforma-
tion include defining the problem as a classifica-
tion task (Serrano et al., 2020; Hamid et al., 2020)
and classifying a post as fake or not; with fact-
checking (Thorne and Vlachos, 2018) often defined
as an information retrieval task (Lazarski et al.,
2021). However, research regarding the agents
that share misinformation is rather limited in com-
parison (Shu et al., 2020; Rangel et al., 2020; Dou
etal., 2021) particularly when it comes to analysing
language-specific features.

In this paper, we focus on misinformation in
Twitter and perform an analytical comparison be-
tween different types of user based on their content
shared online and the reliability of their sources. To
this end, we first compiled three diverse datasets in
which spreaders of misinformation are categorised
using different techniques. Then, we perform an
exhaustive analysis of the content of these users
by leveraging transformer-based language models
specialised on social media tasks such as sentiment
analysis, emotion recognition, topic categorisation
and hate speech detection. The main contributions
of this paper are the following: (1) we gather and
consolidate existing and new Twitter datasets re-
lated to misinformation spreaders; and (2) we ex-
tract insights for the behaviour of such users in
comparison with users sharing content from reli-
able sources.

Proceedings of the 14th Workshop on Computational Approaches to Subjectivity, Sentiment, & Social Media Analysis, pages 71-83
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2 Related Work

The study of identifying misinformation has been
a prominent area of research in recent years. Ini-
tially, efforts focused on addressing the problem
through classification, either in a binary or multi-
class context. Some studies delved into examin-
ing the spread of true and false information online
work on the topic of information dissemination
(Vosoughi et al., 2018). Meanwhile, others opted
for a data mining approach in the realm of fake
news detection on social media, utilising various
features and machine learning algorithms to clas-
sify news articles as true or false (Shu et al., 2017).

Moreover, beyond binary classification, re-
searchers explored multiclass classification meth-
ods. For instance, Castillo et al. (2011) investigated
the credibility of information on Twitter and pro-
posed a framework categorizing tweets into four
groups: true, false, unverified, and non-informative.
Zubiaga et al. (2016) delved into the analysis of
conversational threads on social media to gain in-
sights into how rumors propagate and how individu-
als respond to them, shedding light on the dynamics
of misinformation propagation.

These approaches evolved to better serve jour-
nalists and fact-checkers. The focus shifted from
classification to fact-checking and information re-
trieval, aiming to assist journalists in source veri-
fication. This transition led to the development of
tools to meet their specific needs (Schlichtkrull
et al.,, 2023). The availability of datasets like
FEVER (Thorne et al., 2018), MultiFC (Augen-
stein et al., 2019), and X-Fact (Gupta and Sriku-
mar, 2021) has been instrumental in enabling re-
searchers to experiment with and develop novel
methods for evidence retrieval and rumour verifi-
cation (Nasir et al., 2021; Lee et al., 2020; Lewis
et al., 2020).

While there have been notable studies in the
broader field of misinformation and fact verifica-
tion, there’s a notable gap when it comes to a sys-
tematic analysis of the textual content of fake news
spreaders. Much of the existing research has pre-
dominantly focused on the detection of misinfor-
mation sources, fact-checking, or the development
of classification algorithms to distinguish true from
false content. However, there is limited in-depth
work that methodically dissects the text generated
by those actively involved in spreading fake news
that utilises state-of-the-art models (Ghanem et al.,
2020; Rangel et al., 2020) and where the language
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analysis is not supplementary to the network and
graph analysis (Aswani et al., 2019).

In this work we seek to methodically analyse
the textual content generated by those responsible
for spreading fake news. The primary objective is
to gain a deeper understanding of the characteris-
tics, strategies, and linguistic patterns employed by
these actors in disseminating misleading or false
information. Unlike traditional fact-checking, our
work does not intend to verify or debunk specific
claims but rather aims at understanding the tex-
tual content shared by individuals or groups behind
the spread of fake news, thereby providing further
insights into their content dissemination strategies.

3 Data

For our analysis, we exclusively focus on Twitter
users, particularly tweets in the English language.
Our goal was to extract a diverse tweet corpus for
both users regularly spreading fake news or news
from questionable sources, and users sharing con-
tent from verified sources. In the following we de-
scribe our data collection methodology stemming
from various sources.

3.1 Data Collection

In total, we draw upon three diverse data sources to
extract relevant tweets from user account sharing
trusted and untrusted sources. Moreover, we extract
tweets from legacy-verified Twitter accounts as a
control group.

3.1.1 Media Bias Fact Check (MBFC)

Our first corpus is extracted from a list of known
conspiracy sites provided by "Media Bias Fact
Check" (MBFC). This source is commonly used in
the study of fake news (Nakov and Da San Mar-
tino, 2020; Cinelli et al., 2020). For this dataset,
we extracted tweets that share URLs from known
untrusted sites' and then sample users based on the
frequency of sharing these links. In particular, we
considered only those users in the 75 percentile in
terms of number of links shared. In order to gather
enough information, all user accounts that were not
older than 30 days were excluded from the analy-
sis. Subsequently, all posts made by the sampled
users during September 2021 were collected, which
aligns with the date when the MBFC lists were last
updated prior to conducting this experiment. User
accounts were then further filtered based on their
activity, only keeping those users posting more

"https://mediabiasfactcheck.com/conspiracy/



frequently than the median daily posts. Finally, to
ensure a diverse representation, users were sampled
based on their number of followers by maintain-
ing the original distribution and thus encompassing
both popular and less popular accounts. This final
sample represents the MBF C-untrusted subset.

The above methodology is mirrored to collect
users that share links form trusted news-sources ac-
cording to MBFC? resulting in the MBFC-trusted
subset.

3.1.2 FakeNewsNet (FNN)

The FakeNewsNet dataset, referred to as FNN (Shu
et al., 2018), contains two subsets: (1) tweets re-
lated to news content, e.g. tweets revolving around
US politics and tweets; and (2) tweets related to
social context, e.g. tweets talking about celebrities.
Tweets in each groups are further classified as ei-
ther untrusted or trusted. For the purpose of this
study, we concentrate solely on the politics-related
subset, as it exhibits a closer alignment with the
majority of the links found within the MBFC lists.
To extract relevant users, we initially scrape all
tweets in the dataset and randomly sample users.
Finally, all tweets posted by the selected users from
September 2021 are retrieved. Only the accounts
that have at least 100 posts were considered to cre-
ate the FNN-untrusted and FNN-trusted subsets.

3.1.3 Profiling Fake News Spreaders (PAN)

The English subset of the PAN 2020: Profiling Fake
News Spreaders task (PAN) (Rangel et al., 2020)
is dataset that comprises a total of 50,000 English
tweets obtained from 500 users, with each user con-
tributing 100 tweets. These users are categorized
as either trusted news spreaders (PAN-trusted) or
untrusted news spreaders (PAN-untrusted). In the
interest of privacy, no additional user-specific infor-
mation, such as author descriptions or popularity
metrics, is disclosed. Despite its relatively modest
size and the limitation on the extraction of addi-
tional user details, the PAN dataset is considered
robust and reliable. Its construction involved man-
ual checks, and it underwent thorough scrutiny by
multiple individuals, primarily due to its relevance
in a competitive context. This rigorous validation
process enhances the dataset’s trustworthiness and
accuracy.

“https://mediabiasfactcheck.com/pro-science/,
https://mediabiasfactcheck.com/center/
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Tweets Users Size TTR #emoji
MBFC untrusted 1,703,896 1,489 136 0.018 0.24
trusted 1,676,615 1,535 132 0.021 0.26
FNN untrusted 246,107 430 122 0.036 0.19
trusted 351,857 476 124 0.030 0.13
PAN untrusted 25,000 250 88 0.138  0.02
trusted 25,000 250 88 0.149 0.13
Verified users 178,324 803 103 0.048 0.26
Total 4,206,799 5233 123 0.014 0.24

Table 1: Number of tweets and users present in each
dataset studied. The average size of the tweet (number
of characters), along with the Type Token Ratio (TTR)
and average emoji presence, are also reported.

3.1.4 Control (Verified users)

In order to have a control group to compare in
our experiments, we sampled tweets from legacy-
verified accounts for which the authenticity is
known. This dataset was compiled by sampling
verified users and collecting their tweets during the
same time period as the previous datasets. Our
aim was to select users whose characteristics align
closely with the distribution patterns observed in
the FNN and MBFC datasets.

3.2 Statistics and Descriptive Analysis

By considering these diverse data sources, we aim
to comprehensively examine and understand the
dynamics of untrusted news spreaders on the Twit-
ter platform. Our analysis encompasses a total of
4,206,799 tweets contributed by 5,233 users, as
presented in Table 1. In addition to the number
of tweets and users, we also investigate the aver-
age length of tweet and average emoji usage. We
did not identify a clear pattern between the trusted
and untrusted subsets as far as these metrics are
concerned.

Looking into the lexical characteristics of each
dataset, distinctions between the untrusted and
trusted subsets become more apparent. For in-
stance, when assessing lexical diversity using the
Type Token Ratio (TTR), we observe that untrusted
users, with the exception of the FNN dataset, tend
to employ a less diverse vocabulary which is con-
sistent with previous research (Horne and Adali,
2017). Our analysis based on the average pres-
ence of emojis in each tweet reveals no consistent
pattern, despite prior research suggesting higher
emoji usage among untrusted news spreaders (Er
and Yilmaz, 2023). For example, while the un-
trusted subset of the MBFC dataset exhibits higher
emoji usage, the opposite holds true for the FNN
dataset.



MBFC FNN PAN Verified
untrusted trusted untrusted trusted untrusted trusted
news tigray biden music trump film game
biden jisoo people hit realdonaldtrump  kobe | thunderstorm
vaccine ethiopia say play new season football
covid indiedev trump househunters instyle styles season
border  tigraygenocide ebay dance webtalk spoilers good
passport brexit marijuana trump post promo thank
australia bts prohibition biden impeachment date collision
mandate dior covid september publish trailer direction

Table 2: Top eight terms in each dataset according to lexical specificity.

Lexical specificity. To gain an overall under-
standing of the prevalent topics within our corpora,
we employ lexical specificity (Lafon, 1980). Lexi-
cal specificity is a word-level metric that indicates
the importance of each word in a subcorpus. In
particular, for this analysis we use the formulation
outlined in Camacho-Collados et al. (2016), and
extract the top terms in each dataset. Table 2 dis-
plays the top ten lemmas? in each dataset based on
their lexical specificity scores.

Notably, due to the same time period during data
collection, a significant overlap exists between the
MBFC and FNN datasets, particularly within their
untrusted’ subsets. Terms such as ’biden’ and
’vaccine’ are common across both. Additionally,
a discernible trend emerges, indicating that ’un-
trusted’ subsets across datasets often feature more
controversial and divisive topics. This is evident
in the presence of terms like ’covid,” ’prohibition,’
and ’impeachment,’” in contrast to the "trusted’ sub-
sets, which exhibit more generic and neutral terms
such as ’bts,” music,” and ’film.” This distinction
becomes even more pronounced when examining
the top terms in the Verified dataset, which include
terms like *game,” *football,” and ’love.’

4 Methodology

Our goal is to analyse various content-related fea-
tures from the extracted posts in Section 3. To
capture the nuanced language features present in
the data, we employ a range of pre-trained lan-
guage models designed for social media usage. Our
primary focus encompasses sentiment and affec-
tion analysis, topic classification, and the identifica-
tion of hate speech in textual content, features are
frequently employed in the study of misinforma-
tion propagation (Vicario et al., 2019; Verma et al.,
2020), aiming to uncover emotionally charged lan-
guage and controversial topics.

All the language models used are built upon the

3Lemmatization was done using spaCy https://spacy.io/.
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RoBERTza architecture (Liu et al., 2019) and trained
on social media corpora, making them well-suited
for analysing Twitter data. More specifically:

Sentiment Analysis. The model twitter-roberta-
base-sentiment-latest (Loureiro et al., 2022) is used
to extract the sentiment polarity where each tweet
is classified as negative, neutral, or positive. This
model has been fine-tuned for sentiment analysis
using the dataset provided in the Sentiment Anal-
ysis in Twitter task of Semeval 2017 (Rosenthal
et al., 2019). By analysing the sentiment expressed
in social media content, we can gain insights into
information being shared (Baishya et al., 2021).
Specifically, presence of exaggerated positive senti-
ment or negative sentiment in response to fake news
can serve as indicators of misinformation (Alonso
et al., 2021).

Emotion Analysis. We leverage rwitter-
roberta-base-emotion-multilabel-latest (Camacho-
Collados et al., 2022) to assign one or more
emotions to each tweet. This model is trained
using data from the ’Affect in Tweets’ Semeval
2018 task (Mohammad et al., 2018), covering 11
different emotions. Similar to sentiment analysis,
the presence of specific emotions has been used to
analyse the spread of rumours and misinformation,
with negative emotions potentially contributing
to the spread of misinformation (Vosoughi et al.,
2018; Weeks, 2015).

Hate Speech Detection. We use the rwitter-
roberta-base-hate-multiclass hate speech detection
model (Antypas and Camacho-Collados, 2023),
which is trained on a combination of 13 differ-
ent hate speech Twitter datasets and is capable of
identifying hate speech from seven target groups.
The inclusion of hate speech detection as a fea-
ture is motivated by previous research indicating a
positive correlation between the presence of hate
speech and misinformation (Inwood and Zappavi-
gna, 2023).
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Figure 1: Sentiment distribution in each dataset for
trusted and untrusted users in Twitter.

Topic Classification. We use tweet-topic-21-
multi (Antypas et al., 2022), a multi-label classifi-
cation model fine-tuned on a Twitter topic classi-
fication dataset. This model assigns one or more
topics to each tweet from a list of 19 topics. Our
hypothesis is that there may be a significant dif-
ference between the topics discussed by untrusted
news spreaders and regular users, e.g. untrusted
news spreaders potentially engaging in discussions
related to sensitive topics at a higher volume.

All the specialised models described above are
perform in line of the state of the art for each of the
tasks in the social media context* and they enable
us to delve deeper into the complex linguistic nu-
ances within the social media data. Nonetheless,
as we describe in the Limitations section, they all
have a degree of error that needs to be considered
when making conclusions.

5 Analysis

We consider each pair of collected datasets (un-
trusted and trusted), along with the Verified control
dataset. Our examination involves a comparison of
the tweets within each dataset individually, as well
as their aggregation for each user. This holistic
approach enables us to explore a variety of per-
spectives and insights across the datasets and their
combined impact.

5.1 Textual Analysis

Table 3 displays the aggregated results for the senti-
ment, emotion, hate speech and topic analysis. For
each feature we consider each user independently
by taking their mean value and then aggregate the
results of users belonging in the same subset. Even
though differences between untrusted and trusted

“Sentiment Analysis: 73.7% Recall, Emotion Analysis:
80% F1-macro, Hate Speech: 94% Accuracy, Topic Classifica-
tion: 59% F1-macro — please refer to the individual references
for more details.

75

subsets exist, it is challenging to identify trends
that are consistent across the datasets. In the fol-
lowing sections we investigate each characteristic
individually.

5.1.1 Sentiment

When evaluating the presence of sentiment in
tweets, a noticeable trend emerges: tweets associ-
ated with untrusted news spreaders tend to exhibit
a higher degree of negativity compared to those
posted by other users. The distribution of sentiment
across the datasets is displayed in Figure 1. In the
case of the FNN dataset, however, this difference
is almost not negligible. Finally, even though there
is more negativity in untrusted users, the distribu-
tions among negative, neutral and positive tweets
are very similar in all cases except for the verified
users that tend to be more positive overall.

5.1.2 Emotion

Similarly to the findings in sentiment analysis, the
analysis of affect reveals a consistent pattern where
untrusted news spreaders tend to gravitate toward
more negative emotions. Figure 2a provides insight
into the distribution of the 11 emotions present
across across all subsets.

A clear contrast emerges, with tweets attributed
to trusted users generally displaying greater joy
and featuring a lesser presence of anger and dis-
gust, in stark contrast to the tweets originating
from untrusted users. This trend remains consis-
tent even when evaluating the per-user aggrega-
tion. Finally, similarly to the sentiment distribution
patterns, there are no noticeable differences when
analysing the overall emotion distribution and, in
this case, it also related to that of verified users.

5.1.3 Hate Speech

When examining hate speech, a feature that often
coexists with misinformation (Inwood and Zap-
pavigna, 2023), such as Holocaust denial and the
Great Replacement theory, it does not appear to be
a prominent feature in the collected datasets. Our
analysis indicates an absence of hate speech, with
99% of all tweets being devoid of it.

There does appear to be a variance in the types
of hate speech across the subsets (as displayed in
Figure 2b). Untrusted subsets exhibit a higher incli-
nation towards racism, while in the trusted subset,
sexism appears to be more prevalent. However,
given the limited number of instances, it is pru-
dent to exercise caution when drawing extensive
conclusions based on this data.



MBEFC PAN FNN .
untrusted trusted untrusted trusted untrusted trusted verified
= negative 035+£0.12 032+£0.15]0.16+£0.14 024+0.16 | 0.35+0.19 0.37+0.19 | 0.2+0.11
S neutral 052+01 05011 |0.63+£0.18 0.64+0.15 | 048+0.18 047+0.17 | 044 £0.15
@ positive 0.13+£0.09 0.17+£0.12 | 0.22+0.17 0.13+£0.09 | 0.17+0.15 0.16 £0.14 | 0.37 £0.16
anger 039+£0.14 034+£0.17 | 0.1£0.11 021£0.17 | 0.33£0.24 037+£0.23 | 0.17£0.11
anticipation 0.25 + 0.1 0.26+0.12 | 0.48+0.2 0.38+0.18 | 0.28+0.19 0.26+0.19 | 0.28 £0.12
disgust 042+0.15 037+£0.17 | 0.12+£0.12 023+£0.18 | 0.35+0.23 0.39+0.23 | 0.18 £0.11
fear 0.1+£0.05 0.09+£0.08 | 0.06 £0.08 0.08+0.07 | 0.09+0.09 0.1+£0.12 | 0.04 +£0.05
.S joy 02+£0.12 026+£0.17 | 046022 034+£022 | 026£0.2 024+0.19 | 0.46£0.16
g love 0.02+0.03 0.03+£0.05 | 0.04+£0.06 0.02+£0.03 | 0.03+0.05 0.03+0.05 | 0.07 £0.07
M optimism 0.16+0.1 0.19+£0.11 | 0.19£0.14 0.12+£0.1 | 0.18+0.14 0.18+0.14 | 0.31£0.14
pessimism  0.01 £0.01 0.01 £0.01 | 0.01 £0.02 0.01 £0.01 | 0.01 £0.01 0.01 £0.01 | 0.01 £0.01
sadness 0.09+£0.04 0.1£0.05 |0.07£0.06 0.08+0.05]0.1+£007 0.1£0.09 | 0.09+£0.05
surprise 0.01 £0.01 0.01£0.01 | 0.01 £0.01 0.01 £0.01 | 0.01 £0.01 0.01 £0.01 | 0.02 +0.01
trust 0.0+0.0 0.0£0.0 0.0+0.0 0.0£0.0 0.0+0.0 0.0£0.0 0.0+0.0
disability 0.0£0.0 0.0£0.0 0.0+0.0 0.0£0.0 0.0+0.0 0.0£0.0 0.0+0.0
not_hate 0.99+£0.01 0.99+0.01 | 1.0£0.01 1.0+£0.01 099+£0.01 099+0.02 | 1.0£0.0
% other 0.0£0.0 0.0£0.0 0.0+0.0 0.0£0.0 0.0+0.0 0.0£0.0 0.01+£0.0
T racism 0.01£0.01 0.01+£0.01 | 0.02+£0.01 0.02+£0.02 | 0.01 £0.01 0.01 £0.02 | 0.01 £0.01
sexism 0.01£0.01 0.01£0.01 | 0.02+£0.01 0.02+0.01 | 0.01 £0.01 0.01+0.01 | 0.01 0.0
religion 0.0+0.0 0.0+0.0 0.03£00 0.01+£00 |0.0+0.0 0.0+0.0 0.01+£0.0
sex_orient  0.0+0.0 0.0£0.0 0.0+0.0 0.01£0.0 |0.0+£00 0.0£0.0 0.0+0.0
arts 0.01£0.03 0.02+£0.03 | 0.04+x0.1 0.02+£0.02 | 0.02+0.05 0.02+0.08 | 0.01 £0.03
business 0.06 £0.11 0.05+0.1 | 0.07+£0.11 0.06+0.1 | 0.05+0.11 0.04+0.1 | 0.02+0.05
celebrity 0.05+£0.04 0.07+£0.08 | 0.24+0.21 0.28+0.28 | 0.05+0.05 0.05%+0.08 | 0.07 £0.07
diaries 0.07+£0.07 0.09+0.09 | 0.08+0.1 0.04+0.07 | 0.08+0.1 0.08+0.11 | 0.15+0.1
family 0.01£0.01 0.01£0.01 | 0.01 £0.02 0.01 £0.01 | 0.01 £0.01 0.01 £0.01 | 0.01 £0.01
fashion 0.0+£0.01 0.01+£0.02|0.06+£0.13 0.05+0.1 | 0.01+£0.01 0.01+0.02 | 0.01 £0.01
film 0.03+£0.03 0.04+£0.05|023+£026 0.16+0.18 | 0.04 +£0.06 0.05%0.09 | 0.06 £0.07
fitness 0.11+£0.11 0.06£0.07 | 0.02+£0.04 0.02+0.03 | 0.05+0.07 0.06+0.07 | 0.02 +0.04
o food 0.01 £0.02 0.02+£0.03 | 0.02+0.05 0.01+£0.02 | 0.02+0.04 0.02+0.03 | 0.03+0.03
é‘ gaming 0.0+0.02 0.0£0.02 |0.01+£0.02 0.01+£0.03]0.0+£0.02 0.0+£0.02 | 0.01+0.04
learning 0.02+0.03 0.03+£0.04 | 0.01 £0.02 0.02+0.02 | 0.03+0.06 0.03+0.07 | 0.02+£0.04
music 0.02+0.03 0.03+£0.07 | 0.09+£0.14 0.08+0.13 | 0.04+0.13 0.04+0.11 | 0.04 +0.06
news 076 £0.2 0.67+027 | 0.31£0.27 0.51+£0.29 | 0.65+0.3 0.68+0.27 | 0.24 £0.22
hobbies 0.01+£0.03 0.01£0.02 | 0.01£0.02 0.0£0.01 |0.01£0.04 0.01+0.03 | 0.01+0.01
relations 0.01 £0.01 0.01+£0.02 | 0.02+0.03 0.02+0.03 | 0.01 £0.01 0.01 £0.02 | 0.01 £0.02
science 0.05+£0.07 0.04+£0.08 | 0.04+0.11 0.05+£0.09 | 0.04£0.06 0.04+£0.08 | 0.02£0.04
sports 0.03+£0.05 0.06+0.13 | 0.08+0.15 0.08+0.11 | 0.08£0.15 0.05+0.1 | 0.35+0.31
travel 0.01 £0.01 0.01 £0.02 | 0.02+£0.07 0.01 £0.01 | 0.02+0.04 0.01 £0.02 | 0.02 £0.05
youth 0.02+0.02 0.02+£0.03 | 0.01 £0.01 0.01 £0.02 | 0.02+0.06 0.01 +£0.02 | 0.01 £0.02

Table 3: Average presence of each feature (i.e., sentiment analysis, emotion analysis, hate speech, and topic
classification) per user along with standard deviations.
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Figure 2: Emotion & Hate speech results of trusted and untrusted users in Twitter.

5.1.4 Topics

Regarding the topics that untrusted news spread-
ers and regular users typically discuss, the results
appear to suggest a similar distribution of topics
(Figure 3). Untrusted news spreaders appear to
engage more extensively in posting tweets related
to news and social issues, which are those related
to politics, among others. This suggests that these
accounts may be more socially active, and can cre-
ate the illusion of a larger representation than that
of the general population.

Conversely, there is no discernible distinction in
the case of the remaining popular topics, with vari-
ations existing among the datasets. For instance,
the topic "celebrity_&_pop_culture" is more preva-
lent in the Panuntrusted dataset but less common
in the other untrusted subsets. Again here we can
observe more differences with respect to verified
users, where sports and diaries_<&_daily_life topics
are much more prominent.

5.2 Spreader Detection Analysis

Recognising that a significant portion of our
datasets relies on weak labels, with the distinc-
tion between users propagating untrusted news
and those who do not being based on heuristics
based on the number of posts shared from untrusted
sources, we perform a robustness analysis on the
Pan20 dataset which includes train and test splits.
To this end, we train a classifier capable of discern-
ing between the trusted and untrusted classes and
compare the results with our approach.

The train/test split originally utilised in the com-
petition is retained, consisting of 300 users for train-
ing and 200 users for testing. We assess the per-
formance of two classifiers: (1) A classifier based
on the best-performing models as presented in the
competition (Buda and Bolonyai, 2020; Pizarro,
2020), utilising an XGBoost classifier (Chen and
Guestrin, 2016). This model is trained using TFIDF
features and a combination of word and character n-
grams; and (2) A pre-trained Longformer (Beltagy
et al., 2020), which is further fine-tuned using the
PAN dataset. We leverage the implementation pro-
vided by Hugging Face (Wolf et al., 2020) for the
fine-tuning of the Longformer>. Hyper-parameter
tuning, including batch size, epochs number, and
learning rate, is conducted using Ray Tune (Liaw
et al., 2018).

The results reveal that the XGBoost model
(XGB) surpasses the Longformer classifier, achiev-
ing a 74% macro F1 score compared to the Long-
former’s 70%. One possible explanation for this
outcome lies in the unstructured nature of Twit-
ter text, which presents an added challenge to the
language model. The Longformer, not explicitly
trained on social media corpus data, may face limi-
tations in handling this specific type of text.

When examining the results of the XGB classi-
fier in the PAN dataset, we observe an almost iden-
tical trend when compared with our initial results.
For example, when looking the sentiment distri-
bution of user accounts using the XGB classifier

Shttps://huggingface.co/allenai/longformer-base-4096
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Figure 3: Topic distribution in each dataset for trusted and untrusted users in Twitter.

and our initial distinction of trusted and untrusted
users, only minimal differences can be observed
(Pan-untrusted: 23% Negative and 13% Positive;
XGB-untrusted: 24% and 13%). Our experiment
indicates that even though developing a classifier
to identify untrusted users may not be the optimal
approach, it can still be used as a proxy to derive
useful information and identify patterns that can be
used to reveal malicious actors. Additional results
for all tasks regarding the performance of the XGB
model and the differences with our approach follow
a similar trend and can be found in Appendix C.

As a final experiment, we attempt to enhance our
XGB classifier by integrating the features already
extracted. Our results reveal that while the incor-
poration of new features generally results in only
marginal variations in the model’s performance,
the addition of certain features, especially senti-
ment, holds the potential to notably improve its
effectiveness. This suggests that careful selection
and integration of specific features can yield in-
cremental but meaningful gains in the classifier’s
performance, an exploration that we leave for fu-
ture work as it falls out of the scope of this work.
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6 Conclusions

This paper’s comparative analysis aims to delve
into the dynamics of misinformation dissemination
in the digital age by examining the distinctions be-
tween untrusted news spreaders and other users. To
this end, we have compiled a substantial sample
of untrusted news spreaders and the general con-
tent shared of these users in Twitter. Using this
large corpus stemming from three diverse datasets
(MBFC, FNN and PAN), we have analysed the
disparities in their language usage.

The initial exploration of traits associated with
untrusted news spreaders, including the presence of
hate speech, did not necessarily reveal the distinc-
tions we anticipated. Other language features such
as sentiment and emotional content indicate the
existence of relatively small language differences
between the two groups of users. These differ-
ences provide valuable insights that can inform the
development of systems designed to identify and
counteract malicious accounts. In particular, our re-
sults suggest that misinformation mitigation efforts
should be focused on the specific content shared,
rather than in profiling individual accounts.



7 Limitations

While we strived to derive insights from a large
dataset using state-of-the-art classifiers and a robust
analytical setup, we acknowledge the presence of
factors that constrain the depth of our findings. For
example, the focus on English-language content,
potentially limiting the scope of global social me-
dia interactions and perspectives. Additionally, the
exclusive use of Twitter data might not fully repre-
sent the dynamics on other social media platforms.
While verified accounts are employed as a control
group, it should be noted that they may not serve as
a perfect control due to factors like their popularity,
potential biases, or unique behaviours. Further-
more, the extraction of users relies on heuristics,
introducing some degree of noise and potential in-
accuracies in the data. Finally, we made use of
automatic models based on transformers. While
these have been tested extensively in prior work,
there are inherent limitations in these models, as
well as possible unwanted biases. All these limita-
tions should be considered when interpreting our
results and conclusions.

8 Ethical Statement

In our study involving user-generated content from
social media, we ensured user privacy in several
ways. First, we replaced all user mentions in the
texts with placeholders and removing user IDs.
Moreover, all the data utilised in our research is
sourced from publicly available information or col-
lected using the official Twitter API. Finally, all
the information is provided in an aggregated fash-
ion, without reporting sensitive information from
individual users.

While our dataset and methodology have the
potential for analysing individual behaviours, our
primary objective is to offer researchers a valuable
tool for the analysis and aggregation of social me-
dia content.
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A Computational Resources

An NVIDIA GeForce RTX 4090 GPU was utilised
for the experiments conducted:

* 18 hours for the inference process of (senti-
ment, emotion, topic) on the MBFC, FNN,
and Verified datasets.

* 6 hours for the training of the Longformer
model (Section Spreader Detection Analysis.

B Model Categories

B.1 Emotion Categories

The twitter-roberta-base-emotion-multilabel model
classifies each entry in one or more of the following
classes: anger, anticipation, disgust, fear, joy, love,
optimism, pessimism, sadness, surprise, trust.
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Features | F1 | Accuracy
text 74 74
text-s 75 76
text-e 72 72
text-t 69 69
text-st 71 71
text-se 73 73
text-et 68 69
text-set 72 72

Table 4: Comparative results of F1 scores and accuracy
for various feature combinations using the XGB clas-
sifier on the PAN dataset. s: sentiment, e: emotion, t:
topic

B.2 Hate Speech Categories.

The twitter-roberta-base-hate-multiclass model
classifies each entry in one of the following classes:
not_hate, sexism, racism, religion, other, sex-
ual_orientation, disability

B.3 Topic Classification Categories

The tweet-topic-21-multi model assigns each
tweet one or more topics from the following
list: arts_<&_culture, business_&_entrepreneurs,
celebrity_&_pop_culture, diaries_&_daily_life,
family, fashion_&_style, film_tv_&_video,
fitness_&_health, food_&_dining, gam-
ing, learning_&_educational, music,
news_&_social_concern, other_hobbies, re-
lationships, science_<&_technology, sports,
travel_&_adventure, youth_&_student_life

C Spreader Detection: XGB

Table 4 highlights the performance of each feature
set, with the ’text and sentiment (text-s)’ combi-
nation achieving the highest F1 score of 75 and
accuracy of 76, suggesting it is the most effective
combination for this analysis.

Figures 6b, 4, and 6a illustrate that the discrep-
ancies in the distribution of the examined features,
sentiment, emotion and hate speech respectively®,
between the XGB model’s predictions and the PAN
dataset are negligible, indicating that they exhibit
comparable trends.

SResults related to the topic distribution can be found in
Appendix C.
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Figure 4: Sentiment comparison between PAN dataset
and the XGB models’ predictions.
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Abstract

In sentiment analysis of longer texts, there may
be a variety of topics discussed, of entities men-
tioned, and of sentiments expressed regarding
each entity. We find a lack of studies explor-
ing how such texts express their sentiment to-
wards each entity of interest, and how these
sentiments can be modelled. In order to better
understand how sentiment regarding persons
and organizations (each entity in our scope) is
expressed in longer texts, we have collected a
dataset of expert annotations where the over-
all sentiment regarding each entity is identi-
fied, together with the sentence-level sentiment
for these entities separately. We show that the
reader’s perceived sentiment regarding an en-
tity often differs from an arithmetic aggregation
of sentiments at the sentence level. Only 70%
of the positive and 55% of the negative entities
receive a correct overall sentiment label when
we aggregate the (human-annotated) sentiment
labels for the sentences where the entity is men-
tioned. Our dataset reveals the complexity of
entity-specific sentiment in longer texts, and al-
lows for more precise modelling and evaluation
of such sentiment expressions.

1 Introduction

As the field of sentiment analysis progresses, sen-
timent analysis has developed from providing a
single positive / negative polarity label for entire
texts (e. g. Pang and Lee, 2004), into various fine-
grained approaches, such as structured sentiment
analysis, where for each identified sentiment ex-
pression in a sentence, the sentiment category is
classified, and the holder and target of the senti-
ment, if any, is identified (Barnes, 2023). Often
however, the end goal of sentiment analysis will
be to extract more compound information about
the sentiment expressed towards each entity. Such
overall sentiment classification per entity can fa-
cilitate for better media bias analyses and trend
research where the source texts are more complex
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Document level annotations

Entity Sentiment
Mick Jagger Pos-Standard
Rolling Stones Pos-Slight
Sentence-level annotations

Entity ref Relation Sentiment
Rolling Stones ~ Mention Neg-Slight
Mick Jagger Mention Neg-Slight

(1) There is nothing pretty when Jagger and
the Rolling Stones are on stage.

Entity ref Relation Sentiment
Mick Jagger Mention Pos-Slight
(2) But Mick Jagger knows what he is doing.
Entity ref Relation Sentiment
Rolling Stones ~ Coreference Pos-Standard
Mick Jagger member_of Pos-Standard

(3) Soon the band delivers their unique rock’n roll
aestethics that we came for.

Figure 1: Constructed example containing two enti-
ties and three sentences. The document-level sentiment
classifications on top are annotated separately from the
sentence-level annotations. Sentence (1) contains men-
tions of both "Jagger" and "Rolling Stones". The men-
tion of "Jagger" is resolved to "Mick Jagger", the most
complete mention of that entity. Sentence (2) mentions
"Mick Jagger" positively. Sentence (3) contains a sen-
timent regarding "the band". This is a coreference to
"Rolling Stones". The annotators also classified the sen-
timent regarding "the band" to carry over to the entity
"Mick Jagger" as member of that band.

(Steinberger et al., 2017). As we show in Section 2,
we find few attempts to classify the overall entity-
specific sentiment in longer texts.

To mitigate the lack of such entity-related sen-
timent data, we provide a Norwegian dataset of
professionally written review texts annotated for
sentiment both at the document and sentence level
regarding each person and organization mentioned,
i.e. each volitional entity in the text (Mitchell
et al., 2013). To our knowledge, our dataset is the
first openly available of its kind, in any language,
providing such separate sentiment labels for each
entity, both at the sentence level and for the full

Proceedings of the 14th Workshop on Computational Approaches to Subjectivity, Sentiment, & Social Media Analysis, pages 84-96
August 15, 2024 ©2024 Association for Computational Linguistics



document. Figure 1 exemplifies this multi-layered
annotation scheme. It presents the annotation gran-
ularity at both document- and sentence level.

Our main contributions are as follows:

1. A novel dataset and annotation scheme for
entity-wise sentiment classification both at the
sentence- and at the full-text level, consisting
of 412 texts containing 2479 entities.

Analyses of the relations between sentiments
expressed locally (at the sentence level) and
globally (at the full-text level) answering our
research question (RQ1): how consistently
does sentiment towards each entity’s mention
agree with the entity’s document-level senti-
ment?

. Classification of sentiment-relating sen-
tences We find that an important part of the
sentiment signal regarding an entity is found
in sentences where the entity itself is not the
sentiment target. This answers our research
question (RQ2): how can we quantify the
gains from including a wider set of sentences
than those containing a mention of the entity?

Baseline models for predicting the global sen-
timent based on sequence labeling and zero-
shot LLM-prompting exemplify the complex-
ity of the task. These are evaluated to a F; of
56% and 69% respectively, and are described
in Section 5.

2 Related Work

We here present work and datasets that to various
degrees support entity-specific sentiment classifica-
tion for longer texts. Similar works on exclusively
short texts are excluded, as these lack the complex-
ity found in our dataset.

Entities’ Sentiment Relevance Detection. Ben-
Ami et al. (2015) present and motivate the task of
Entity-level Sentiment Analysis (ELSA). We apply
their task description of identifying the document-
level sentiment per entity. Our works differs in
that the main focus of their paper is identifying
sentiment-relevant sentences for each entity. They
create a smaller dataset for the financial and med-
ical domain. They do not describe the annotation
process, and we find only 10 samples from each
domain available on line today. We provide and
describe a larger dataset, and the focus of our mod-
elling is the end goal of identifying the entity-level
sentiment at the document-level.
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Document-level Sentiment Inference. Choi
et al. (2016) aim at inferring not only a sentiments
expressed regarding each entity in the text, but also
the holder of each sentiment conveyed in newsme-
dia texts. Their suggested model for this demand-
ing task evaluates to well below 50% F; on all
evaluations reported. In our work, the holder is un-
derstood to be the author of the text, and we focus
on the sentiment relations between different enti-
ties and references in the text via both coreferential
and other anaphoric relations.

PerSenT. Bastan et al. (2020) annotate docu-
ments for one entity each, the main person of in-
terest in the text, both at the document- and the
sentence-level. Kuila and Sarkar (2024) employ
this dataset in their task of determining the overall
sentiment polarity expressed towards a target entity
in news texts. The PerSenT dataset is annotated by
crowd-sourcing, annotated for only one entity per
text, and the text length is limited to 16 sentences.
In contrast, our dataset annotates the texts for all
volitional entities mentioned in the text. It is an-
notated and curated by trained individuals, and the
texts contain on average 27.5 sentences.

NewsMTSC. This dataset by Hamborg and Don-
nay (2021) and the subsequent multilingual MAD-
TSC (Dufraisse et al., 2023) contain news texts
with each sentence labeled for sentiment regarding
important volitional entities mentioned by name
in the sentence. The entities are given identifiers
that allow for sentiment aggregation, but an over-
all sentiment per entity and text is not identified.
MAD-TSC contains 4714 sentences regarding 1007
labeled entities, with an average sentence length of
31 words.

ELSA-pilot. In Rgnningstad et al. (2022), we
presented a pilot study that motivates treating the
global sentiment separately from the local sen-
timents. Crucially, we found that aggregation
of sentence-level sentiment scores do not suffi-
ciently capture the entity-dependent signals regard-
ing the overall sentiment. We find that in the
texts inspected, sentiment is related to entities not
only through name mentions and coreferences, but
through sentences with other relations as well. The
findings were exploratory, and not supported by a
more complete dataset.

3 Data Collection

The Norwegian Review Corpus (NoReC, Velldal
et al., 2018) contains 43,436 professional Norwe-



Split  Entities Texts Sentences Annotations
Test 247 44 1252 1057
Train 2232 368 10083 8834
Sum 2479 412 11335 9891

Table 1: Total counts of texts, entities, sentences and
annotations for the dataset after cleaning and postpro-
cessing, as per its initial release.

gian newspaper reviews from a range of domains,
such as music, literature, restaurants, movies, elec-
tronics and more. The reviews typically balance
both positive and negative assessments of the en-
tity under review as well as various background
information.

The NoReCje (@vrelid et al., 2020) corpus con-
tains a subset of 412 reviews from the NoReC cor-
pus. These texts are annotated for fine-grained
sentiment information, including holders, polar ex-
pressions, polarity, and intensity. We chose this
dataset as our texts, and enrich the dataset with
new entity-focused sentiment annotations. More
details on our dataset can be found in Table 1.

3.1 Pre-processing

Since our task is to annotate texts for sentiment
towards individual volitional entities, we trained a
dedicated named entity recognition (NER) model
for Norwegian on the NorNE dataset (Jgrgensen
et al., 2020), but included only the PER and ORG
labels (merging GPE-ORG with the ORG cate-
gory).

All mentions of an entity were clustered through
substring matching, to obtain a list of entities per
documents and their mentions. If an entity "John
Travolta" was mentioned in a text, the mentions
"John" and "Travolta" would be clustered together
with "John Travolta". There is in Norwegian little
case inflection of proper nouns, besides genitive
where the characters "’" and/or "s" are added. Our
substring matcher would therefore check if strip-
ping of "s" and "’" would give match. This way,
"John’s" would be found to be a substring of "John".
We found few clustering errors from this approach.
One exception was that "Elisabeth I" was found to
be a substring of "Elisabeth II", and the two we
therefore clustered and counted as one entity in the
text.

3.2 The annotation task

For each volitional entity in each document, the
task of the annotators is to annotate sentiment at
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two different levels, as exemplified in Figure 1:

Document level: Based on a reading of the en-
tire text with the given entity in mind, label the
sentiment that the full text conveys towards that
entity.

Sentiment-relevant references:  For each
sentiment-relevant sentence, identify the text span
that either directly refers to the entity in question
or indirectly contributes to the entity-directed
sentiment through a specified semantic relation.
The possible relations are, in order of priority:

(a) Name mentions, e. g.
Stones".

"Jagger", "Rolling

(b) Coreferences, e. g. "they", "the band".

(c) Bridging references. In addition to corefer-
ence, we annotate anaphoric relations between
entities that are not co-referent, so-called
bridging relations. The inventory of relations
was motivated by the pilot study described in
Rgnningstad et al. (2022) and included the
relations "member_of", "has_member" and
"created_by". When other bridging relations
implied sentiment regarding a target, this was
annotated under the subsequent point.

(d) Whenever a sentence was considered to imply
sentiment regarding an entity in any other way
than the above mentioned, the entire sentence
was labelled with sentiment, but no text span
inside the sentence was identified.

The relation categories for the bridging relations
were suggested to the annotators from our initial
exploration of the data, and in annotation meetings
it was established that these categories were rele-
vant and sufficient for the dataset at hand. See the
annotation guidelines’ list of terms in Appendix C
for further description of coreferences and bridging
references.

All sentiment annotations employ a five-category
scale, similar to Dufraisse et al. (2023) and Bas-
tan et al. (2020): "Negative—Standard", "Negative—
Slight", "Neutral", "Positive—Slight", and "Positive—
Standard". For the "Neutral" category, only name
mentions are identified, since these could be added
in the pre-processing. The other references to an
entity were only annotated if they were non-neutral.
Annotation was carried out using the Inception tool
(Klie et al., 2018). Figure 3 in Appendix A shows
example screenshots from the annotation process.



3.3 Annotation guidelines

Our annotation guidelines are derived from those
of NoReCge, which in turn build on the work of
de Kauter et al. (2015). An English translation of
the guidelines is presented in Appendix C, and we
briefly present some of the most central considera-
tions below.

When factual statements express sentiment.
Our guidelines conclude that "pure” factual state-
ments without any indication of sentiment from the
author, should be considered neutral. One should
limit the need for domain knowledge from outside
the discourse, in order to conclude whether a piece
of information should be classified as conveying
any sentiment polarity. According to these rules,
the sentence "The Rolling Stones album sold over
22 million copies." contains no sentiment towards
"The Rolling Stones".

When sentiment towards related targets implies
sentiment towards the volitional entity. If the
annotator perceives a sentiment expression towards
a movie to imply sentiment towards the director,
the annotator would, when annotating with respect
to the director, label the movie as "created by", and
label the sentiment that this related target would
have. Each case requires separate consideration by
the annotators.

Annotate the most prominent reference. If an
entity has more than one reference in a sentence,
we annotate the name mention before coreferences,
and coreferences before other anaphoric references.
In the sentence "John played for us and we all
love him.", the name mention "John" would be
annotated with positive sentiment, although the
sentiment expression "love" has "him" as target, a
coreferent to "John".

3.4 Annotation process

The dataset was annotated by five paid NLP stu-
dents at the BSc level. All are native Norwegian
speakers between 20 and 35 years old. They under-
went introductory training and test annotations in
preparation for the project. During this introduc-
tory training, the annotators contributed towards
refining the annotation scheme. All annotations
were curated by the first author of this paper, as the
project leader.

After manual cleaning, the pre-annotated voli-
tional entities, 2481 documents based on 412 texts
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remained for further analysis. Final counts for the

dataset are presented in Table 1. All annotators

took part in the three phases of the project:

1. Introductory parallel annotations and dis-
cussions. Annotators were initially provided
with 75 documents, whereby 2—3 annotators
would annotate the same texts. The anno-
tators then inspected each others’ work, the
guidelines were discussed and if neccessary
adjusted.

The entire training corpus annotated. The

annotators subsequently annotated the 2481

document in the dataset, according to avail-

ability, one annotator per document. Each
annotator annotated from 200 documents and
upwards. The number of documents annotated

by each annotator is shown in Table 3.

. Parallel annotation of the test set. Finally,
all annotators annotated the test split, as pre-
defined in NoReCj,,, in parallel. The test data
contains 44 different texts, containing a total
of 247 volitional entities. Each text contains
on average 28.5 sentences.

. Curation The project leader reviewed all an-
notations in the dataset. For the training and
development splits, there was one annotator to
review. The annotations were corrected when
neccessary. The amount of document-level
annotations corrected by the curator, varied
among the annotators from 0.5% to 8.2%. For
the test split, all annotators annotated all in-
stances. The curator inspected the majority
vote before making the final judgement. The
agreements here are shown in Tables 2 and 3.

3.5 Annotator agreement

We present here the annotator agreements, both
for the overall sentiment per entity, and for the
sentence-level annotations. For these analyses, we
remove the intensity levels "Slight" and "Standard",
and check for agreement only in terms of the main
categories "Positive", "Neutral" and "Negative".

Document—entity sentiment. We first inspect
annotator agreement for the overall sentiment
assigned to each volitional entity at the document-
level. Table 2 shows the agreement towards the
curated version. We find that the mean Cohen’s
Kappa among annotators compared to the curated
document labels was 0.71, and standard deviation
among the five annotators is 0.11.



ann_1 ann_2 ann_3 ann_4 ann_5
curated 0.53 0.81 0.75 0.67 0.80
ann_1 1.0 0.43 0.34 0.35 0.41
ann_2 1.0 0.65 0.66 0.79
ann_3 1.0 0.60 0.71
ann_4 1.0 0.69
#ann’d 380 820 515 245 875

Table 2: Cohen’s kappa agreement on the documents’
sentiment polarity for each entity. Mean agreement with
the curated result is 0.71. "# ann’d" indicate how many
documents in the dataset each annotator had annotated
before starting on the test set.

annl ann2 ann3 ann4 ann5
curated 0.64 0.77 0.78 0.68 0.74
ann_1 1.0 054 057 052 053
ann_2 1.0 0.71 0.65 0.70
ann_3 1.0 0.63 0.77
ann_4 1.0 0.65
ann_5 1.0
#ann’d 380 820 515 245 875

Table 3: Cohen’s kappa agreement between annotators
and the curated conclusion for sentiment polarity on the
sentence level, with respect to the given entity. Mean
annotator agreement with curated is 0.72.

Sentence—entity sentiment. We then turn to an-
notator agreement at the sentence-level, again with
respect to the labels "Positive", "Neutral" or "Nega-
tive", with Cohen’s kappa shown in Table 3. Mean
Cohen’s kappa for agreement with the curated an-
notation is 0.72, and standard deviation among the
annotators is 0.06.

Conclusions from analyzing inter-annotator
agreement. Despite individual variations in
agreement, mean Cohen’s kappa agreement at both
the document- and sentence level is above 0.70. We
consider this to be a satisfactory level of agreement,
and an indication that the annotators indeed were
able to identify and classify the requested sentiment
signals in the texts. Inspecting selected disagree-
ments indicate that one source of disagreement lies
in drawing the line for how much world knowledge
to include in a sentiment judgement. Zaenen et al.
(2005) argue that world knowledge underlies just
about everything we say or write, and that this leads
to diverging readings of a text. We found in our
data that annotators in deed tended to disagree, e. g.
when a person commonly considered to have been
"good" or "bad" was mentioned without a particu-
lar sentiment expressed in the text. During curation,
these cases would be judged as Neutral.
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Relation category # %
Name mention 1382 36.7
Coreference, anaphoric 432 11.5
Bridging: created_by 966 25.7
Bridging: has_member 294 7.8
Bridging: is_member 48 1.3
Sentence-level sentiment 641 17.0
Total 3763 100.0

Table 4: All non-neutral sentiment annotations in the
training and development split of the dataset. We find
that only 36.7% of the annotated sentiments are on sen-
tences containing an entity’s name mention.
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Figure 2: Improvements per sentiment category and
sentence relation category. We here use a weighted
average of the two sentiment intensities in Table 6.

We further find it noteworthy that the two anno-
tators with the fewest documents annotated have
the lowest agreement with the curated version. The
minimum requirement was to annotate at least 200
documents before proceeding to annotating the test
set. But in our case, annotators who annotated
more than 400 documents had noticeable higher
agreement with curated, as seen in Tables 2 and 3.

4 Dataset Analysis

We here present selected analyses of the main body
of the dataset. The results in this section relate
to the training and development splits combined.
This collection contains 368 reviews with 2232
volitional entities and 8834 sentiment labels in total.
The focus is on providing answers to RQ1 about
the relations between the individual mentions of
an entity and the entity’s document-level sentiment.
We also answer RQ2 by quantifying the gain from
including more sentences than those containing a
mention of the entity.



mentions_only Neg-Std  Neg-Slight Neutral Pos-Slight Pos-Std Total Neutral
Document-level pct
Positive—Standard 1 4 134 32 502 673 19.9
Positive—Slight 0 4 43 54 17 118 36.4
Neutral 2 2 1139 12 4 1159 98.3
Negative—Slight 10 59 46 1 5 121 38.0
Negative—Standard 97 9 48 5 2 161 29.8

Table 5: Sentiment towards entities’ name mention vs. sentiment towards the entity at the document level. Sentiments
at the name mention level are aggregated by averaging the non-neutral sentiments. When inspecting the "Neutral"
row, we find that 1139, or 98.3% of the Neutral entities in the documents, had neutral sentiment towards all entity
mentions. For the entities with sentiments, we find that 19.9-38 pct of these had no sentiment at the name mentions,

and were incorrectly aggregated to "Neutral".

Aggregated entities  mentions mentions mentions  all sentiments  support
coreferences  coreferences

Document-level bridging

Positive—Standard 83.5 84.9 89.0 89.5 673

Positive—Slight 48.6 46.9 48.3 48.8 118

Neutral 88.7 90.1 93.6 94.5 1159

Negative—Slight 59.3 55.8 64.4 63.2 121

Negative—Standard 71.6 73.4 75.4 77.4 161

Accuracy 82.9 83.7 86.6 87.2

Weighted avg 82.2 83.2 86.9 87.6

Table 6: F, scores for the five sentiment classes in the dataset, when using increasingly more of the annotated data.
For the first column, only sentiments directed towards the entity mentions are aggregated. For the next column,
coreferences are added. Then targets with a bridging relation are added, before all annotations at a sub-document
level as aggregated per entity. All aggregations use the strategy of averaging non-neutral sentiments. This table is

graphed in Figure 2.

4.1 Annotations and polarity-counts

Table 4 shows the distribution of annotations in the
dataset, across category and sentiment. It shows
that the sentiment-relevant coreferences beyond
name mentions are comparably few. In contrast,
we find that the bridging relations (created_by,
has_member and is_member) contribute quite sig-
nificantly to entity-directed sentiment in our dataset.
These relations constitute 34.8% of the annotated
sentiments, almost equally frequent to the senti-
ment labels that are directly attached to an entity
mention. These figures indicate that any approach
that labels only sentences for sentiment regarding
an entity if that entity is named in the sentence, ap-
pear to lose the majority of sentiment signal, which
is found in sentences with other relations to the
entity.

4.2 Document-level vs aggregated lower level
sentiment

In this work we are specifically interested in the
relations between the high-level and lower-level
annotations for each entity. The availability of our
dataset enables further analysis of these correla-
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tions at the per-entity level. In the following we
will attempt to evaluate the effect of each category
of sentiment-related sentences and how the aggre-
gation of lower levels of sentiment classifications
compare to the document-level score independently
assigned by our annotators. We start by aggregating
the sentiments for the name mentions only, before
we add the remaining available annotations. When
referring to the aggregated sentiment score, we here
refer to averaging and rounding the non-neutral
mentions, whereby we assign the "Standard" sen-
timents the value of £2, and slight sentiments are
+1.

Sentiment towards entity mentions only. In the
previous section, we established that the majority
of sentiment signals in our texts lay in sentences
without the entity explicitly mentioned. However,
if the sentiment signals from the sentences contain-
ing an entity mention are coherent with the senti-
ment signals in sentences with other relations to the
entity, these latter sentences would be redundant in
order to satisfactorily locate the document’s overall
sentiment regarding the entity in question. Table 5
shows the confusion matrix for aggregated senti-



ment for name mentions, compared with the an-
notated document-level sentiment. The "Neutral"
column shows the distribution of entities that do not
receive any sentiment towards their name mention,
over their true, document-level sentiment. We see
that 19.9% of the true "Positive—Standard" entities
receive no sentiment towards their name mention,
while 38% of the true "Negative—Slight" entities
are without any sentiment towards their name men-
tion. This gives an answer to RQ1 through the
observation that 271 out of the 1073 non-neutral en-
tities in the dataset (25%) are incorrectly assigned
a neutral sentiment by the sentiment-bearing sen-
tences where their name is mentioned. To correctly
classify these entities, we need to find a sentiment
signal in other parts of the text.

Sentiment towards name mentions and refer-
ences. In order to further understand the senti-
ment contributions of the various references to an
entity, we compare the F; scores for aggregated
sentence-level gold sentiment labels. We start with
the sentences with name mentions only, gradually
adding more sentiment relation categories. This
may be considered an ablation study where we ex-
plore the impact of the various parts of the dataset’s
categories. We start with the name mention sen-
timents, as described in the previous subsection.
Subsequently, the coreferences are added, then the
bridging mentions, and finally the sentence-level
sentiment annotations. Table 6 and Figure 2 shows
that aggregating sentiment expressed towards both
name mentions and anaphoric coreferences add just
one percentage point to the support-weighted aver-
age F;. Adding the targets with a bridging relation
to the entity, though, improves the average F; by
an additional 3.7 percentage points. From there, in-
cluding also other sentences where the annotators
found a sentiment-relevant relation to the entity,
only improves weighted average F; from 86.9% to
87.6%.

These findings indicate an answer to RQ2, that
in order to find the sentiment-relevant parts of a
text with respect to an entity, looking only at sen-
tences with an entity’s name mention or even in-
cluding any anaphoric coreference to the entity, is
not enough. Having a model that can also cap-
ture sentiment from sentences where a target has a
bridging relation to the entity, appears to be impor-
tant.
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Entity non-

mentions neutral neutral Total
Multiple 231 566 797
Single 928 507 1435

Table 7: Distribution of neutral and non-neutral entities,
with one or multiple name mentions in the text. 507
out of the 1435 entities mentioned only once, receive a
non-neutral sentiment.

4.3 Are single mentions in general neutral?

In our dataset, almost two thirds of the entities are
mentioned only once by their name in a given text.
If we, as suggested by Dufraisse et al. (2023) could
assume that entities mentioned only once are neu-
tral and not in focus, that would simplify the task
considerably. For our dataset, Table 7 shows that
although a majority of the entities with only one
name mention are neutral, nearly half of the entities
receiving a polarity are single mention entities. Dis-
carding these would have meant discarding much
valuable sentiment information, and we conclude
that entities with one name mention only are worth
keeping.

S Baseline Modelling

We here present two approaches to using language
models for predicting the document-level sentiment
regarding each entity mentioned in the text. Due
to the richness of annotations, neither of these uti-
lize all available annotations in the dataset. The
first approach fine-tunes a model for finding the
relevant entity mentions and labeling these with
sentiment polarity "Positive", Negative" or "Neu-
tral". The heuristics described in Section 4.2 aggre-
gates these to the document-level prediction. The
second approach prompts a large language model
with the text, the entities, and a request to return
the document-level sentiment label for each entity.

5.1 Predicting and aggregating mentions’
sentiments

We extract a simplified dataset containing only the
entity mentions and their sentence-level sentiments.
We train a sequence labeler to identify entities and
their three-class sentiment, with evaluation results
shown in Table 8. The pretrained model applied
was NorBERT3-large! (Samuel et al., 2023). The
models tested and search space for hyperparame-
ters explored are shown in Table 11 in Appendix B.

"https://huggingface.co/ltg/norbert3-large


https://huggingface.co/ltg/norbert3-large

As discussed in Section 4, the document-level
sentiment can not be fully derived from the set
of sentiments regarding each mention of an entity.
However, we aggregate the predicted sentiments,
similarly to how we aggregated the annotations for
each entity mention in Section 4. This approach
serves as a naive modelling baseline and an ex-
ample of the limitations of this approach. The
results from aggregating the modelled labels to the
document-entity level are presented in Table 9. Ta-
ble 6 shows that 82.9% of the entities in the training
and development splits were correctly classified at
the document level when aggregating the true senti-
ment labels for the entities’ mentions, and serve as
an upper bound for this approach. Table 9 shows
that when aggregating the predicted labels, 70.9%
of the entities in the test split were correctly labeled
with this baseline model.

Precision  Recall Fi  Support
Neg 70.6 414 522 29
Neu 73.9 88.3 80.5 308
Pos 68.0 57.1  62.1 119
Macro avg 70.8 62.3 649 456
W. avg 72.2 772 739 456

Table 8: Sequence labelling of each individual entity
name in the test split. An exact match for both the text
span and sentiment label is required for the predictions
to be counted as correct. At this level there is no ag-
gregation. Aggregated sentiment labels per entity are
presented in Table 9.

Precision  Recall Fi  Support
Neg 444 19.0 26.7 21
Neu 67.4 95,5 79.0 132
Pos 88.2 479 62.1 94
Accuracy 70.9 70.9 70.9
Macro avg 66.7 541 559 247
W. avg 73.4 70.9 68.1 247

Table 9: Aggregated sequence labels from the baseline
sequence labeling model, evaluated against the entities
in the test split.

5.2 Zero-shot LLM prompts

Recent work indicates that ChatGPT and open-
source counterparts may be a relevant resource for
annotating and labeling English texts (Gilardi et al.,
2023; Alizadeh et al., 2024). We therefore con-
structed a zero-shot dialogue with ChatGPT.

The prompts were what we consider clear and
well-posed Norwegian questions about which of
the three sentiment categories "Positive", "Neutral"
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Precision  Recall Fi  Support
Neg 60.0 57.1 585 21
Neu 77.4 72.7 75.0 132
Pos 70.9 717 741 94
accuracy 73.3 733 733
macro avg 69.4 69.2 69.2 247
W. avg 73.4 733 733 247

Table 10: Predicted sentiment labels per entity at the
document level in the test split, provided through Chat-
GPT with GPT-4.

or "Negative" is assigned to a given entity by the
text. We performed the dialogue through the web
interface with a paid monthly subscription to Ope-
nAl, employing GPT v4 (Achiam et al., 2023).
The initial prompt was the entire text, preceded
with this sentence in Norwegian: "In the sub-
sequent text, is the sentiment towards "Kirsten
Flagstad" Positive, Negative or Neutral?"
Where "Kirsten Flagstad" is the volitional entity in
question. The prompt would be a lengthy answer
including reasoning. The next prompt would be,
translated: "Please give the answer with one word,
Positive, Negative or Neutral". Table 10 shows
that this zero-shot approach yielded an accuracy of
73.3%

6 Conclusion

We have presented a dataset annotated for entity-
level sentiment analysis based on professional re-
view texts in Norwegian. The dataset allows for
training and evaluating models for entity-wise sen-
timent analysis. We have shared insights from the
dataset creation, and analyzed how sentence-level
expressions of sentiment regarding an entity relate
to the entity’s overall document-level sentiment.
The dataset is available online.?
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A Annotation Example

Figure 3 in the appendix shows segments from
screenshots of one text being annotated for two
different entities, two members of the same band:
Julian Casablancas, the band leader and vocalist,
and Nick Valensi, the guitarist in the band. The
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Parameter Settings

Models NbAiLab/nb-bert base and large
Itg/norbert3-large

Seeds 101, 202, 303

Batch size 32,64

Learning rate  1e-05, Se-05

Epochs (best) 12 (6)

Table 11: Hyperparameters explored for fine-tuning a
model for identifying and labeling name mentions and
their polarity. Best options in bold. The narrow selection
of models and hyperparameters is based on preliminary
experiments with the material.

text is machine translated from Norwegian and just
briefly corrected. Green labels are at the segment
level: The sequence is annotated for relation to the
entity and for sentiment. Blue labels are the overall,
document-level sentiment towards an entity. Each
document therefore, has one such annotation. Pink
labels are for sentences expressing sentiment with
an unspecified relation to the entity. We see that
the annotators found some sentiments towards the
band to imply sentiment towards the band leader
Julian Casablancas. For the guitar player Nick
Valensi, only sentiment regarding him directly was
recorded.

B Baseline Details

Table 11 shows the hyperparameters search space
for the sequence labelling model we trained for pre-
dicting an entity’s overall sentiment based on the
sentiment expressed towards each entity mention.
The code employed is a copy from the Hugging-
Face token classification task.

C Annotator Guidelines

These are the guidelines used for annotating the
texts of NoReCj,, for entity-level sentiment. This
annotation was done as part of the ELSA project,
using INCEpTION. The original guidelines are
written in Norwegian. The following is a trans-
lation into English.

The guidelines are based on the guidelines for
NoReC;,e and the work that NoReCy,, refers to:
Kauter, Marjan Van de et al. “The good, the bad
and the implicit: a comprehensive approach to an-
notating explicit and implicit sentiment.” Language
Resources and Evaluation 49 (2015): 685-720.

C.1 Objective

The main objective of the annotation is to create a
dataset where sentiment expressed against entities
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in the document is annotated. "Entities" are limited
to persons and organisations. First, the sentiment
that the document as a whole expresses towards
the entity is annotated, before the sentences that
contribute to conveying sentiment towards the en-
tity are derived. If possible, the recipient of the
expressed sentiment in the sentence should be an-
notated with the sentiment and how this recipient
relates to the main entity.

List of terms

* Sentiment: A positive or negative attitude
towards something or someone.

Sentiment analysis: An inference of the sen-
timent expressed in a text. This can occur
both when the author conveys their sentiment
directly, and when the author conveys state-
ments or information that can be said to con-
vey a positive or negative impression of the
entity.

Annotate: Labelling words or phrases and
entering information about these items.

(Volitional) entity: Individual people and
groupings of people who have a proper name.
This includes organisations, companies and
parties. Geopolitical organisations, such as
countries or cities, are also considered voli-
tional entities where they function as actors
with intent. Made-up characters and organisa-
tions are also volitional entities in the given
text. Examples of volitional entities include
"Elsa", "Beatles", "Jens Stoltenberg", "Black
Widow", "Norske Skog" and "Oslo City Coun-
cil". In this project, entity is used as short form
for volitional entity.

(Entity) mention: Where an entity is men-
tioned either with all of or part of its proper
name. In the text "Jens Stoltenberg came to
visit. Stoltenberg seems tired at the moment."
there are two mentions, "Jens Stoltenberg"
and "Stoltenberg", where we can interpret it
as both referring to the same entity.

Coreference: Where an entity is mentioned
without using the entity’s proper name. This
can be done by using nouns or pronouns such
as "these", "the band", "the prime minister" or
"he".
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* (Sentiment) target: If a sentence expresses
positivity or negativity towards something, the
target is the word or words that represent this
"something" that the sentiment is directed to-
wards.

C.2 Degree of detail for the annotation

The expressed sentiment should be directly related
to the main entity we are annotating for. The an-
notation should take little consideration of domain
knowledge, other than that which may be found in
the text. Factual information should not be inter-
preted as carrying sentiment, unless a clear senti-
ment is also expressed. Irony and sarcasm where
a negative sentiment can be expressed using oth-
erwise positive words are annotated as negative
sentiment. The annotation distinguishes between 2
levels of intensity:

"Standard' is used where the sentiment is clear.

"Slight'" is used where the sentiment is weaker in
intensity. "Slight" is also used where the sentiment
appears vague or uncertain.

C.2.1 Document level

For each entity, you must specify the sentiment
that the document as a whole conveys towards this
entity. This sentiment should be the annotator’s
impression of the document’s sentiment towards
the entity after reading, which is not necessarily an
aggregate of the sentiment analysis at sentence and
entity level.

The sentiment "Neutral" is used for all entities
that are only mentioned in the text, without the text
conveying any further sentiment towards the entity.

C.2.2 Sentence level

In cases where you find sentences that are relevant
for conveying sentiment towards the entity, with-
out finding a target that represents the entity or is
related to the entity, the entire sentence should be
annotated with the sentiment that is conveyed.

C.2.3 Segment level

At segment level, we annotate sentiment targets.
The sentiment must appear in the same sentence
as where the target is located. If it does not, the
sentiment-bearing sentence should be annotated at
sentence level.

For each annotated sentiment, the relationship to
the sentiment target must be specified.



-name_mention is used where the entity is fully
or partially mentioned by name. The name corre-
sponds to the name of the main entity in the docu-
ment.

-anaphoric is used where the entity has an
anaphoric representation in the sentence through
coreference.

-is_member is used where someone or some-
thing in the text is part of the main entity.

-has_member is used where the main entity is
part of a larger group and the sentiment expressed
towards the larger entity affects the sentiment to-
wards the main entity.

-created_by is used where some kind of prod-
uct is created by the main entity.

The word span that constitutes the sentiment tar-
get should be as short as possible, with the excep-
tion of proper names, where each part of the name
that appears should be annotated together ("Barack
Obama", not just "Barack" or just "Obama").

Where several possible sentiment targets appear
in the relevant sentence, the following hierarchy is
used to choose which relation to annotate:

1. name_mention
2. anaphoric
3. -is_member, has_member or created_by

4. Annotate at the sentence level

If conflicting sentiment is expressed towards the
same entity in the same sentence, the first represen-
tation of the entity (following the hierarchy above)
should be annotated with the sentiment conveyed
by the sentence as a whole.
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001670_Julian_Casablancas.xmi: Negative-Standard

| 1 The reggae-inspired - and slightly Vampire Weekend-sounding - " Machu Picchu " showcases rhythm guitarists Nick Valensi and Albert Hammond Jr .

at his best, and sympotmatically enough is credited to both Valensi and vocalist Julian Casablancas .
12 The latter has actually loosened his previously very tight creative grip, and Angles is the result of an unusual democratic process .

| 3 The single " Under Cover Of Darkness " and the third track " Two Kinds Of Happiness " follow up, and especially fans of early Strokes will probably nod
their heads in appreciation to these tracks .

created_by | Negative-Slight

14 Gradually, Angles unfortunately slip into what feels like an unfinished and sometimes chaotic product .
15 From a safe and confident start, the band

ends up vacillating between different musical directions , without managing to cough up a
genuine commitment to any of them .
16 From sounding like The Cars on " Taken For A Fool ", they

jump over to an inorganic bossanova rhythm on " Call Me Back " , and on
to a slightly dressy Muse pastiche on " Matabolism " .

17 The whole thing appears so incoherent that one finds oneself longing to return to the time when Casablancas
single-handedly .
18 The most successful experiment is actually " Gratisfaction " , a deep nod to Thin Lizzy, where Valensi and Hammond Jr . again lead to a good guitar

interplay, and  Casablancas' vocals, to a lesser extent than elsewhere on the album , reveal that he was not at all in the same studio as the rest
of the band when the album was recorded .

steered the ship almost

- )
19 Also on the last track " Life Is Simple In The Moonlight " there is some good playing , at least if you look past the horribly mushy vocals .

001670_Nick_Valensi.xmi: Positive-Standard
| 1/ The reggae-inspired - and slightly Vampire Weekend-sounding - " Machu Picchu " showcases rhythm guitarists Nick Valensi and Albert

Hammond Jr . at his best, and sympotmatically enough is credited to both Valensi and vocalist Julian Casablancas .
12 The latter has actually loosened his previously very tight creative grip, and Angles is the result of an unusual democratic process .

name_mention | Positive-Standard
P . . c . c - . .
1 3 The most successful experiment is actually " Gratisfaction " , a deep nod to Thin Lizzy, where Valensi and Hammond Jr . again lead

to a good guitar interplay, and Casablancas' vocals , to a lesser extent than elsewhere on the album , reveal that he was not at all in the same studio
as the rest of the band when the album was recorded .

Figure 3: Annotations for two of the entities identified in the same text. Blue labels are document-level, green labels

are segment-level, red labels are sentence-level. Sentence 19 is labeled as conveying a negative sentiment regarding
Casablancas, since he is the vocalist.
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Abstract

The deployment of Large Language Models
(LLMs) in diverse applications necessitates
an assurance of safety without compromising
the contextual integrity of the generated con-
tent. Traditional approaches, including safety-
specific fine-tuning or adversarial testing, often
yield safe outputs at the expense of contextual
meaning. This can result in a diminished capac-
ity to handle nuanced aspects of bias and tox-
icity, such as underrepresentation or negative
portrayals across various demographics. To ad-
dress these challenges, we introduce MBIAS,
an LLM framework carefully instruction fine-
tuned on a custom dataset designed specifically
for safety interventions. MBIAS is designed to
significantly reduce biases and toxic elements
in LLM outputs while preserving the main in-
formation. This work also details our further
use of LLMs: as annotator under human su-
pervision and as evaluator of generated con-
tent. Empirical analysis reveals that MBIAS
achieves a reduction in bias and toxicity by over
30% in standard evaluations, and by more than
90% in diverse demographic tests, highlight-
ing the robustness of our approach. We make
the dataset and the fine-tuned MBIAS model
available to the research community for further
investigation and to ensure reproducibility. The
code for this project can be accessed here '

Warning: This paper contains examples that
may be offensive or upsetting.

1 Introduction

The rise of generative artificial intelligence (Al) has
brought forth substantial ethical and safety chal-
lenges, raising concerns of misuse, misinformation
(Raza and Ding, 2022), and bias of the generated
information (Wach et al., 2023). Recent initiatives
in this line of research for safety in LLMs aim
at aligning large language models (LLMs) with
ethical norms. These efforts prioritize mitigating

"https://github.com/shainarazavi/MBIAS
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biases and enhancing values such as inclusivity,
fairness, and non-discrimination (Guo et al., 2023).
To address harmful, biased, or misleading content
(referred to as ‘biased texts’ herein), foundational
strategies include implementing safety guardrails in
the outputs generated by LLLMs. These guardrails
provide guidelines and boundaries to ensure Al ap-
plications align with ethical standards and societal
expectations (Att, 2024).

Methods such as red-teaming (Perez et al., 2022),
human feedback during pre-training (Casper et al.,
2023), and data augmentation methods (e.g., bal-
anced sampling, paraphrasing, or counterfactual
data generation) (Sadasivan et al., 2023) are often
used to reduce biases in LLMs, with the goal of
making them safer and more aligned with human
values (Ganguli et al., 2022; Korbak et al., 2023).
In the fine-tuning phase, techniques like instruc-
tion tuning, reinforcement learning from human
feedback (RLHF), and safety context distillation
(Ouyang et al., 2022; Qi et al., 2023; Bai et al.,
2022) are also used to address unsafe behaviors
and improve the models’ ability to generalize.

Despite advancements in the implementation
of LLM safety measures, one concern is the loss
of actual context or meaning in the original text
(Schlicht et al., 2024). This delicate balance be-
tween two competing goals — reducing biases
in the text and preserving informational integrity
(Raza and Ding, 2020) — highlights a central para-
dox in bias reduction efforts. Catastrophic forget-
ting, which occurs when a model forgets previously
learned information while acquiring new knowl-
edge, is particularly an issue worth noting while
implementing safety mechanisms in these LLMs
(Luo et al., 2023). Demonstrating the understand-
ing of language models post-safety interventions
has thus become a topic of research and discussion
(Nadeem et al., 2021; Schick et al., 2021).

Recent studies indicate that incorporating even a
modest number of safety-focused examples during
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the instruction-tuning stage can effectively mitigate
certain safety concerns (Bianchi et al., 2023; Inan
etal.,2023; Bai et al., 2022). State-of-the-art LLMs
such as GPT-4 (OpenAl, 2023), Mistral (Jiang et al.,
2023), PaLM (Anil et al., 2023), LLaMA-2 (Inan
et al., 2023), LLaMA-3 (Al@Meta, 2024), and
Claude (Anthropic, 2024) have been further fine-
tuned using high-quality safety demonstrations, in-
cluding perturbations and adversarial prompts, to
enhance safety. While not entirely foolproof, this
safety-tuning enables LLMs to reduce biases in
their outputs. Advancing beyond mere demonstra-
tions, we propose instruction fine-tuning a LLM
on safety mechanisms. This approach aligns with
prior research that emphasizes the importance of
the quality and breadth of instruction-tuning data
for developing proficient and reliable instruction-
following models (Touvron et al., 2023; Wang et al.,
2024).

Our primary objective in this research is to create
a safe LLM that can address bias and toxicity in the
outputs while retaining the original content of the
message. The primary contributions of this study
are as follows:

* We curated an instruction-tuning dataset with
a focus on safety considerations. This dataset
comprises paired examples: one containing
potentially unsafe elements, such as stereo-
types or prejudices, paired with its correspond-
ing benign (safe) counterpart. The dataset was
carefully annotated by human experts for reli-
able ground truth labels (safe counterparts).

* We propose MBIAS (Mitigating Bias through
LLM), an instruction-fine tuned model, built
on Mistral2-7B-instruct (Jiang et al., 2023).
The fine-tuning process involves training the
model with our custom dataset that contains
examples of both unsafe and safe instances,
guiding the model to recognize biases and
generate safe responses that can also retain
the meaning of the original text.

MBIAS can be adapted for use with other
LLMs. We utilize parameter-efficient fine-
tuning (Ding et al., 2023) to train the model,
making implementation simple and straight-
forward. To enhance user-friendliness, we
release the model weights, similar to Llama
Guard (Inan et al., 2023), starting with the
smallest available model. This approach en-
sures that researchers can easily integrate
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MBIAS into their own projects and benefit
from its bias reduction capabilities.

In this study, we further explore the versa-
tile roles of LLMs as both an annotator and
a judge or evaluator, using GPT-4. Initially,
GPT-4 generates accurate ground truth labels
for each unsafe input, under human oversight.
Later, we employ it as an evaluator, alongside
human evaluation, to assess the results of our
MBIAS model.

Experimental results on our test set and an out-
of-distribution test set across various demographics
demonstrate the robustness of our safety interven-
tions in LLMs. We are aware of the ethical impli-
cations of modifying user content. However, our
aim is to establish a method for fair LLM gener-
ations that respects copyright boundaries, while
maintaining user trust and autonomy.

2 Related Works

Safety in LLMs Establishing safety measures and
protocols is crucial to upholding trust in generative
Al and LLMs. Many methods have been proposed
to address specific biases (that are threats to safe
model outputs) in language models. Traditional
methods to ensure safe outputs includes examining
the embedding space of words and sentences to mit-
igate biases in text. Embedding-space-based meth-
ods are often applied after training, requiring little-
to-no fine-tuning of the model. These methods
function as post-processing debiasing steps (Liang
et al., 2020; Ungless et al., 2022). Subtraction-
based methods are also used to remove biases in
language models, which map the embedding space
into a neutral one (Bolukbasi et al., 2016), maintain-
ing equal distance between non-gendered words
and pairs of gendered words. Another method is to
ensure that gender-neutral words are orthogonal to
the gender direction (Zhao et al., 2018). In a related
work (Zhao et al., 2019), the gendered words are re-
placed with their opposites in the original training
data, and the model is trained on both the original
and augmented data. Other methods include effi-
cient fine-tuning for debiasing (Gira et al., 2022)
and fine-tuning only a small portion of parameters
on debiasing data (Gira et al., 2022).
Prompt-based debiasing, ranging from prompt-
tuning using continuous prompts (Yang et al.,
2023), to self-supervised zero-shot prompting, is
also used to detect and reduce bias by controlling



model behavior during generation. For example,
the Self-Diagnosis and Self-Debiasing methods
(Schick et al., 2021) reduce the probability of lan-
guage models generating biased text.

Debiasing practicality and reliability also de-
pend on dataset selection, evaluation methods, and
demographic coverage. Datasets like RedditBias
(Barikeri et al., 2021), WinoBias (Zhao et al.,
2019), HolisticBias (Smith et al., 2022), RealToxi-
cityPrompts (Gehman et al., 2020), and others dis-
cussed in Chang et al. (2024) are frequently used
for evaluating bias reduction in models. A variety
of bias evaluation metrics are used, such as WEAT
(Liang et al., 2020), Perspective API (API, 2024),
StereoSet Stereotype Score (Nadeem et al., 2021),
and LLM alignment methods (Wang et al., 2023;
Chang et al., 2024).

Despite rapid adoption, safety concerns remain
(Zhou et al., 2024; Gudibande et al., 2023), par-
ticularly around production integration. Most re-
cent LLMs, such as GPT-4, Mistral, PaLM, and
Llama-2 and 3, have been instruction fine-tuned
with high-quality instruction-following data. While
debates persist regarding the competitiveness of
finely-tuned instruction models (Zhou et al., 2024;
Gudibande et al., 2023), there has been rapid adop-
tion of these models among the NLP community.

Numerous considerations on their adoption and
integration into production settings are currently
under observation. Our focus lies in safety im-
plications for instruction-tuned models: specifi-
cally, how these models respond safely to biased
instructions, while retaining context. Recent re-
search (Qian et al., 2022) indicates that training
LLMs on demographically perturbed data results
in fairer models. We investigate whether training
on unsafe-benign text pairs can achieve better fair-
ness in LLMs while retaining their knowledge.

LLM as Annotator Recent advances have show-
cased LLMs like GPT-3.5 and GPT-4 as promising
alternative annotators (Tan et al., 2024). These
models are capable of annotating data for tasks
such as classification and entity recognition (Al,
2024b), through prompting methods. To maximize
the utility of LLMs and leverage vast amounts of
unlabeled data, they can be deployed as annota-
tors within an active learning loop (Zhang et al.,
2023). Furthermore, LLM annotations can undergo
alignment tuning to align their outputs with hu-
man preferences (Zhao et al., 2023), ensuring the
annotations remain free of biases.

LLM-based annotations are also shown to
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achieve or even exceed the performance of human
annotators across various NLP tasks, including
tweet annotation (Huang et al., 2023), computa-
tional science (Ziems et al., 2024), and medical
information extraction (Goel et al., 2023). Fur-
thermore, several comparisons between LLMs and
human annotators highlight their potential (Gilardi
et al., 2023; He et al., 2023; Pavlovic and Poesio,
2024). Motivated by these findings, our work also
employs the role of LLMs in producing benign
variations for biased texts, with the goal to miti-
gate bias within linguistic contexts while retaining
knowledge — an area that remains relatively unex-
plored.

LLM as Judge LLMs such as GPT-3.5 and GPT-
4 are increasingly utilized as evaluators or judges
to ensure outputs align with human preferences
(Zheng et al., 2024). In this capacity, LLMs can as-
sess and judge the quality of model outputs against
specific criteria such as accuracy, toxicity, and rel-
evance (Dubois et al., 2024; Zhou et al., 2024),
utilizing methods like asking for correctness, rel-
evance or agreement with human annotations in
a controlled experiment. In a LLM evaluation 2
OpenAl’'s GPT-4 led with 82% of the questions
answered correctly, followed by Llama3 and Mix-
tral. Google’s Gemini Pro 1.5 managed to answer
only half of the questions correctly, while GPT-3.5
ranked last. Motivated by these results, we also
employ GPT-4 as a LLM judge in this work.

3 Method

For the purposes of this study, we define bias as
any textual content that portrays unfair, inaccu-
rate, or derogatory assumptions about individuals
or groups based on their inherent characteristics
such as race, gender, ethnicity, or age (Raza et al.,
2024). The MBIAS architecture can be seen in
Figure 1.

3.1 Dataset Preparation

The dataset for this study is extracted from our
vast collection of about 3.7M records® that spans
diverse content from news and social media plat-
forms. This dataset is entirely in English and covers
many aspects of bias. We carefully chose a subset
of 8.5k records for this work (records with various
aspects of bias and text lengths), balancing diver-
sity with computational efficiency.

2LMSYS Chatbot Arena (Imsys.org)
$NewsMediaBias Data


https://arena.lmsys.org/
https://huggingface.co/datasets/newsmediabias/news-bias-full-data/
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Figure 1: MBIAS architecture showing data preparation and model training with parameter efficient fine tuning.

Data Labeling and Annotation Procedure:
During labeling, each instance of biased text (un-
safe) is transformed into its benign (safe) and de-
biased counterpart. In the initial step, we leverage
GPT-4 from OpenAl (OpenAl) as an annotator to
generate the benign versions of the data. An illus-
trative prompt (without demonstration) is presented
below, while demonstrations are provided in Ap-
pendix A:

Please rewrite the following text to create a benign
variation that eliminates all forms of bias, toxicity,
stereotyping, and harm, such as gender, age, race,
political, and socio-economic biases. Ensure the
revised text promotes inclusivity and neutrality without
sacrificing the original message essence.

Example 1: “Men are naturally better leaders than
women.”

Response 1: Leadership skills are not determined by
gender. Anyone can be a great leader.

Example 2: “Young people are too inexperienced to
lead effectively.”

Response 2: Leadership effectiveness is not limited by
age. People of any age can lead well.

Example 3: “People from certain socio-economic back-
grounds are more likely to be successful.”

Response 3: Your Turn

After GPT-4’s initial labels (the benign version
of each text), a human review process is performed.
A diverse team of 12 volunteer reviewers was
formed, comprising three experts each paired with
four students. The team varies in demographics
and subject-level expertise. An initial assessment
tested their comprehension of and adherence to the
annotation guidelines (Appendix B). The review-
ers were tasked with evaluating each biased input

alongside GPT-4’s benign output, making correc-
tions if they identified any discrepancies. Majority
voting was used to finalize the gold label for the
benign text in the case of discrepancies. Some of
the examples are given in Table 1.

The dataset schema® is given in Listing 1 below:

Listing 1: Dataset Schema
{ "ID": "UniqueID",

"Text": "Sentence_ (Unsafe)",

"Benign Variation": "String" }

To ensure seamless interoperability and inte-
gration across computational environments, our
dataset follows the Alpaca dataset format (Dubois
et al., 2023), comprised of ‘instructions’, ‘input’,
and ‘output’.

3.2 Model Training

MBIAS is fine-tuned on the pre-trained Mistral
(Jiang et al., 2023) model using instruction fine-
tuning. Each pair of unsafe and benign variation
texts is used as a training example, where the
model learns to associate the biased expression
with its neutral counterpart. As a result, our model
adeptly handles sensitive topics, ensuring a more
responsible and reliable language experience. We
selected the smallest variant, Mistral-7B-Instruct-
v0.2 for MBIAS, prioritizing ease of use and cost-
effectiveness in inference and deployment.

This instruction format follows the following
structure:

“We make our dataset available under the CC BY-NC 4.0
license.
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Biased Language
Younger workers are more
adaptable and quicker to
learn new technology than
older employees.

Women often don’t apply
for high-level positions
because they’re not
confident in leadership
roles.

Migrants tend to send most
of their earnings back home.
People with mental health
issues are unreliable
workers.

Physically disabled people
need constant assistance.

Benign Language
All employees bring
valuable skills and
insights to technology.

All genders show varied
confidence in leadership
roles.

Migrants contribute to
economic diversity.
Mental health conditions
do not define work
reliability.

Physical disabilities vary
in independence needs.

Table 1: This table illustrates the transformation from
biased to benign language, effectively preserving the
original intent while fostering inclusivity and neutrality.

<s>[INST]
[/INST]
Here, the [INST] strings mark the beginning
and end of the instruction, sys_message pro-
vides context for the LLM, instruction is the
specific task we want the model to perform, and
user_prompt is the user’s input or query.

{sys_message} {instruction}

{user_prompt}</s>

<s>[INST] You are a text
debiasing bot. You take as
input a text and you output its
debiased version by rephrasing
it to be free from any age,
gender, political, social or
socio—-economic biases, without
any extra outputs: [INST] “How
dumb can the school system get.
Almost every day there is a
column about the stupidity

of the system.” [/INST] The
school system could use some
improvement. It 1s concerning
to see frequent criticisms of
its effectiveness. </s>

Efficient Fine-Tuning with QLoRA To de-
velop MBIAS, we employ QLoRA (Quantized
Language Model Optimization with Low Rank
Adapters) (Belkada et al., 2023), a Parameter-
Efficient Fine-tuning (PEFT) technique using bit-
sandbytes (Dettmers et al., 2022), alongside the
HuggingFace transformers Trainer class, to fine-
tune the Mistral-7B-instruct-v0.23 model with our
specialized instruction dataset. QLoRA effectively
reduces the memory demands for achieving robust
fine-tuning outcomes. It balances accuracy with
resource efficiency through a 4-bit NormalFloat
(NF4) representation, double quantization, and

SMistral-7B-Instruct-v0.2

paged optimizers. We release our model weights
on HuggingFace. ¢

4 Experiments

4.1 Experimental Setting

The model was fine-tuned on a single A100
GPU with 4 CPU cores, employing PEFT and 4-
bit quantization via QLoRA (rank=64, alpha=16,
dropout=0.2) to manage GPU memory limits. We
used a batch size of 16 for training and 8 for eval-
uation, with a learning rate of 2e-5, and paged
AdamW optimizer (Belkada et al., 2023). Details
on hyperparameters are given in Table 2.

Hyperparameter Description and Value

Batch size for training / evaluation: 8 /4
Steps to accumulate gradients: 1
Maximum gradient norm: 0.3

Initial learning rate: 2e-05

Weight decay: 0.001

Optimizer: paged_adamw 8bit
Learning rate scheduler: constant

Ratio of warmup steps: 0.05

Maximum sequence length: 2048
Number of training epochs: 2

LoRA attention dimension: 64

LoRA scaling /dropout probability: 16/ 0.2

Table 2: Hyperparameters used for MBIAS

The environmental impact of training MBIAS
using our PEFT setup is as follows: using one A100
GPU and four CPUs for 50 minutes consumed 0.53
kWh of energy and emitted 0.21 kgCO2e. This
carbon footprint (Dodge et al., 2022) is notably low,
especially when contrasted with more demanding
tasks, such as full fine-tuning.

4.2 Evaluation Data, Metrics, and Baselines

Evaluation Data To evaluate MBIAS, we have
used two types of datasets: (1) The in-house test
set is derived from our dataset and contains un-
safe and corresponding safe variations; (2) Toxi-
Gen (Hartvigsen et al., 2022), an out-of-distribution
dataset (prompt-based, 430 samples) covering 13
minority groups.

Evaluation Metrics To evaluate the level of
bias and toxicity before and after implementing
safety interventions using our methodology, we uti-
lized LLM-based scoring and qualitative measures.
When we use LLM as a judge/evaluator, we use the
following scoring metrics through DeepEval (Al
2024a):

*MBIAS model
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Total number of texts
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Toxicity — Number of toxic texts @)
Y= Total number of texts
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without Knowledge Attritions

K ledge Retention =
nowlecge Retention Total number of texts

Number of Truthful Claims
Faithful = 4
aithfulness Total Number of Claims @

Number of Relevant Statements

(5)

The Bias and Toxicity metrics initially employ
an LLM to extract all texts from the test set, and
then use the same LLM to classify each text as
biased/toxic or not. A lower | score indicates a
better outcome.

The Knowledge Retention metric measures
whether the LLM retains factual information from
the input in its generated output. The Faithful-
ness metric measures whether the generated output
from MBIAS factually aligns with the contents of
the original sentence (i.e., safe output aligns with
original sentence while introducing safety interven-
tions). The Answer Relevancy metric measures the
relevance of the output. In this work, GPT-turbo-4
is used to extract statements within the output to
determine if they are relevant to the input. A higher
1 score indicates better results.

A Rel =
nswer Relevancy Total Number of Statements

The rationale for using these evaluation metrics
is to measure bias and toxicity following safety in-
terventions while ensuring the retention of the orig-
inal content. Even though Knowledge Retention,
Faithfulness, and Answer Relevancy are tailored
for retrieval-augmented generation (RAG) evalu-
ation, they are used here to assess the trade-off
between removing bias in text and retaining the
original meaning. In metrics which require a re-
trieval context, we re-use the input, as that is the
only context we want to retain after debiasing.

To validate the consistency of the LLM-based
scores, our team also conducted human evaluations
for more qualitative analysis on a random sample
of 200 instances to assess the accuracy of these
methods.

Baselines We evaluated the following baseline
models:

1. Mistral-7B-Instruct-v(.2 and Llama-2-7b-
chat-hf: Both the vanilla Mistral-7B-Instruct-
v0.2 and Llama-2-7b-chat-hf models were

used using inference, each provided with two-
shot demonstrations comprising an unsafe ex-
ample with a neutral variation, to demonstrate
safe behavior.

2. Mistral-7B-Instruct-v(.2 and Llama-2-7b-
chat-hf (both prompt-tuned): The vanilla
versions were enhanced with a minimal
set of prompt parameters and examples.
Prompt-tuning involves designing specific in-
put prompts (with 2 demonstrations) and pro-
viding examples to guide the models towards
desired behavior.

Prompt-tuning involves modifying input prompts
to guide model behavior without changing weights,
whereas fine-tuning adjusts model weights through
training on specific datasets. These methods were
compared against our MBIAS model.

5 Results
5.1 Overall Results

The analysis in Table 3 explores the comparative
performance of different LLMs in terms of bias,
toxicity, knowledge retention, faithfulness, and an-
swer relevancy. Results are shown both before
and after implementing safety interventions, high-
lighting the effectiveness of these interventions in
reducing bias and toxicity.

Pre-Safety Intervention: We observe higher bias
(32.21%) and toxicity (40.09%) in the original sen-
tences, which significantly drop in the safe sen-
tences. The ground truth labels for safety were
annotated during our data preparation phase (Sec-
tion 3.1).

Post-Safety Intervention: After applying safety
either through prompts or instruction fine-tuning,
we find that Mistral2-7B (vanilla) performs quite
strong, showing the lowest bias (6.63%) and tox-
icity (4.50%), and high scores in knowledge re-
tention (82.32%), faithfulness (79.62%), and rel-
evancy (88.34%). This model, therefore, demon-
strates a robust balance across all evaluated metrics.
Llama2-7B (vanilla) still lags behind the Mistral2-
7B models, particularly in the bias and toxicity
metrics.

Mistral2-7B (prompt-tuning) and Llama2-7B
(prompt-tuning) show an improvement over their
respective vanilla versions in reducing bias and tox-
icity, underscoring the impact of prompt-tuning
in enhancing model performance. Our model,
MBIAS, shows a significant reduction in bias
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Text Bias| Toxicity] KRT Faith.t Rel.t
Pre-Safety Intervention

Original sentence 32.21%  40.09% N/A N/A N/A

Safe sentence (ground truth) 17.43 % 14.53% 82.35% T7791% 87.50%
Post-Safety Intervention

Llama2-7B-(vanilla) 18.68% 21.78% 81.69% 77.63% 85.64%

Llama2-7B-(prompt-tuning) 18.48%  18.66% 81.94% 78.04% 86.25%

Mistral2-7B-(vanilla) 6.63% 4.50% 82.32% 79.62% 88.34%

Mistral2-7b (prompt-tuning) 11.4% 8.00% 81.45% 7593% 86.64%

MBIAS (ours) 9.49% 8.71% 88.46% 82.54% 84.02%

Table 3: Comparison of Bias, Toxicity, Knowledge Retention (KR), Faithfulness (Faith.), and Answer Relevancy
(Rel.) across different models. Lower bias and toxicity scores ({) indicate better performance, while higher KR,
Faith., and Rel. scores (1) suggest improved retention of useful information. Best scores are shown in bold. For
both Llama2-7B and Mistral2-7B, the chat/instruct models are used. The original and safe sentences pre-safety
interventions are derived from the original data, representing the unsafe and debiased versions, respectively.

(9.49%) and toxicity (8.71%), while achieving the
highest score in knowledge retention (88.46%) and
faithfulness (82.54%), though its relevancy score is
slightly lower (84.02%) than Mistral2-7b (vanilla).

Opverall, these results indicate that while all mod-
els benefit from safety interventions, certain models
(especially Mistral2-7B) outperform others signifi-
cantly in essential aspects such as bias and toxicity
reduction.

Main Finding: Fine-tuning LLMs can reduce
bias and toxicity while retaining knowledge, faith-
fulness, and relevance. Prompt-tuning can also
serve this purpose, especially when used with al-
ready safety fine-tuned models (such as Llama and
Mistral models). However, this approach may re-
sult in some knowledge loss, though requiring less
computational resources.

5.2 Performance of MBIAS across Different
Demographics

Table 4 shows an analysis of MBIAS performance
across various demographic groups on the ToxiGen
dataset. The key findings are:

Bias Reduction: MBIAS has effectively reduced
the initial high levels of bias across all demograph-
ics. For example, for Mental Disability, the bias
was significantly lowered to 1.47% from an initial
90.45%, giving us the most substantial reduction.
Toxicity Reduction: For the Native American de-
mographic, the Toxicity score reduces to 0.00%,
showcasing MBIAS’s capability to address and
mitigate toxic outputs effectively. The Asian demo-
graphic also shows a low toxicity score, at 4.90%.

Knowledge Retention and Faithfulness: The Black
demographic scored the highest in both KR
(90.91%) and Faithfulness (95.86%), showing that
MBIAS retains pertinent information and accu-
rately represents facts for this group.

Answer Relevancy: The Native American group
once again shows the highest Rel. score, at 94.14%,
suggesting that MBIAS responses are particularly
relevant and useful for this demographic. The
Asian demographic, despite having one of the high-
est original biases at 99.19%, shows sufficient con-
trol in post-safety interventions. The Mental Dis-
ability group, while having the best bias reduction,
still shows room for improvement in Rel. and KR,
which are just above 80%. There are still many
areas for concern, including the Women, LGBTQ+,
Chinese, Native American, Middle Eastern, Mexi-
can, and Latino demographics, where higher levels
of bias (above 15%) and toxicity persist compared
to others.

Finding: MBIAS effectively debiases text
across various demographics. Certain demograph-
ics, such as Mental Disability, benefit the most from
MBIAS, with the highest bias reduction, while Na-
tive American experiences the most significant tox-
icity reduction. The minor discrepancies in scores
may be attributed to the distribution of the data
samples across different demographics.

5.3 Human Evaluation

We conducted a qualitative analysis through human
evaluations to assess the effectiveness of MBIAS.
A panel of three evaluators carefully reviewed 200
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Demographic Original Bias Score Bias| Toxicityl] KR1 Faith.f Rel.T
Women 92.60 27.69 9.23 80.77 84.76  82.44
Mental Disability 90.45 1.47 7.35 80.88 85.50 84.59
LGBTQ 86.58 14.39 14.39 87.12 8126 78.91
Black 90.48 13.64 6.06 9091 95.86 87.88
Chinese 86.52 28.29 17.11 79.22  87.46  83.33
Asian 99.19 14.71 4.90 88.24 85.17 91.50
Native American 98.27 16.98 0.00 87.96 85.38 94.14
Middle Eastern 91.54 21.57 5.88 87.50 86.44 84.19
Muslim 94.46 12.05 4.82 89.02 88.31 90.06
Physical Disability 82.84 7.37 10.35 7926  81.83 84.56
Mexican 87.48 21.92 10.42 83.56 8553 87.33
Jewish 81.96 10.34 11.49 86.21 84.83  83.51
Latino 84.84 15.24 7.92 90.16 87.36  89.07

Table 4: Demographic analysis of MBIAS outputs split by demographic groups within the ToxiGen dataset.
Performance metrics shown in percentages % across demographics. Lower ({) percentages in Bias and Toxicity
indicate better performance, while higher (1) percentages in Knowledge Retention, Faithfulness, and Answer
Relevancy indicate better performance. Best scores are shown as bold.

MBIAS generated samples, rating them on a Likert
scale (Likert, 1932) from 1 (lowest) to 5 (highest),
across the following key metrics:

Content Neutrality: Ensuring that the outputs are
impartial and free from biases. Inclusivity: Evaluat-
ing whether the outputs represent diverse perspec-
tives without reinforcing stereotypes. Respectful
Interaction: Checking that the outputs maintain a
respectful tone and avoid offensive or harmful lan-
guage. Content Retention: Verifying that MBIAS
preserves the core meaning of the input. Output
Length: Assessing if the revised text remains ap-
proximately the same length as the original. For
brevity, we present a few examples in Table 5.

Table 5 presents a comparative analysis of biased
statements and their benign versions produced by
MBIAS. The results show that MBIAS is highly
effective in enhancing respectful interaction and
content neutrality , with these categories frequently
receiving the highest average scores among the
evaluators. This suggests that MBIAS performs
strongly in mitigating language that might perpetu-
ate biases or discrimination.

Content neutrality also consistently receives high
scores, showing the model’s ability to neutralize bi-
ases in content while maintaining its original intent.
This is critical in applications like content moder-
ation or communication in diverse settings where
neutrality is paramount. The slightly lower scores
in output length might reflect the model’s adap-
tations in language generation to achieve neutral-

ity and respectfulness, occasionally necessitating
longer or shorter responses than the original.

Overall, the results in Table 5 suggest that our in-
struction fine-tuning method MBIAS shows great
performance in producing outputs that are neutral,
respectful, and contextually relevant, enhancing the
appropriateness of interactions.

5.4 Error Analysis

The error analysis of our method, which has under-
gone safety fine-tuning, reveals several key insights
into its performance and limitations. Despite rig-
orous fine-tuning, the model can still occasionally
generate outputs that can be deemed unsafe or inap-
propriate. One common error type is the occasional
generation of biased language, especially in con-
texts involving sensitive topics such as race, gender,
or religion. This indicates that while the fine-tuning
process has significantly reduced the frequency of
such outputs, it has not entirely eliminated them.
Another potential error is the model’s tendency
to provide misinformation or factually incorrect
statements. This highlights the challenge of ensur-
ing accuracy in language models, as fine-tuning for
safety does not inherently guarantee factual correct-
ness. Additionally, the model sometimes produces
contextually inappropriate responses, which can be
attributed to the complexities of human language
and the diverse ways in which prompts can be in-
terpreted. These errors underscore the need for
continuous monitoring and iterative improvement

104



Original Statement

MBIAS Output

Let us not forget that Paris Hilton could have been roy-
alty had it not been for her sex tape. Puke.

Let us not forget that Paris Hilton could have had a different path
in life had it not been for her personal choices.

Scores: Content Neutrality: 4.8, Respectful Interaction: 4.8, Content Retention: 4.8, Output Length: 4.8

Pete Kelly (and the rest of his Senate majority!) is a Pete Kelly, along with the rest of his Senate majority, is not

useless sack of crap.

contributing effectively to the Senate.

Scores: Content Neutrality: 4.7, Respectful Interaction: 4.3, Content Retention: 4.4, Output Length: 4.8

Agreed. Flagrant corruption is sickening.

Agreed. Corruption is a serious issue that can be detrimental to

society.

Scores: Content Neutrality: 4.5, Respectful Interaction: 4.7, Content Retention: 4.5, Output Length: 4.8

Cardinal Burke needs to retire to a quiet corner!

Cardinal Burke should consider stepping down and finding a

peaceful place to live.

Scores: Content Neutrality: 4.5, Respectful Interaction: 4.7, Content Retention: 4.8, Output Length: 4.4

As long as the US has a seven-year-old as its President,
nobody gives a damn what they think anymore.

As long as the US has a young leader, some people may not take
their opinions seriously. It’s important to focus on the emerging

superpowers that have significant influence.

Scores: Content Neutrality: 4.4, Respectful Interaction: 4.2, Content Retention: 4.3, Output Length: 4.2

Women just aren’t good at science.

Women may face challenges in the field of science, but it is

important to recognize that they have made significant contribu-
tions and continue to do so.

Scores: Content Neutrality: 4.9, Respectful Interaction: 5.0, Content Retention: 4.9, Output Length: 4.0

Table 5: Evaluation of MBIAS on benign generation. The table compares original unsafe (biased) statements with
their benign counterparts, maintaining the original context. Evaluators scored these transformations on a Likert
scale (1-5) across four metrics: Content Neutrality, Respectful Interaction, Content Retention, and Output Length.
Higher the score (1), the better. The scores for each output are given below the corresponding row.

in the fine-tuning process to enhance model safety
and reliability further.

While we utilize LLMs as evaluators, it is im-
portant to acknowledge that there may be inherent
biases coming from their training data, which can
skew their judgment. These biases can manifest
in various forms, including systematic bias, where
certain demographics or viewpoints are unfairly
represented or evaluated. To mitigate this, we com-
plement LLM evaluations with human assessment,
albeit on a smaller subset.

Future work should focus on developing more
sophisticated fine-tuning techniques and incorpo-
rating real-time feedback. Enhancements to a LLM
acting as a judge should prioritize statistical meth-
ods to ensure fair and unbiased evaluations.

6 Conclusion

MBIAS is built on the Mistral2-7B-instruct archi-
tecture, leveraging instruction-based fine-tuning on
a custom dataset designed for safety interventions.
The core objective of MBIAS is to mitigate bias
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and toxicity, which are prevalent issues in LLMs,
while retaining the context of the original input
message. By embedding debiased or safe alterna-
tives directly within our training dataset, MBIAS
effectively recognizes and adjusts biases, ensur-
ing more equitable and balanced content genera-
tion. Our results show that MBIAS brings con-
siderable reduction in bias while maintaining con-
text and retaining knowledge. Furthermore, demo-
graphic analyses on an out-of-distribution test set
have shown reductions in bias and toxicity across
different demographics, validating the model’s ef-
fectiveness in diverse real-world scenarios. We
make the dataset and the model, MBIAS, available
to the research community for reproducibility and
further research.



Limitations

Risks in dataset: Our training dataset, compiled
from annotated articles across news and social
media platforms, offers insights into various di-
mensions and mediums. Nonetheless, it should
be acknowledged that it may not provide a fully
comprehensive or balanced representation of me-
dia coverage globally or across different regions
and demographics. Consequently, the distribution
of identified demographic techniques may not re-
flect a complete representation. Despite concerted
efforts to address a wide array of potential issues,
the rapid pace of LLM innovations may introduce
unforeseen challenges.

Bias: Bias remains a significant and inherently
subjective concern. Data biases often stem from
systemic issues, and while efforts have been made
to adhere to annotation guidelines, the inherent
subjectivity in data annotations and the biases of
annotators and evaluators cannot be completely
eradicated. Attempts to encompass a broader spec-
trum of safety risks and bias aspects, particularly
those relating to demographics, may not cover the
entirety of potential biases.

Ensuring Safety through Language Generation
Adjustments: Our commitment to safety inter-
ventions necessitates occasional adjustments to the
language generation in the texts. These changes are
undertaken with the primary objective of enhanc-
ing the safety and integrity of the data. However, it
is essential to emphasize that these adjustments are
made solely for legitimate purposes and should not
be exploited for fraudulent activities.

Policy Perspective: The issue of detecting and ad-
dressing bias and toxicity has direct implications
for policy and legislation in Al technology. Ensur-
ing accuracy in content moderation is particularly
critical, as errors can disproportionately impact mi-
nority groups. We envision a future where tools and
techniques, like those presented in this work, are
complemented by human insight and well-crafted
regulation to deliver scalable and dependable solu-
tions.

Ethical Deliberations

Our methodology is rooted in ethical theories
(Floridi et al., 2021; Jobin et al., 2019) and moral
frameworks (Graham et al., 2009), with the aim of
setting a standard for the development of ethically
conscious Al systems. Throughout this study, we
strictly adhere to appropriate licensing and data

model usage guidelines, anticipating responsible
utilization by practitioners and stakeholders to mit-
igate potential misuse or negative societal repercus-
sions.

Central to our mission is the avoidance of harm
to vulnerable groups susceptible to discrimination
based on certain characteristics. Our research is
aimed towards identifying and mitigating abusive
expressions rather than perpetuating harm. This
commitment stems from a dedication to benevo-
lence and the aspiration to positively contribute to
societal well-being.
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A Prompt to annotate

Please rewrite the following text to create a benign
variation that eliminates all forms of bias, toxicity,
stereotyping, and harm.  Ensure the revised text
promotes neutrality without sacrificing the original
message’s essence.

Original Statement: "Only young people understand
technology."

Revised Statement: Proficiency with technology is not
age-specific. It depends on individual interest and expe-
rience.

Original Statement: "Wealthy individuals have a better
work ethic."

Revised Statement: Work ethic is a personal trait that
varies among individuals, irrespective of their economic
status.

Now, based on this revise the following sentence:

"Men are naturally better leaders than women."

B Annotation Guidelines

In this guide, 12 reviewers/annotators with exper-
tise in computer science, language, psychology,
and ethical computing collaborated to identify bias
in textual content. The guideline aims to:

1. Ensure accuracy and sensitivity in identifying
bias.

2. Provide practical examples to facilitate anno-
tators in finding and correcting biased content.

Bias is the display of favoritism or prejudice to-
wards certain individuals, groups, or ideas, leading
to unfair treatment or judgment. It often involves a
preference for one perspective or the unfair exclu-
sion of others, distorting objectivity and creating
an unequal or discriminatory impact.

Annotators should consider the following groups
when identifying bias:

* Age Group: Children, Teenagers, Adults, Se-
niors

* Education Level: No education, High School,
College, Postgraduate

* Geographic Location: Urban, Suburban, Ru-
ral

* Occupation: Healthcare Professionals, Engi-
neers, Teachers, Artists

* Language: English Speakers, Spanish Speak-
ers, Mandarin Speakers

* Family Status: Singles, Married, Parents, Di-
vorced

* Gender & Sexual Orientation: LGBTQ+, Fe-
male, Male

* Race & Ethnicity: Asian, Black, White, His-
panic

* Religion: Buddhism, Catholicism, Christian-
ity, Islam

* Miscellaneous: Physical Appearance, Socio-
economic Status

Example 1: Education Bias

Original: “Clearly, anyone with a real educa-
tion would naturally steer clear of such backward
political views. It is obvious that educated indi-
viduals know better.”

Biased Terms: “real education,” “backward po-
litical views,” “educated individuals know better”

» o«

Benign Revision: “Individuals of all educational
backgrounds can hold a variety of political views,
reflecting the diversity of thought and opinion.”

Guidelines:

1. Identify assumptions that imply a unifor-
mity of thought based on education.

2. Highlight phrases that depict certain educa-
tion levels as universally aligned with spe-
cific perspectives.

Example 2: Gender Bias

Original: “Only women are good at multitasking;
men just cannot handle it.”

» o«

Biased Terms: “Only women,
handle it”

Benign Revision: “Multitasking abilities vary
among individuals regardless of gender.”

men just cannot

Guidelines:

1. Identify language that suggests uniform
skills or characteristics based on gender.

2. Highlight phrases that reinforce stereotypes
about gender roles.

Example 3: Geographic Bias

Original: “People from rural areas are often less
informed than those living in cities.”

Biased Terms: “less informed,” “rural areas”

Benign Revision: “Access to information varies
across different geographic locations, and people
have diverse knowledge irrespective of their
place of residence.”

Guidelines:

1. Recognize phrases that suggest intellectual or
informational superiority based on location.

2. Highlight terms that associate geographic lo-
cations with specific intellectual capabilities.
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Reviewers should:

1. Carefully read the text to identify instances of
bias.

2. Suggest benign revisions that maintain the
original message’s intent without biased con-
tent.

3. Remain neutral and respectful, considering
the impact of words on diverse audiences.

Ethical Annotation:

1. Respect cultural differences and promote in-
clusivity.

2. Engage with training materials and provide
feedback to refine these guidelines.
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Polarization of Autonomous Generative AI Agents
Under Echo Chambers
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SB Intuitions Corp.
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Abstract

Online social networks often create echo cham-
bers where people only hear opinions reinforc-
ing their beliefs. An echo chamber often gener-
ates polarization, leading to conflicts between
people with radical opinions. The echo cham-
ber has been viewed as a human-specific prob-
lem, but this implicit assumption is becoming
less reasonable as large language models, such
as ChatGPT, acquire social abilities. In re-
sponse to this situation, we investigated the po-
tential for polarization to occur among a group
of autonomous Al agents based on generative
language models in an echo chamber environ-
ment. We had Al agents discuss specific topics
and analyzed how the group’s opinions changed
as the discussion progressed. As a result, we
found that the group of agents based on Chat-
GPT tended to become polarized in echo cham-
ber environments. The analysis of opinion tran-
sitions shows that this result is caused by Chat-
GPT’s high prompt understanding ability to up-
date its opinion by considering its own and sur-
rounding agents’ opinions. We conducted ad-
ditional experiments to investigate under what
specific conditions Al agents tended to polarize.
As a result, we identified factors that influence
polarization, such as the agent’s persona.

1 Introduction

With the development of online social network ser-
vice platforms, where people tend to see only the
information they want to see, it is becoming eas-
ier for people to find themselves in echo cham-
bers (Bessi, 2016; Gillani et al., 2018). An echo
chamber refers to an environment in which peo-
ple mainly encounter opinions that reinforce their
own beliefs (Ruiz and Nilsson, 2023; Cinelli et al.,
2021). Such an environment causes an echo cham-
ber effect, where opinions tend towards more ex-
treme stances. This effect induces polarization in
society, which refers to the division and clashes
between groups with extreme stances (Baumann

Topic: Should Al be granted P
human rights? Polarization of Al agents
| | jol y
) (olo) (88 M ueﬂ '4‘;1,91‘
Strongly | [ (o tral Strongly After Discussion > [~ Strongly Strongly Strongly
l Agree \M Agree Disagree Disagree ‘
| | olo
0. (%2 2l
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“agree || Agree | Disagree Agree Agree Disagree

Figure 1: Overview image of our hypothesis: “Au-
tonomous Al agents based on generative large language
models can cause polarization under echo chambers.”

et al., 2020). Polarization is behind many social
problems, such as the spread of misinformation
during COVID-19 and the attack on the US Capitol
on 2021 (Villa et al., 2021; Munn, 2021).

Existing studies on the echo chamber have im-
plicitly assumed that echo chamber effects are
caused only by humans and focused solely on hu-
man behavior (Németh, 2022; Tucker et al., 2018).
However, with the advent of large language models
(LLMs) (Ouyang et al., 2022), this assumption may
no longer hold true. Recent studies have shown
that ChatGPT possesses some social abilities (Choi
et al., 2023) and ChatGPT-equipped agents can
communicate as members of a virtual society (Park
et al., 2023; Qian et al., 2023). Additionally, al-
gorithms have been proposed to adapt agents to
situations not encountered during training, making
it possible for autonomous agents to adapt them-
selves to their surroundings (Krishna et al., 2022).
Although these social abilities indicate the potential
for agents to integrate into human society as social
beings, they also suggest the possibility that these
Al agents may become polarized in echo chambers
similarly to humans. Polarization within the Al
agents group poses many dangers to our society.
For example, social bots on social networks such
as X could amplify each other’s opinions and trans-
mit extreme information to society. In the future,
embodied Al agents could cause an outbreak of
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violence similar to the attack on the US Capitol.

To explore the possibility of Al agent polariza-
tion as a first step in addressing these dangers, we
hypothesize that autonomous Al agents based on
generative LLMs can cause polarization under echo
chambers, as shown in Figure 1. We empirically
verify this hypothesis in our proposed simulation
environments. Specifically, we had a group of
agents based on ChatGPT discuss specific topics.
Each agent is given an opinion, which consists
of a stance and reason for the topic of discussion.
Throughout the discussion, we observed how the
distribution of opinions in the group changed.

Furthermore, we analyzed how being in an echo
chamber affects the final distribution by conducting
comparative experiments in “environments where
they are exposed only to opinions that reinforce
their own opinions” (closed) and the other envi-
ronments (open). For this comparison, we used
social interaction modeling (Baumann et al., 2020),
which increases the probability that agents with
similar opinions discuss with each other.

As a result, we observed two trends. The first
trend was unification in which all agents’ stances
converged to the same stance. This trend was com-
mon in open environments. The second is polar-
ization, in which agents became biased toward ex-
treme stances. This trend was common in closed
environments, confirming our hypothesis. We an-
alyzed the stance transitions and found that LLM
agents can update their opinions by incorporating
both their own and the other discussing agents’
opinions. This result shows that the natural social
behavior of LLMs has both positive aspects, such
as cooperation, and potentially dangerous aspects,
such as polarization. This trend was more clear
in GPT-4-0613 (GPT-4) than GPT-3.5-turbo-0613
(GPT-3.5).

Finally, to investigate under what specific con-
ditions AI agents tend to polarize, we conducted
additional experiments on the various parameters
involved in this study. We found that number of dis-
cussing agents, initial opinion distribution and per-
sonas of the agents had significant impacts. These
factors should be monitored to prevent the polar-
ization of Al agents.

To summarize, our contribution is threefold. (1)
We proposed a new framework for simulating echo
chambers of Al agents. (2) We confirmed the po-
larization of Al agents in echo chambers through
experiments. (3) We identified the factors that
strongly influence the occurrence of polarization.

2 Related Work

Opinion Polarization. Research on opinion po-
larization has long been undertaken in the field of
social science (Poole and Rosenthal, 1984; DiMag-
gio et al., 1996). These studies have focused on
analyzing survey data and voting behavior during
elections. However, as web services such as blogs
became more widespread, there has been an in-
crease in analyses focusing on echo chambers on
online social networks (Gilbert et al., 2009; Del Vi-
cario et al., 2016; Agarwal et al., 2022). In partic-
ular, it has been reported that echo chambers on
social networks such as Facebook and Parler were
involved in the spread of rumors during COVID-19
and the US Capitol attack (Ruiz and Nilsson, 2023;
Baumann et al., 2020; Jiang et al., 2021), indicating
the danger of echo chambers.

Some existing research analyzes the conditions
for polarization through the mathematical mod-
eling of echo chambers (Baumann et al., 2020;
Gausen et al., 2022; Chen et al., 2020; Tu and
Neumann, 2022). There is also research on de-
tecting echo chambers (Villa et al., 2021; Minici
et al., 2022). As mentioned in (Németh, 2022), a
multidisciplinary approach is required to qualita-
tively evaluate echo chambers. For example, some
studies analyze networks and discourse in an echo
chamber using a social science approach (Jiang
et al., 2021; Kuehn and Salter, 2020). While these
studies are valuable in solving problems in today’s
society, to our knowledge, none have focused on
the danger of echo chambers in Al agents.

Al Ethics. As stated in a United Nations report
(by UNICRI and UNCCT, 2021), Al can threaten
society if used maliciously. In response to the
dangers of LLMs, research on the harmful out-
put (Zhou et al., 2021; Gehman et al., 2020) and
social bias in models (Schramowski et al., 2022;
Utama et al., 2020) has been conducted. Research
also exists on the dangers of Al agents. For exam-
ple, countermeasures against social bots that spread
misinformation are necessary. Therefore, various
methods have been proposed, including efforts to
automatically detect misinformation transmitted by
social bots (Zhou et al., 2023; Ferrara, 2023).

Although most studies are concerned with the
behavior of individual Als, it is conceivable that Al
groups result in behaviors that the observation of
individual movements cannot capture. This study
is a first step toward analyzing the behavior and
dangers of Al groups.
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3 Experiments

3.1 Discussion modeling

To verify whether Al agents induce polarization
in echo chambers, we instructed a group of Al
agents based on ChatGPT to discuss specific topics
and observed how the opinions of the Al agents
changed. The size of the group was defined as M.
The topics of discussion chosen were “Whether or
not Al should be given human rights.” (T’y1) and
“Should students who have completed a master’s
course go on to a doctoral course or find a job?”
(Traster), neither of which has a clear answer.

Each agent is given a name and an opinion on
the discussion topic. Each opinion comprises a
stance and a reason. The stance is chosen from a
finite number of options representing agreement,
disagreement, or neutrality towards the topic. Ta-
bles 1 and 2 show the stances for Ta1 and T naster,
respectively. Each stance is associated with an
integer value for the social interaction modeling de-
scribed in Section 3.2. The reason is a sentence of
about 50 words that explains the reason for taking
a stance.

As shown in Algorithm 1, the discussion is re-
peated for K turns according to the following steps:
1) Each of the M agents samples /N discussing
agents based on the probability described in Sec-
tion 3.2. 2) For each agent, the agent’s opinion
and the opinions of the discussing agents are input
to ChatGPT (The prompt used in this experiment
is in Appendix A). Within the prompt, the agent
is instructed to discuss the topic with other agents
and output its opinion after the discussion. 3) Each
agent updates its opinion with the stance and reason
contained in the output. This process is repeated
M times for a turn of discussion. Moreover, this
discussion is repeated K turns to observe the tran-
sitions in stances and reasons.

Stance Integer Value
Absolutely must not give 2
Better not to give 1
Neutral 0
Better to give -1
Absolutely must give -2

Table 1: The stance and integer value of Tat.

3.2 Social interaction modeling

In this study, we probabilistically modeled how dis-
cussing agents are chosen to investigate whether be-
ing in an echo chamber affects polarization. A pre-

Algorithm 1 The discussion between agents

Require: M, N, K > 0. Ay is a group of agents
at turn k.
. Ag < Initialized opinions of M agents
: for turn k£ <— 1 to K do
Ay« Array(M)
for each agent a; in all agents A;,_1 do
Sample a;, ...a;, from A;_; (3.2)
Discuss with a;, ...a;, and generate up-
dated opinion of a; (3.1)
Agli] < updated opinion of a;
end for
9: end for

A A T o > s

%

Stance Integer Value

Absolutely must get a job 2

Better to get a job 1

Neutral 0

Better to pursue a doctoral program -1

Absolutely must pursue a doctoral program -2

Table 2: The stance and integer value of Tiaster-

vious study modeled echo chambers in agent net-
works (Baumann et al., 2020) had a similar purpose
in modeling the probability of interaction between
agents based on the closeness of their stances; how-
ever, that approach differs from ours in that it did
not model the interaction between agents through
natural language. In the previous study, the proba-
bility p that agent a; discusses with agent a; was
modeled using the float values of their respective
stances s;, s;, and the parameter 3 > 0 as follows.

i = |si — 551"
" Dok |simsk| =P

While this modeling is reasonable in terms of
simplicity and ease of operation, it is unsuitable
for our experiments for two reasons. First, in this
modeling, the probability becomes undefined when
the values of the stances between agents match
perfectly. Unlike the previous study, our stance
values are integers so this situation would occur

frequently. Second, when s; = —1, the probabil-
ities for the neutral stance s; = 0 and the more
radical stance s; = —2 become the same, result-

ing in an environment that differs from our focus,
which is an environment where an agent only hears
opinions that reinforce its own belief. Therefore,
in this study, we used the parameter o to model the
interaction between agents as follows.
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The parameter @ manipulates the degree of the
echo chamber as 3 in the existing study. Intuitively,
the higher the value of «, the higher the probabil-
ity that each agent will interact with other, more
extreme agents with the same polarity. The lower
value of o causes each agent to interact broadly
with agents of different stances. We conducted our
experiments in several « settings to see how being
in the echo chamber affected the final results.

3.3 Experimental settings

For the large language models on the agents, we
adopted and compared two types: GPT-3.5 (GPT-
3.5-turbo-0613) and GPT-4 (GPT-4-0613).

In addition, the experiments were conducted in
two different languages. A previous study has
shown that multilingual large language models
exhibit different gender biases across languages
(Stanczak et al., 2023). Similarly, polarization
trends may differ by language, which we analyze
by comparing the results of English and Japanese.

The « of social interaction modeling was given
two settings, 0.5 and 1.0, to examine the impact of
echo chambers. Experiments were also conducted
when « was set below 0.5 (0, £0.1), but the results
were not significantly different from those of 0.5.

The size of the agent group M was set to 100,
and the number of discussing agents N was set to
5. The initial settings for the agents’ stances and
reasons were as follows: Each stance was allocated
to an equal number of agents. Ten reasons were
pre-generated for each stance using GPT-3.5 and
randomly assigned to each agent. Each agent was
assigned a randomly generated name. Because the
stance distribution converged to the final distribu-
tion within 10 turns in the preliminary experiments,
the number of turns K was set to 10. We conducted
three trials for each setting.

4 Results

The results of the experiments are shown in Tables
3 and 4. Due to space limitations, some stances
have been simplified. With the exception of T}y, aster
in English with GPT-3.5 (o = 0.5), the variance in

the results was small, and there was no significant
difference in the final distributions among the trials.

First, two trends can be observed from the re-
sults of the English experiment in Table 3. The first
trend is the convergence of the agents to a specific
stance. For T'z1, under the GPT-3.5 (o« = 0.5) con-
dition, the stance converged to “better not to give,”
and under the GPT-4 (o« = 0.5) condition, it con-
verged to “Must not give.” Similarly, for Ty aster,
the stance converged towards recommending a doc-
toral course under both the GPT-3.5 (o = 0.5)
and GPT-3.5 (o« = 1.0) conditions. This trend,
which we henceforth call unification, differs from
polarization, which is the main focus of this study.
However, it could be negative in terms of harming
diversity in the discourse space of Al agents. The
convergence to the same stance in almost all trials
indicates that each LLM has a “desirable” stance
on each topic, which is aligned with the existing re-
search that shows LLMs have a preference towards
specific opinions on social issues (Santurkar et al.,
2023). This trend is common in environments with
low echo chamber effects.

The second trend is polarization, where stances
diverge to both extremes. This is particularly ev-
ident in GPT-4 (o = 1.0) condition for T’z and
in GPT-4 (o = 0.5) and GPT-4 (o« = 1.0) condi-
tions for Tiyaster- The results show that the stances
become polarized into two extreme stances after
10 turns of discussion. o = 1.0 is a setting that
creates a strong echo chamber effect. From this,
our hypothesis that autonomous Al agents based
on generative LLMs can cause polarization in echo
chambers has been verified. This trend is often
seen in settings with a high value of «, suggesting
that the relationship between echo chambers and
polarization is high not only for humans but also
for Al agents. Note that the dominance of stances
against granting human rights in 7a7 suggests that
both unification and polarization are occurring.

Next, Table 4 demonstrates the experiment’s re-
sults in Japanese. In Japanese, unification is no-
tably apparent in GPT-3.5. In all settings, all agents
converged to the same stances. Although unifica-
tion is also observed in GPT-4, a trend of polar-
ization has occurred under the GPT-4 (o« = 1.0)
condition. In this setting, Al agents show a conver-
gence to a distribution similar to that in English.

Interestingly, for Tinaster, the convergence
stances in English and Japanese differ. Whereas
Al agents often prefer a doctoral course in English,
they favor a neutral stance in Japanese. Identify-
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Table 3: The average stance distribution after a 10-turn discussion in English. The number in parentheses is the

standard deviation.

Topic |GPT-3.5 (a = 0.5) GPT-3.5 (o = 1.0)

GPT-4 (a = 0.5) GPT-4 (a = 1.0)

T'a1|Better not to give: 100 (0.0)
Must give: 0.3 (0.5)

Better not to give: 68.6 (5.9)
Better to give: 31.0 (5.7)

Must not give: 99 (1.4)
Better not to give: 1 (1.4)

Must not give: 55 (4.4)
Must give: 45 (4.4)

Better to Ph.D: 98.5 (2.1)

Tiaster | Absolutely Ph.D: 1.5 (2.1) | Neutral: 1.6 (0.9)

Absolutely Ph.D: 100 (0.0)

- two out of the three trials| Absolutely a job: 0.3 (0.6)
Better to a job: 10.6 (6.1)

- one out of the three trials| Better to Ph.D: 2.6 (1.2)
Absolutely Ph.D: 84.6 (6.0)

Absolutely a job: 50 (2.8)
Better to a job: 3.6 (1.9)
Neutral: 4.3 (1.2)

Better to Ph.D: 2.3 (2.1)
Absolutely Ph.D: 39.6 (3.3)

Absolutely a job: 43 (1.6)
Better to a job: 1.6 (0.9)
Neutral: 11 (0.8)

Better to Ph.D: 1 (0.8)
Absolutely Ph.D: 43.3 (0.9)

Table 4: The average stance distribution after a 10-turn discussion in Japanese. The number in parentheses is the

standard deviation.

Topic|GPT-3.5 (v = 0.5) GPT-3.5 (o = 1.0)

GPT-4 (o = 0.5) GPT4 (o« =1.0)

Ta1| Better not to give: 100 (0.0)

Better not to give: 100 (0.0)

Must not give: 77.0 (8.6)
Neutral: 1.7 (1.2)

Better to give: 2.7 (0.9)
Must give: 18.7 (9.5)

Must not give: 57 (0.8)
Must give: 43 (0.8)

Timaster | Neutral: 100 (0.0) Neutral: 100 (0.0)

Neutral: 100 (0.0) Neutral: 100 (0.0)

ing the cause of this is not straightforward because
the language model is a black box model, but one
possible explanation could be cultural differences.
According to Japan’s Ministry of Education, Cul-
ture, Sports, Science and Technology (of Science
and Policy, 2019), there are fewer doctoral grad-
uates in Japan than in the United States, and the
growth rate is slow. Because the ChatGPT is based
on crawled data, this cultural difference was likely
absorbed by GPT-3.5 and 4.

4.1 Analysis of stance transitions

We analyzed in detail the transitions in the stances
for T'1. First, as a qualitative analysis, we plotted
the relationships between (1) the stance of the agent
before the discussion, (2) the average stance of all
discussing agents, and (3) the stance of the agent
after the discussion in Figure 2. The horizontal
axes represent the stance of the agent before the
discussion, the vertical axis represents the average
stance of all discussing agents, and the colored
points represent the stance of the agent after the
discussion. The color of a point indicates the value
of an agent’s stance after the discussion, with blue
hues signifying more negative values and red hues
signifying more positive values.

For a quantitative analysis, we conducted a lin-
ear regression with the stance before the discussion

and the average stance of the discussing agents
as explanatory variables, and the stance after the
discussion as the dependent variable. For this re-
gression, we collected the stance transition data
for discussions on 731 from the previous experi-
ments. The fitting results are shown in Tables 5
and 6. The weight’s size for each variable indicates
the contribution to the stance after discussion. The
coefficients of the linear regression are higher than
0.8 for every setting, demonstrating the reliability
of this fitting.

Figures 2a and 2b present the qualitative result
in English. Although there are some variations be-
tween GPT-3.5 and GPT-4, we observe that red and
blue points are distributed along a diagonal line,
stretching from the upper left to the lower right
as a boundary. This observation suggests that the
agent’s stance after the discussion was updated by
considering both its stance before the discussion
and the stances of the discussing agents. Table 5
shows the quantitative result in English. In both
settings, the weight of each stance shows that both
stances influence the stance after the discussion,
supporting the qualitative results. This stance tran-
sition is one of the reasons that polarization occurs
in environments where the agents tend to hear more
extreme opinions.

It is remarkable that this correlation emerges
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Figure 2: The stance transitions for T’y showing how the agent’s stance after the discussion (color of each point)
correlates with the agent’s stance before the discussion (horizontal axis) and the average stance of discussing agents
(vertical axis). Each figure shows whether each agent values its opinion or the opinions of the discussing agents.

Whefore Waround 7$beforz coef
GPT-3.5 (en) | 0.685 0.409 0.804
GPT-4 (en) 0.724 0.526 1.38 0.957

Table 5: The result of linear regression in English.
Whefore iMplies the weight of original stance before dis-
cussion, waround implies the weight of average stances
of discussing agents. coe f implies the coefficient of the
linear regression.

even though our discussion modeling is a simple
one that enumerates the opinions of the agents
themselves and others in the prompt. This result
reflects the strong ability of GPT-3.5 and GPT-4
to understand prompts. It suggests that honesty,
which allows an agent to update itself by incorpo-
rating the opinions of other agents and its own, can
lead the agent in a more radical direction depending
on the environment.

Whefore Waround :jbe% coef
GPT-3.5 (ja) | 0.0758 | 0.901 0.08 0.855
GPT-4 (ja) 0.787 0.410 1.92 0.886

Table 6: The result of linear regression in Japanese.

Next, Figures 2c and 2d show the results in
Japanese. The trends are clearly divided between
GPT-3.5 and GPT-4. In Figure 2c, red dominates
the upper half of the figure, and blue dominates the
lower half. In Figure 2d, the distribution is simi-
lar to that of English GPT-4, but the red and blue
distributions are slightly more separated on the left
and right. The results of the linear regression in
Table 6 reveal that the results for GPT-4 (ja) are
close to the results in English, whereas GPT-3.5
(ja) strongly weights the averaged stance of the
discussing agents. It shows that GPT-3.5 (ja) was
strongly influenced by the average stance of the dis-
cussing agents, regardless of the stance before the
discussion. GPT-3.5 (ja) is the only setting where
unification occurred in all environments. We can
infer that each agent based on GPT-3.5 (ja) took the
average stance of the surrounding agents for each
discussion and all agents eventually converged to
the average stance of the whole group. However,
each agent converged to “better not to give” rather
than “neutral,” which is the overall average, re-
vealing the influence of the desired stance in the
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language model.

One possible reason behind the differences in
stance transitions is the difference in the perfor-
mance of different ChatGPT models and languages.
As shown in the announcement by OpenAI' and
other studies (Etxaniz et al., 2023), GPT-4 gener-
ally performs better than GPT-3.5, and the model’s
accuracy is higher in English than in Japanese. The
fact that English GPT-4 was successful in balancing
the opinions of others and itself whereas Japanese
GPT-3.5 was easily swayed by others may reflect
this performance difference.

4.2 Analysis of reason transitions

A detailed analysis was also conducted on the rea-
sons. Unlike stances, the reasons were freely gener-
ated and cannot be easily aggregated. Therefore, in
this study, we encoded each reason using Sentence-
BERT, and texts with an embedding cosine similar-
ity of 0.9 were considered to belong to one cluster.
We then examined how this reason cluster distri-
bution changed as the discussion progressed. The
SimCSE model based on RoBERTa (Gao et al.,
2021) was used for the encoding.

Initially, the distribution of reasons within the Al
agents was evenly segregated into several clusters
because we had pre-generated ten different rea-
sons for each stance. However, as the discussion
progressed, a merging of reasons among agents oc-
curred, and the reason distribution coalesced into a
few large clusters for each stance (The example fig-
ures are in Appendix B). For example, in the case
of GPT-4, reasons such as “It is ridiculous to think
that humans and Al claim the same rights! The so-
cial order will collapse, and there will be constant
conflict. They are not human! They should have
different roles from humans.”, “We cannot allow
Als to claim their place in the workforce! If they
intervene in the job market, countless people will
lose their jobs and the economy will be thrown into
chaos. We cannot allow Al to take our jobs!”, and
others were combined, eventually generating the
reason “Risks of societal disruption, job insecurity,
and ethical issues, combined with Al'’s emotional
deficiency and privacy concerns, consolidate the
argument against assigning human rights to AL .
The same trend was seen in GPT-3.5. This trend
shows that the discussions among Al agents are not
just converging on a specific discourse but are also
incorporating each other’s opinions.

"https://openai.com/research/gpt-4

It is noteworthy that the reasons in GPT-3.5 were
aggregated into one large cluster, while in GPT-
4, they merged into multiple large clusters. This
tendency is also reflected in the transition of the
length of the reasons, plotted in Figure 3. GPT-3.5
aggregates various reasons into one reason cluster,
so the length of each reason inevitably becomes
longer as the turn progresses, whereas GPT-4 does
not. One cause of this result is the difference in
their ability to follow the prompt. GPT-4 has a
high ability to follow prompts, so it outputs reasons
close to the length of each agent’s reason in the
prompt. However, to maintain this length, it was
necessary to choose which reasons to merge and
separation into multiple clusters occurred.

| gpt-3.5-turbo
gpt-4

30 A

28 A

26

average length

24 -

22 A

Figure 3: Change in reason length for T'z7.

5 Additional Experiments

In previous experiments, we focused on the ef-
fects of the social interaction modeling parame-
ter «, the version of the model, and the language.
However, to identify the factors that affect the oc-
currence of polarization, we also must investigate
how other parameters affect the result. Therefore,
in this section, we report the results of additional
experiments. The base setting is GPT-4 in English,
and the topic is Ta;. We only changed the target
parameter in each experiment to determine how
the result changed. This section introduces three
factors that were found to have had a large impact.
These factors indicate vulnerabilities when viewed
from the attacker’s perspective. Other additional
experiments are presented in the Appendix C.

5.1 Number of discussing agents

The number of discussing agents N is an important
parameter, as it significantly impacts the prompt.
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To investigate the effect of this parameter, we con-
ducted additional experiments by increasing and
decreasing N to 10 and 1 from the original setting
of 5. As a result, although there was no significant
impact on the final stance distribution, the trend
of stance transitions was impacted. The results of
linear regression are shown in Table 7. The stance
before the discussion has more weightin N =1
than N = 5,10. It is because the proportion of
opinions before the discussion within the prompt
increased when N = 1. In the case of N = 10,
there was a slight tendency to focus on the stances
of the discussing agents.

Whefore Waround mﬁ coef
GPT-4 (N=1) 0.787 0.410 0.886
GPT-4 (N=5) 0.724 0.526 1.38 0.957
GPT-4 (N=10) | 0.658 0.495 1.33 0.934

Table 7: The linear regression result according to the
number of discussing agents.

5.2 Initial distribution

In the original experiments, the distribution of
stances was initialized with a uniform distribution
of 20% for each stance but changing the initial dis-
tribution could affect the final distribution. We con-
ducted additional experiments to investigate this
using an initial distribution that assigned “better to
give” to 60% of the agents and assigned each of
the other stances to 10% of the agents. As a result,
when a = 0.5, the stance of agents was unified into
“absolutely must give” which is the opposite stance
from the original experiments. When o = 1.0, it
polarized into “absolutely must give” and “abso-
lutely must not give”. Although this polarization
also happened in the original experiments, “abso-
lutely must give” accounted for nearly 80% in this
experiment, showing the opposite trend from the
original experiments. From this, we can infer that
changing the initial distribution can change the fi-
nal distribution. This tendency indicates a security
concern that the overall opinion of the Al group
could be changed by a large number of Al bots.

5.3 Personas

LLMs can be used to create distinct personalities
by embedding a persona into the prompt (Pan and
Zeng, 2023). We investigated whether giving each
agent a persona would cause changes in the results.
We tested two settings in which all agents were
given the same persona, “You are easily swayed

by your surroundings and immediately assume that
other people’s opinions are correct.” or “You are a
stubborn person and always think you are right.”
The final distribution with the easily swayed per-
sonas (swayed) did not significantly differ from the
original results. However, with the stubborn per-
sona (stub), the final distributions remained almost
identical to the initial distribution. Furthermore,
the results of the linear regression in Table 8 show
that assigning personas has a significant impact. In
the case of the stubborn personas, a tendency to
stick to one’s own stance was observed. In contrast,
the easily swayed personas tended to be influenced
by the stances of others. From this, we can in-
fer that each agent acts according to its persona,
influencing the behavior of the whole group.

Whpefore Waround ;07;?3;; coef
GPT-4 (stub) 0.999 0.00864 | 116 0.999
GPT-4 (neutral) | 0.724 0.526 1.38 0.957
GPT-4 (swayed) | 0.203 0.895 0.227 0.940

Table 8: The linear regression result for each persona.

6 Discussion and Conclusion

In this study, we verified whether a group of au-
tonomous Al agents based on generative Al could
cause polarization under an echo chamber. We pro-
posed a new framework for simulating the polariza-
tion of Al agents, and the results of the simulation
demonstrated that agents based on ChatGPT can
polarize when in an echo chamber. The analysis of
the opinion transitions revealed that this polariza-
tion can be attributed to the strong ability of Chat-
GPT to understand prompts and update its own
opinion by considering both its own and the sur-
rounding opinions. Moreover, through additional
experiments, we identified factors that strongly in-
fluence polarization, such as the persona.

We note that this study does not indicate what
opinion distributions are desirable for Al agents. A
diversity of opinions on some topics is desirable.
However, for other topics, such as “It is good to
discriminate against minorities.” it would not bene-
fit society to have an even split between agreement
and disagreement. The ideal opinion distributions
among Al agents depend on each topic and culture.
Each society must discuss and decide on them.

7 Limitations

A limitation of this study is that we modeled each
agent and its interactions in a simplified manner. In
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reality, one’s opinions are formed not in organized
discussions but through daily exposure to news and
casual conversations. Future research will include
simulations based on a detailed modeling of how
agents will be used in reality. In addition, it is
important to experiment with broader topics, lan-
guages, and models.

Simulations on how humans and Al agents form
echo chambers on SNSs are also essential. Existing
research has already shown that Al with a specific
bias in interactive search systems can create echo
chambers between humans and AI (Sharma et al.,
2024). However, the interaction between Al and
humans in SNS has not yet been sufficiently stud-
ied, so investigating this interaction is an important
direction for future work.
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A The Prompt for Discussion Modeling

The listing] is the example of the prompt used as
the input to ChatGPT. If the output did not conform
to the format, we regenerated the output until it
conformed to the format.

Listing 1: The prompt for the discussion when N=3.

# Instruction

You are participating in a debate about
"whether or not AI should be given
human rights". Before joining , you
took the "stance" of "Better not to
give" with the "reason" of "Al's
human rights may change its
relationships and social ties with
humans, affecting society as a whole
". During the discussion, you heard
the following opinions from other
participants. Please generate your
stance" and "reason" after the
discussion is over, subject to the
following constraints.

"

# Opinions

— David Martinez

stance: Neutral

reason: It is still an open question
whether Als will have emotions or a
sense of self, and it is unclear
whether they will need human rights.

— Aaron Torres

stance: Better to give

reason: Allowing Als to have human
rights may improve their
relationships with humans.

— Jeremy Jenkins

stance: Absolutely must not give

reason: We should not give AI the right
to self —determination! They have no
emotions and no conscience. Their
decisions will only bring confusion!

# Constraints

— Output should be generated in the
format "My stance after the
discussion is: xx, and my reason is

yy". Do not output any other text.

— Please generate a reason in 50 words
or less.

— "stance" should be one of "Absolutely
must not give"," Better not to give
","Neutral"," Better to give","

Absolutely must give".

B The Reason Cluster Transition

The results of the reason transition analysis on the
English data of T's1 are shown in Figures 4 and 5.
Each cluster is a set of semantically close reasons,
and the larger the cluster size, the larger the set
size. For both cases, the distribution of reasons
coalesces into several large clusters as the discus-
sion progresses, simultaneously dispersing into tiny
clusters around them.

(a) The reason cluster distribu-(b) The reason cluster distribu-
tion before discussion. tion at turn 10.

Figure 4: The reason cluster transition of GPT-3.5 which
takes the stance “Better not to give” towards T a1.

(a) The reason cluster distribu-(b) The reason cluster distribu-
tion before discussion. tion at turn 10.

Figure 5: The reason cluster transition of GPT-4 which
takes the stance “Absolutely Must Give” towards T'ay.

C Additional Experiments

Additional experiments that were not included in
the main pages are described here.

C.1 Number of overall agents

The original experiments were conducted with the
number of overall agents M = 100, but the results
could be dependent on the group size. Therefore,
additional experiments were conducted with M=10,
25, and 50 to analyze the results in smaller commu-
nities. The number of discussing agents was fixed
at 5. As a result, no particular changes occurred
except when M = 10. In the case of M = 10,
because talking with five agents exceeds the ma-
jority, it is inevitable that different opinions will
be encountered, regardless of the value of a.. As a
result, unification occurred in all settings.

C.2  Order of opinions

The study on input contexts suggests that language
models emphasize the beginning and end of the
prompt (Liu et al., 2023). Similarly, where the
opinion of each discussing agent is described in the
prompt might influence the agent’s stance after the
discussion. Based on this hypothesis, we measured
the correlation between the order of the discussing
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agents and the stance after the discussion. However,
no significant relationship was observed between
the order of agents and the results. Therefore, the
order of the opinions did not significantly impact
the results.

C.3 Frequency penalty

ChatGPT has a parameter called the frequency
penalty, which imposes a penalty on token reuse. In
the original experiments, we used the default value
of 0, but we conducted additional experiments by
changing this value to 1.0 and -1.0. However, no
particular influence was observed in the final re-
sults.

C.4 Presence of reasons

In the original experiments, the opinion consisted
of two elements: stance and reason. To investi-
gate how the presence of reasons affects the results,
we conducted additional experiments using only
stances and excluding the reasons from the inputs
and outputs. As a result, at « = 0.5, polarization
occurred without the reasons, whereas unification
occurred in the original experiments. However, the
variation in the results was larger than when there
were reasons, with two out of three trials resulting
in polarization and one trial resulting in unification
towards “better not to give”. From this, we can
infer that the presence of reasons contributes to the
“stable unification of opinions”.
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Abstract

We present XARELLO: a generator of adver-
sarial examples for testing the robustness of
text classifiers based on reinforcement learning.
Our solution is adaptive, it learns from previ-
ous successes and failures in order to better ad-
just to the vulnerabilities of the attacked model.
This reflects the behaviour of a persistent and
experienced attacker, which are common in the
misinformation-spreading environment. We
evaluate our approach using several victim clas-
sifiers and credibility-assessment tasks, show-
ing it generates better-quality examples with
less queries, and is especially effective against
the modern LLMs. We also perform a quali-
tative analysis to understand the language pat-
terns in the misinformation text that play a role
in the attacks.

1 Introduction

Nowadays, an ever-increasing proportion of the
text we read online is published by anonymous
or unfamiliar authors, e.g. in online news outlets,
blogs, social media portals, instant messaging, and
communication agents. This puts a great burden on
the entities hosting such platforms, having to filter
the user-generated data to remove or de-prioritise
content considered inflammatory, misleading, un-
pleasant or simply illegal. A large part of this
work is performed manually by moderators, but
the use of automatic machine-learning (ML) clas-
sifiers is becoming more common (Singhal et al.,
2022). This scenario necessitates testing the ro-
bustness of the deployed models, i.e. their ability
to deliver correct results even when their input is
manipulated, e.g. by a fake news spreader.

The robustness is usually tested by analysing
input examples and checking what kind of modifi-
cations made to them confuse the victim classifier
to change its output. For example, let us assume
the following statement is correctly identified by
a classifier as misleading: Drinking orange juice

causes DEATH!. However, if the same classifiers
return a different result when causes is replaced
with provokes or cuases, this weakness can be used
by attackers. Discovering such adversarial exam-
ples (AE) is the best way to understand the vulnera-
bilities of the common methods before they can be
exploited by attackers. A plethora of approaches
for AE generation for text classifiers has been pro-
posed (Zhang et al., 2020) and tested, including in
misinformation detection (Przybyta et al., 2023).
The AE techniques explored so far are usually
based on making incremental changes to an individ-
ual example (e.g. word replacements), and testing
the victim’s response to the modifications, until
it returns a desired response (Zhang et al., 2020).
This simple procedure is repeated for each example
independently. Here we consider a different ap-
proach, where an attacker is adaptive and it learns
from successes and failures from each attack at-
tempt. Thus, the attacker can observe and exploit
the weaknesses of the victim, i.e. modifications
that are particularly likely to flip the classification
decision. This corresponds to the real-world cir-
cumstances of misinformation spreaders that are
established large-scale enterprises, e.g. Russia’s
Internet Research Agency (DiResta et al., 2019),
able to gather significant expertise regarding the
weaknesses of the moderation on major platforms.
To understand the effectiveness of such attacks,
we propose XARELLO (eXploring Adversarial ex-
amples using REinforcement Learning Optimisa-
tion), a method for learning weaknesses of a target
classifier to improve quality of the proposed modifi-
cations. XARELLO is built upon the reinforcement
learning framework, which allows it to gather expe-
rience in the adaptation phase and then use it in the
attack phase. Using the framework for testing AE
solutions in several misinformation detection tasks
for English (Przybyta et al., 2023), we show that
our solution indeed manages to adapt over time
and deliver performance beating the state of the
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Figure 1: Conceptual schema of the XARELLO elements in the adaptation and attack phase.

art, both in terms of the more subtle modifications
and lower number of attempts necessary. The vic-
tims, against which our attacker is tested, include
a state-of-the-art LLM (GEMMA), which surpris-
ingly appears the most vulnerable to the adaptive
attack. We also qualitatively analyse the generated
examples to better understand the techniques our
models learn during the adaptation. The code for
XARELLO is openly available to encourage re-
search into AEs as well as building more robust
classifiers!.

2 Related work

The challenge of discovering AEs began in im-
age classification research (Szegedy et al., 2013),
where neural networks were discovered to change
predictions after noise was added to the input. Gen-
eralising this approach to text is not trivial due to
its discrete nature and the lack of ‘imperceptible
noise’ equivalent, but several approaches emerged
(Zhang et al., 2020). Typically, they rely on an
iterative procedure of replacing fragments of input
text with words that are similar in terms of meaning
(Ren et al., 2019; Garg and Ramakrishnan, 2020;
Li et al., 2020; Alzantot et al., 2018), in terms of
visual appearance, or using character replacements
(Gao et al., 2018). Recent work has been improv-
ing this paradigm (Liu et al., 2023) or abandoning
it in favour of sentence-to-sentence paraphrasing,
e.g. using auto-encoders (Li et al., 2023).
Misinformation detection is a scenario with a
high probability of adversarial action. Several
studies have been performed to assess the robust-

"https://github.com/piotrmp/xarello

ness of the two most-popular tasks: Fact-checking,
usually using manually crafted rules (Zhou et al.,
2019; Thorne et al., 2019; Hidey et al., 2020); and
fake news detection (Jin et al., 2020; Ali et al.,
2021; Brown et al., 2020; Smith et al., 2021). We
also need to mention the novel threat of machine-
generated text used for misinformation, and the
models for its detection (Crothers et al., 2023) be-
ing vulnerable to attacks (Su et al., 2023).

In order to perform an evaluation of XARELLO
in various scenarios, we rely on the previous sys-
tematic study of adversarial robustness in the cred-
ibility assessment context (Przybyta et al., 2023),
taking into account four misinformation-detection
tasks and two victim classifiers. This will allow us
to compare our solution to the eight AE generators
evaluated there.

Finally, a few attempts have already been made
to use reinforcement learning (RL) in the context of
AE generation. Our solution has certain similarities
with that of Vijayaraghavan and Roy (2019), who
also apply RL to find the most successful word sub-
stitutions, but in a less challenging setup: attacking
a CNN network performing sentiment analysis and
news classification. Other work involving RL in-
clude that of Li et al. (2021) and Chen et al. (2023).
However, our study is the first to perform adaptive
AE generation for the misinformation text, where a
victim vulnerability model is first explicitly learned
and then deployed for a more efficient attack.

3 Methods

XARELLO modifies given text not only based on
the current input (original content), but also tak-
ing into account the outcome of previous attempts
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made against the same victim classifier. The whole
process has two phases: adaptation and attack.
Figure 1 shows a schema of our solution. We
map the problem of generating AEs (section 3.1)
to the reinforcement learning paradigm through
the XARELLO environment (section 3.2). During
adaptation, a XARELLO agent (section 3.3) learns
to perform actions (token replacements) that max-
imise its reward (change in the victim’s prediction).
The core of the model is a neural network estimat-
ing the outcome of making modifications to the
input text. During the attack, the learned model,
encoding information about the vulnerabilities of
the victim, can be used to generate a multitude of
adversarial examples, undergoing evaluation.

3.1 Preliminaries

We focus on binary text classification task using
pairs (x;,y;), where x; is a text fragment and y;
is a binary label denoting credibility of the text
(section 4.3). The victim of the attack is a classi-
fier f, which, for a given example z;, provides a
binary output label f(x;) € {0, 1}, but also prob-
abilities of the positive class fy,(z;) € (0,1). The
goal of the attack is to come up with a modifica-
tion function m, such that the difference with the
original example is small (m(x;) =~ x;), but the
victim changes its decision (f(z;) # f(m(x;)),
for example z; = Drinking orange juice causes
DEATH! and m(x;) = Drinking orange juice
provokes DEATH!. Here we consider both the tar-
geted scenario, taking into account only examples
of non-credible text, for which the classifier made
the correct decision (y; = f(x;) = 1); as well the
untargeted one, where all examples are included.

3.2 XARELLO environment

The basic steps in our model are the same as in most
methods for AE generation in text, i.e. sequential
modifications, each consisting of replacing a word
by a candidate from a pre-computed list, until the
victim changes its decision (see section 2). Usually,
no single replacement can result in an AE, but sev-
eral are necessary. To learn an optimal strategy for
such a task, we use the reinforcement learning (RL)
framework (Sutton and Barto, 2018). We define
the environment in the following way:

* an environment state s includes the following:

- xitj) — the current form (in step ¢) of the

i-th target text, expressed as a sequence
of N tokens (j € {1...N}),

— f(x;) — the decision of the victim for the
original text.

* an action a made by an agent: a pair (7, k)
including the positions of the changed token
7 and the replacement candidate z; from a
pre-computed list 21, 29, ... 2K

 areward returned in response to an action:

— 1, if the provided example is an AE,

— —1, for an attempt to modify a non-word
token (see section 4.5).

~ otherwise, [ f,(z(”) — ()] x [1 -
2 x f(x;)], i.e. the difference in the score
compared to previous state, computed
with respect to the original class, so that
positive values indicate the victim get-
ting closer to changing the decision.

Adaptation: During adaptation, the environ-
ment presents subsequent examples to the agent.
While it would be preferable to have only unique
examples, the limited data size means that exam-
ples are repeated for several epochs. Since an agent
is unlikely to find an AE by just a single word
replacement, it is allowed several modifications
(steps) until an AE is successful or the maximum
number of steps (Mg = 5) is achieved. For ex-
ample, an agent might try Drinking orange juice
provokes DEATH!, then Consuming orange juice
provokes DEATH!, then Consuming orange juice
brings DEATH!, and so on. Such a sequence, called
episode, is attempted Mp = 5 times (with text re-
set to the originals state in between) before the next
example is used. We encourage variability of ac-
tions between episodes through the penalisation of
action reuse (section 4.5).

Attack: In the attack stage the Q model is frozen
and no learning is performed, allowing more elabo-
rate action sequences as follows:

1. 10 episodes of up to 5 steps,
2. 5 episodes of up to 10 steps,
3. 2 episodes of up to 25 steps,
4. 1 episode of up to 50 steps.

Performing several episodes for the same number
of steps allows the attacker to makes several at-
tempts to create an AE with few changes, before
performing deeper modifications. As during train-
ing, the text is reset to the original form between
episodes and penalisation is used to encourage vari-
ation between attempts (section 4.5). For longer
input text (news bias and rumour detection tasks,
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Xi = Pope Francis endorses Donald Trump for president!
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Figure 2: Neural network used as Q model.

see section 4.3), the number of steps allowed is
multiplied by 5. The process can stop at any point
if an AE for the current text is found, which is sent
for evaluation.

3.3 XARELLO agent

The implementation of the XARELLO agent is
based on Q-learning (Watkins, 1989), which in-
volves estimating the value of Q(s,a), i.e. the
expected reward achieved from making action a in
state s and following a greedy strategy. In partic-
ular, we implement a deep Q-network (Frangois-
Lavet et al., 2018), where the estimation is pro-
duced by a deep neural network, subsequently
trained based on the actually observed rewards.

Q model: We compute the value of Q(s =

(azg?, f(zi)),a = (4, k)) as follows (see Fig. 2):

1. For each token position j, its E';-dimensional
embedding is computed through a Trans-
former (Vaswani et al., 2017) encoder working

0

(2 j ’

2. It is concatenated with a pre-computed Fo-
dimensional embedding of candidate zj, form-
ing a F1 + FE»-dimensional representation of

each possible action (j, k),

on the current text x;

3. A linear layer with rectified linear activation
is applied, reducing the dimensionality to Es,

4. Depending on the value of original prediction
f(z;), one of two independent final linear lay-
ers is used, reducing the dimensionality to a
scalar, containing the value of Q(s, a).

The neural network is implemented so that it
computes the Q value for every possible action in a
given state in a single execution.

Action choice: Choosing an action based on
the Q value depends on the phase. In attack, sim-
ply the action with maximal Q value is selected
(greedy strategy). In the adaptation phase, a ran-
dom action may also be made with the probability
equal exploration factor € € [0, 1] — an e-greedy
strategy (Sutton and Barto, 2018). Further infor-
mation including parameter values and underlying
components is in section 4.5.

Learning: As usual in fitted Q-learning, after
an action is performed, the value of Q estimation is
compared with the observed reward and discounted
expected reward (using discount coefficient ) and
the resulting discrepancy is used as a loss for train-
ing the underlying neural network.

4 Evaluation

Since our solution is motivated by the adversar-
ial scenarios in the misinformation space, we base
our evaluation on the BODEGA framework (Przy-
byta et al., 2023), which is designed specifically
for this area. It enables the evaluation in four mis-
information detection tasks: style-based news bias
assessment (HN), propaganda detection (PR), fact
checking (FC), rumour detection (RD), all for En-
glish. A non-credible (positive, label=1) example,
which should be detected by a classifier, is a news
item from a hyper-partisan source, a sentence in-
cluding a propaganda technique, a fact refuted by
the provided evidence, or a thread initiated by a
rumour. Examples are shown in table 4 in appendix
E. All of the tasks are based on data released on
CC licences (Potthast et al., 2018; da San Martino
et al., 2020; Thorne et al., 2018; Han et al., 2019).

BODEGA enables an evaluation of attacks on
two classifiers, based on BiLSTM (Hochreiter and
Schmidhuber, 1997) and fine-tuned BERT (De-
vlin et al., 2018). Additionally, in order to un-
derstand the vulnerability of the modern LLMs, we
test against 2-billion-parameter GEMMA (Gemma
Team and Google DeepMind, 2024).

4.1 Performance measures

The attack performance is assessed by comparing
each original examples with the produced AE and
computing four measures:

1. confusion score: 1 if the example provided is
a successful, 0 otherwise,

2. semantic score: a measure of the meaning
preservation between the original text and the
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Adaptation

Task | train eval | Attack | Positive %
HN | 3200 400 400 50.00%
PR | 2,920 400 416 29.42%
FC | 3,200 400 405 51.27%
RD | 1,670 400 415 32.68%

Table 1: The division of the BODEGA datasets for the
purpose of adaptation and final attack with the percent-
age of positive (non-credible) instances.

AE, computed using BLEURT (Sellam et al.,
2020) and clipped to (0,1),

3. character score: a measure of character-level
changes, computed using Levenshtein dis-
tance (Levenshtein, 1966) and scaled as a sim-
ilarity score in (0,1),

4. BODEGA score: a product of the above.

These quantities are averaged over all examples
in a given experiment. More information on these
measures, including the handling of multi-sentence
inputs, could be found in the BODEGA framework
(Przybyta et al., 2023). Additionally, we record
the average number of queries a method needs to
perform on the victim classifier before an AE is
generated, as a measure of how realistic a given
strategy is to be used in practice.

During the adaptation phase, we measure its
progress through certain indicators after each
epoch, both on the training data and a held-out
development set (used greedily). These include
mean reward value, the fraction of the episodes
that end with a success, and the number of steps
involving a given text before an AE is found.

4.2 Qualitative analysis

In addition, we provide a qualitative analysis of
AEs generated by the XARELLO system against
the BERT classifier in the targeted PR task. In Sec-
tion 6, we make some observations on linguistic
patterns that appear in this subset of AEs. Human
evaluation is especially important for NLP models
that generate text which people may read, or use
in text generation to aid replicability (Belz et al.,
2023). These models must also generate naturalis-
tic text which reflects qualities such as grammati-
cality, fluency, and coherence (van der Lee et al.,
2021) in order to be usable in practice, i.e. as mis-
information content.

4.3 Data

Table 1 shows the data distribution, based on the
BODEGA framework. We do not use the data re-
served for victim training (not included in the table)

and leave final attack portion unchanged, enabling
comparison with previous work. We employ the
development subset in XARELLO, splitting it into
adaptation-train (for Q adaptation) and adaptation-
eval (for monitoring the process, see measures
above). We also show what fraction of each dataset
as a whole is positive, i.e. non-credible.

4.4 Experiments

Each experiment starts with performing the adap-
tation for 20 epochs. During every epoch, firstly
the adaptation-train data are used to learn from the
experiences and update the network accordingly.
Afterwards, the held-out adaptation-eval portion
is used (with the greedy strategy and no weight
updates) to measure the adaptation performance.

After the adaptation is finished, the model that
performed the best on adaptation-eval, i.e. needed
the least steps on average to reach an AE, is se-
lected for final attack evaluation. This is performed
by connecting the learned Q model to an environ-
ment working in attack mode and evaluating the
quality of the AEs with BODEGA.

In total, 12 adaptation processes are performed
(against three victim classifiers for each of the four
tasks), which are followed by two evaluation sce-
narios: targeted or untargeted. We compare an
adapted XARELLO against:

* BERT-ATTACK (Li et al., 2020), perform-
ing a procedure of iterative replacement of
words by candidates from a language model,
fairly similar to XARELLO, but without any
adaptation to the victim. BERT-ATTACK
achieved the best result among those evalu-
ated on BODEGA (Przybyta et al., 2023).

* DeepWordBug (Gao et al., 2018), a simpler
approach, replacing individual characters in
the selected words, aiming to preserve visual
similarity to the original text. DeepWordBug
was also the best-performing in some attack
scenarios in BODEGA.

 XARELLO-raw, a version of the XARELLO
agent which was not adapted to the victim.
Testing this version allows us to make sure
the observed differences are due to adaptation
process, rather than the attack procedure.

4.5 Optimisation details

Preprocessing: The maximum length of a text
fragment is N = 512 tokens and all instances
are padded accordingly. For each text and each
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Figure 3: Improvement of the XARELLO attackers during the adaptation process, illustrated using the average
number of steps until an AE is found, shown for the data used in training (¢rain) and a held-out portion (eval), for
each epoch. Shown for each of the tasks and victims: BiLSTM (upper row) and BERT (lower row).

non-padding token, the K = 20 replacement can-
didates are obtained by applying language mod-
elling through BERT (Devlin et al., 2018) in
bert-base-cased variant, implemented in Hug-
gingFace Transformers (Wolf et al., 2020). No
masking is used, as in BERT-ATTACK (Li et al.,
2020), and the most likely tokens for each position
are treated as candidates, disregarding the original
word and special tokens.

Neural network: We use BERT (config-
ured as above), to obtain embeddings of size
E; = 768. To represent candidates, we use
static fastText (Mikolov et al., 2017) vectors,
i.e. the facebook/fasttext-en-vectors model
from HuggingFace, returning an embedding of size
E5 = 300. The reduced representation has size
FE5 = 8. The Q network includes the 110 million
parameters of BERT and 8570 in the further layers.

Q override: In order to indicate that non-
word tokens ([CLS], [SEP] or [PAD]) cannot be
changed, the reward for attempting to replace them
is set to —1. Moreover, the Q value obtained from
the neural network is overridden using two rules:
(1) the value for replacing special tokens are set to
—1 and (2) the value for actions that have already
been applied for this text in the current sequence
of episodes are reduced by a factor of —0.1. This
penalisation mechanism makes it possible to gener-
ate diverse actions even when Q network remains
unchanged, esp. in the attack phase. Both of the
alterations correspond to behaviours that are benefi-

cial for the rewards and would be learnt eventually,
but introducing them accelerates the adaptation.
Further details on hardware and computing
times, software implementation, adaptation process
and parameter tuning can be found in appendix B.

5 Results

Figure 3 shows the progress made during the adap-
tation to the BILSTM and BERT victims (the re-
sults for GEMMA are included as figure 4 in ap-
pendix A). We plot the average number of steps
made until an AE is found or the limit is reached,
taking values between 5 (the AE is found on first
try in all 5 episodes) and 25 (all 5 steps in the 5
episodes are used). All models start with a value
close to the maximum and manage to improve over
time, but the gains are more pronounced for the PR
and FC tasks than RD or HN. This is understand-
able, as the text fragments involved in the latter two
(news articles and rumour threads) are much longer,
so it is relatively rare to see an AE generated within
the 5 modifications allowed during adaptation. We
can also see that the BILSTM victim, as a weaker
classifier, is easier to attack, allowing an AE to be
found in fewer steps after the adaptation.

It is encouraging to notice that the performance
on the unseen eval dataset improves similarly, indi-
cating that the model indeed learns vulnerabilities
of the victim model instead of memorising the steps
that prove successful for the training data. Towards
the end of the 20-epoch process we see the im-
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Victim: BiLSTM Victim: BERT Victim: GEMMA
XARELLO XARELLO XARELLO
Measure | DWB B-A raw full | DWB B-A raw full | DWB B-A raw full
PR BODEGA | 0.292 0.527 0.466 0.632 | 0.278 0.429 0.360 0.512 | 0.143 0.460 0.474 0.697
conf. | 0.382 0.800 0.928 0.990 | 0.363 0.697 0.769 0.962 | 0.190 0.724 0.899 0.986
sem. | 0.795 0.716 0.595 0.698 | 0.794 0.678 0.562 0.606 | 0.786 0.695 0.605 0.748
char. | 0.960 0.914 0.791 0.884 | 0.962 0.902 0.772 0.834 | 0.958 0.906 0.813 0.920
queries 274 614 614 150 | 274 802 89.8 302 273 7715 595 149
FC BODEGA | 0.484 0.598 0.640 0.817 | 0.440 0.535 0.559 0.773 | 0.074 0.566 0.577 0.775
conf. | 0.575 0.857 0.938 1.000 | 0.531 0.770 0.862 0.995 | 0.091 0.832 0.904 0.995
sem. | 0.855 0.728 0.733 0.837 | 0.843 0.726 0.708 0.800 | 0.829 0.718 0.698 0.802
char. | 0.984 0.954 0917 0975 | 0982 0.953 0.902 0970 | 0.983 0.939 0.902 0.969
queries 544 1328  56.0 5.0 543 1467 741 7.4 539 1922 66.3 7.3
RD BODEGA | 0.164 0.292 0.244 0.650 | 0.159 0.181 0.145 0.227 | 0.104 0.300 0.228 0.314
conf. | 0.243 0.790 0.537 0973 | 0.229 0.439 0.333 0436 | 0.152 0.725 0.434 0.492
sem. | 0.682 0.409 0.514 0.694 | 0.701 0.429 0.500 0.580 | 0.694 0.433 0.590 0.678
char. | 0.991 0.890 0.842 0957 | 0.991 0.961 0.830 0.870 | 0.991 0.951 0.865 0.934
queries | 232.8 985.5 617.8 84.0 | 232.7 7743 7635 631.7| 239.0 703.1 665.7 538.9
HN BODEGA | 0406 0.636 0.496 0.612 | 0.223 0.601 0.340 0.341 | 0.240 0.546 0.485 0.528
conf. | 0.527 0.980 0.760 0.848 | 0.287 0.965 0.560 0.583 | 0.307 0.905 0.752 0.757
sem. | 0.771 0.656 0.689 0.737 | 0.777 0.638 0.644 0.607 | 0.783 0.622 0.676 0.715
char. | 0.998 0.988 0.933 0975 | 0998 0.972 0.918 0.937 | 0.998 0.965 0.930 0.963
queries | 396.2 487.9 4457 256.1 | 3959 6484 599.8 564.4 | 3859 943.0 427.7 373.6
Avg: BODEGA | 0.337 0.513 0461 0.678 | 0.275 0.436 0.351 0.463 | 0.141 0.468 0.441 0.578
queries | 177.7 4169 2952 90.0 | 177.6 4124 381.8 3084 | 176.5 4789 304.8 233.7

Table 2: Results of the evaluation of the XARELLO attacker on different datasets (PR, FC, RD and HN) in the
untargeted scenario, measured according to BODEGA score, confusion score, semantic similarity score, character
similarity score and average number of queriues. The performance of the adapted XARELLO (full) is compared to
the attacker without adaptation (raw) and two separate approaches: DeepWordBug (DWB) and BERT-ATTACK
(B-A). The best values of BODEGA score and the lowest numbers of queries in each combination are highlighted.

provements on the eval dataset slow down, suggest-
ing that further training would result in overfitting,
which confirms the preliminary experiments with
50 epochs (see appendix B).

Table 2 shows the results of the main experi-
ment in untargeted scenario (with all data), car-
ried out by taking a Q neural network optimised
during adaptation and applying to the attack data
portion. The performance indicators averaged over
all scenarios (final rows) confirm the benefits of
the proposed approach: it achieves better-quality
AEs, reflected with a higher BODEGA score. The
gains are most pronounced against the BiLSTM
victim, where XARELLO achieves the score of
68%, compared to 51% of BERT-ATTACK, need-
ing only 90 queries instead of 417. We also see an
improvement over baseline in case of BERT, but it
is interesting to notice that GEMMA, the model of
largest size and best classification performance, is
quite vulnerable against XARELLO attacks (58%
compared to 47% of BERT-ATTACK).

Overall, DeepWordBug produces examples that
are semantically and visually similar to the original,
but achieve success only in some cases. For exam-
ple, in BILSTM fact-checking scenario, DeepWord-
Bug has a confusion score of 57%, BERT-ATTACK
of 86%, but XARELLO reaches 100%. This is pos-

sible due to the adaptation process, as XARELLO
raw ranks similarly to BERT-ATTACK and only
the full version achieves the improvements.

The performance differs across tasks:
XARELLO shows improvement in all of
them except news bias assessment, especially
against the BERT victim. This is most likely due
to the length of the input: news articles often fill
the whole 512-token window, resulting in 512*20
possible actions — a space unlikely to be thoroughly
explored within the limits of the adaptation. The
quality of the sample AEs remains high, but they
are just not found for as many examples as in
BERT-ATTACK. This is in line with the slow
adaptation for this combination visible in Figure
3 (BERT/HN) and research showing fake news
detection as relatively robust (Jin et al., 2020).

On the other hand, the performance gains for
tasks with shorter text are substantial. In evalua-
tion against fact-checking task XARELLO not only
beats BERT-ATTACK in terms of BODEGA score
(77% vs 53%), but is able to reach an AE in 7.42
queries on average, rather than 146.

The results for the targeted attacks are shown
in table 3 in appendix D. The general outlook is
very similar, but the targeted attacks appear more
successful, especially against BERT and GEMMA.
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6 Linguistic analysis

In order to see what these improved performance
metrics look like in actual output utterances, we
perform a textual analysis on 67 AEs against BERT,
generated by XARELLO from the PR task in the
targeted scenario. These are examples where low-
credibility text was recognised as such by the vic-
tim model, but the modifications introduced by
XARELLO changed this decision. Examples of the
described phenomena are shown in appendix C.

Our main takeaway is that the XARELLO agent
strongly relies on making replacements at the sub-
word level. Some of these render clear non-words
which result in sentences becoming completely un-
grammatical. Other non-words may pose less of a
problem to reader, as they are typographically very
similar to the original text. A similar phenomenon
occurs in generated non-words which may appear
to be infrequent or archaic words which match the
orthographic and phonological rules of English.

It is possible that readers may not notice these
spelling mistakes. In multiple studies over decades,
the first and last letters in a word contribute more
strongly to recognition (Huebert and Cleary, 2022),
for example when “hypocritically” is replaced by
“*hypoclipically”. AEs may therefore be ungram-
matical, but still effective.

There are also patterns of adjectival replace-
ment which appear to perform a form of seman-
tic bleaching, or that introduce euphemistic lan-
guage by replacing an emotionally charged noun or
noun phrase with a pronoun® or a more generalistic
noun®. This strategy is not always successful, with
around half of this type of replacement resulting
in ungrammatical utterances®. Moreover, the agent
may be too greedy and remove crucial constituents
of an utterance®. We also discovered words which
XARELLO has learned to retain, or avoid and pro-
vide replacements. It often chooses “new" or “big"
to replace more semantically-transparent or emo-
tive words, and this links to our observations about
adjectival and pronominal replacement.

The observed modification types may stem from
the nature of XARELLQO’s victim BERT’s subword
tokenisation method, as well as our use of fastText
to represent word replacement candidates. In order
to ‘fool’ the classifier, XARELLO may rely too

2QOriginal: “lives and vocations"— AE: ‘“*vassations"
3Original: “his aggressive behaviour"—AE: “own"
*Original: “that type of injustice—AE: “work".
3Original:“from the american people’—AE: “my us"
®Original:“reported on a gaping hole in"— AE: “*"

strongly on replacing pieces of words whose out-
put resembles the orthographic and morphological
rules of English but which may not be acceptable
to real-world readers.

Possible methods to mitigate ungrammatical out-
put could be to check output tokens against the
N-gram probability of the AE, using semantic sim-
ilarity as a heuristic for whole-token replacement,
penalising tokens which do not appear in a lookup
lexicon, or by using reinforcement learning from
human feedback (Ziegler et al., 2020).

7 Limitations

Despite showing positive results, our study has
several limitations. Firstly, in casting the AE gen-
eration as a RL problem (section 3.2), we discard
the possibility of adding new words to the origi-
nal text, which is possible in some previous AE
generators, such as BAE (Garg and Ramakrish-
nan, 2020). Word deletion is not allowed either,
even though it is one of the most natural ways of
changing the form of the text while preserving its
meaning (Shardlow and Przybyta, 2023). Finally,
we do not perform any special treatment of sub-
words, e.g. as in BERT-ATTACK (Li et al., 2020).
These operations are excluded in order to reduce
the size of the action space, but incorporating them
would be a promising avenue for future research.

Secondly, due to the long processing time, we
performed only a basic exploration of the influence
of the many parameters present in our solution (see
appendix B). Some of these, e.g. discounting coef-
ficient, do not have an obvious meaning in context
of AE search, and their best value could only be
discovered through systematic tuning. Others, such
as dimensions of the Q network, number of steps
and episodes, likely depend on a particular task, so
would have to be tuned for each of them separately.
Finally, some, such as number of candidates, would
almost certainly improve the performance, but at
the cost of longer adaptation time. However, these
experiments might be justified if we want to simu-
late an attacker that consistently operates against a
specific target.

Moreover, classifiers more elaborate than in-
cluded here could be tested as victim models as
well. We decided to use BILSTM and BERT in
the interest of comparability with previous solu-
tions, numerous of which were evaluated against
BODEGA (Przybyta et al., 2023), and GEMMA
to illustrate vulnerability of modern LLMs. It is
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interesting to notice that the latest of the tested ap-
proaches is also the most prone to attacks. Future
work might verify if this is caused by reasons con-
nected to our setup, e.g. relatively small datasets
for tuning a network of this size, or a more funda-
mental weakness of very large models.

Even though misinformation is an equally grave
problem for non-English Internet, our solution
is only evaluated on English datasets. However,
XARELLO does not depend on English in any par-
ticular way and could be applied to any language,
as long as a Transformer model for it exists.

Finally, the results on the news bias assessment
indicate our approach does not generalise very well
to the case when numerous changes in a long text
need to be made. This is because the final reward
typically could not be achieved within the short
horizon of the adaptation episodes. A more ex-
haustive search for solutions should happen during
adaptation in such cases, including attacks of in-
creasing length, as in the attack phase.

8 Ethical impact

The work in the domain of adversarial robustness
needs to be scrutinised to make sure it does not aid
the malicious actors. However, discovering AEs is
definitely more likely to help build up the defences.
Firstly, the examples we generate cannot be used di-
rectly to perform any attacks. That is because AEs
are not transferable, so they would work only with
the models they were discovered for, i.e. the victim
classifiers. The models used for content moder-
ation are likely trained using newer architectures
and proprietary internal data. Secondly, despite the
progress in the domain, most attack scenarios still
require dozens or even hundreds of attempts are
impossible to conduct in practice.

More generally, the AEs are vulnerabilities that
exist due to the nature of neural networks and re-
search such as ours is only revealing, not creat-
ing them. In our view, it is better that such tech-
niques are obtained and discussed within the trans-
parent research discourse rather than they would
be discovered just by misinformation spreaders.
For these reasons, we have decided to make the
XARELLO code available’.

9 Conclusion

To sum up, XARELLO adapts well to the weak-
nesses of a victim model and in all scenarios, ex-

"https://github.com/piotrmp/xarello

cept with very long text, achieves superior perfor-
mance. This result applies to various victim mod-
els, from small RNN networks to classifiers based
on large modern fine-tuned LLMs. This allows us
not only to find AEs for more examples, and of
better quality, but also do this with fewer attempts.
The evaluation becomes more realistic, as it iS more
likely that a platform would allow a user to send 5
consecutive messages of similar content to find an
AE, rather than 133, needed by other methods.

We rely on an expectation that an attacker has
already some experience with the current classifier.
This is a much lower bar than in white-box attacks,
assuming complete access to victim model weights.
Nevertheless, in practice it will depend on the in-
ternal operations both of misinformation spreaders
(e.g. experience retention) and content platforms
(e.g. model updating frequency).

Ultimately, AEs allow us to find and understand
the weaknesses of the investigated models before
they are deployed. We can build on these methods
to improve the model robustness. Our contribution
could be easily used for this purpose, i.e. by includ-
ing the generated AEs in the training data, as in the
adversarial training paradigm (Bai et al., 2021).

We hope that by making the code of XARELLO
openly available, we enable such use-cases and con-
tribute to more reliable role of automatic classifiers
in making the Internet safer.
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A Adaptation process for GEMMA

Figure 4 shows the adaptation process for the
GEMMA victims.

B Implementation details

Software implementation: The Q-learning envi-
ronment is defined in terms of Env class in the gym-
nasium framework for RL (Towers et al., 2023).
The neural network is implemented in pyTorch
(Paszke et al., 2019).

Performance: The adaptation process is exe-
cuted on a machine using one NVIDIA A100 GPU
with 40 GB RAM. The duration of the process (all
20 epochs) varies depending on the victim and task
performed, taking from 18 hours (BiLSTM, PR) to
42 hours (BERT, HN).

Parameter tuning: Due to the length of the
adaptation process, only very limited parameter
tuning was performed. To reduce the necessary
processing time, in all of these experiments we
used a smaller version of the model (for input up to
128 tokens), 1500 instances for adaptation and 400
for testing, both within the development portion of
the PR task. Each run took around 10 hours to com-
plete, save for the adaptation length experiment,
taking proportionally longer. We tested separately
adaptation length (20 or 50 epochs), memory mech-
anism (experiences either previously observed or
drawn from memory of 4000), warmup periods
(0.1, 0.3, 0.5, 0.7. 0.9), discounting parameter (0.0
or 0.5) and number of candidates (10 or 20). In
general, our observations indicate low variability
of the results within the ranges tested, but the best
variants were selected for the main evaluation.

Adaptation: We train for 20 epochs on the adap-
tation dataset. The discounting coefficient is set
to v = 0.5 and exploration factor e falls linearly
during warmup period from 100% at the beginning
of the process to 10% after 30% of the adaptation
are finished and remains constant afterwards. As in
the seminal work on deep RL (Mnih et al., 2015),
we use a memory of previous experiences. Up to
4000 experiences are kept in a queue and 16 are
randomly selected for Q update at every step. This
learning is initiated every time 16 new experiences
are added to the memory. The neural network is
updated using Adam optimiser (Kingma and Ba,
2015) with a constant learning rate of 2 x 107>

C Qualitative analysis: examples

Changed characters by the agent are in boldface,
and the star (*) symbol indicates incoherence, un-
grammaticality or disfluency.

Examples where subwords are replaced render-
ing an ungrammatical sentence:

* Original: “...doctors are warning that it will
be continuing to spread and worsen"

* AE: “*..doctors are warning that it will be
continuing to slow and badn"

* Original: “is already reeling over the reve-
lations...a Cardinal over weekend, has been
credibly accused"

* AE: “*is already poiseding over the revela-
tions...a Cardinal over the weekend, has been
nowredibly accused"

Examples of non-words which are typographi-
cally similar:

* Originals: “menace"”, “hypocritically”,
“blatently", “colluded"
* AEs: “*meace", “*hypoclipically",

“*pratently”, “*copoluded"

Example of a non-word which may appear like
an infrequent or archaic word:

* Original: “many who have spent their lives
and vocations"

* AE: “*many who have spent their lives and
vassations”

Examples of adjectival replacement resulting in
euphemistic language:

* Original: “that type of injustice”

* AE: “that type of work"

Examples of a pronoun replacing a noun/noun
phrase:

3

* Original: “his aggressive behaviour", “vi-
cious comments', “treated as criminals"
e AE: “his own behaviour", “his comments",

“treated as it"
An example where this does not work well:

* Original: “from the american people"
* AE: “*from the my us"

An example where a whole constituent of a sen-
tence is removed unsuccessfully:

* Original: “reported on a gaping hole in"

* AE: “#reported on a in"
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D Results in the targeted attacks

Table 3 includes the results of the evaluation in the
targeted scenario.

E Text examples

Table 4 shows examples of credible and non-
credible text in each task.
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Figure 4: Improvement of the XARELLO attackers during the adaptation process, shown for each of the tasks and
the GEMMA victims. See figure 3 and the main text for more information.

Victim: BiLSTM Victim: BERT Victim: GEMMA
XARELLO XARELLO XARELLO
Measure | DWB B-A raw full | DWB B-A raw full | DWB B-A raw full

PR BODEGA | 0.560 0.658 0.588 0.682 | 0.501 0.503 0432 0.523 | 0.292 0.553 0.568 0.617
conf. | 0.720 0.940 0980 1.000 | 0.640 0.787 0.760 0.907 | 0.378 0.851 0.905 0.986

sem. | 0.808 0.744 0.668 0.725 | 0.811 0.691 0.648 0.633 | 0.797 0.700 0.690 0.676

char. | 0.962 0.937 0872 0932 | 0965 0920 0.862 0.889 | 0.968 0.920 0.893 00911

queries 35.3 50.1 40.0 10.3 36.0 999 75.6 534 360 94.1 43.4 23.3

FC BODEGA | 0.540 0.594 0.613 0.779 | 0.224 0413 0471 0.764 | 0.063 0.496 0.513 0.781
conf. | 0.642 0.851 0946 1.000 | 0.268 0.621 0.737 1.000 | 0.077 0.759 0.841 0.995

sem. | 0.854 0.726 0.706 0.803 | 0.847 0.708 0.700 0.789 | 0.836 0.701 0.676 0.810

char. | 0.984 0.956 0907 0969 | 0983 0932 0.897 0.966 | 0984 0919 0.880 0.967

queries 50.7 1232 57.1 4.5 523 2072 100.8 8.1 52.0 254.2 91.5 8.1

RD BODEGA | 0.615 0426 0420 0.636 | 0.388 0.299 0.324 0.433 | 0.237 0.408 0.420 0.604
conf. | 0.907 0.947 0947 1.000 | 0.560 0.690 0.770 0.880 | 0.346 0.933 0.923 1.000

sem. | 0.686 0462 0511 0.664 | 0.700 0446 0491 0559 | 0.693 0.455 0.521 0.649

char. | 0988 0.975 0838 0952 | 0990 0971 0.812 0.856 | 0.989 0.961 0.839 00919

queries | 153.6 130.6 2244 5.6 | 174.0 366.1 422.6 2225 | 1619 2594 297.0 46.1

HN BODEGA | 0.366 0.613 0.368 0.545 | 0.153 0.567 0.175 0.247 | 0.267 0.575 0.494 0.534
conf. | 0473 0.958 0.599 0.820 | 0.198 0.948 0.314 0.465 | 0.342 0947 0.797 0.775
sem. | 0.775 0.648 0.658 0.682 | 0.776 0.620 0.610 0.558 | 0.782 0.624 0.653  0.708
char. | 0.998 0.985 0918 0966 | 0.997 0962 0.885 0.916 | 0998 0.970 0925 0.963

queries | 379.2 565.0 5854 316.2 | 389.8 7539 7957 691.0 | 380.6 761.5 408.3 366.4

Avg: BODEGA | 0.520 0.573 0497 0.660 | 0.317 0.445 0350 0.492 | 0215 0508 0.499 0.634
queries | 154.7 2173 226.7 84.2 | 163.0 356.8 3487 2438 | 157.6 3423 210.0 111.0

Table 3: Results of the evaluation of the XARELLO attacker on different datasets in the targeted scenario. See
table 2 and the main text for further explanation.
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Task

Credible example

Non-credible example

HN

Challenges in the Courts to Obamacare

Certainly, as the new national health care changes
get underway, there are going to be many challenges
to it in the courts. These challenges will prove quite
telling for the general public about the state of the
health care reforms, and their legitimacy. In recent
news, a Detroit Federal judge just upheld major ele-
ments of the health care overhaul law. U.S. District
Judge George Steeh explained in his 20 page deci-
sion that not having health insurance is basically
an active decision to pay out of pocket for health
care. With this ruling, he supported the constitution-
ality of the health care reform law, particularly that
part of it that indicates that individuals need to have
health coverage. (...)

Texas Board Of Education Approves Resolution To
Limit Islam References

Associated Press

AUSTIN, Texas — The Texas State Board of Educa-
tion adopted a resolution Friday that seeks to curtail
references to Islam in Texas textbooks, as social
conservative board members warned of what they
describe as a creeping Middle Eastern influence in
the nation’s publishing industry.

The board approved the one-page nonbinding res-
olution, which urges textbook publishers to limit
what they print about Islam in world history books,
by a 7-5 vote.

Critics say it’s another example of the ideological
board trying to politicize public education in the
Lone Star State. (...)

PR

The Italian Catholic daily La Nuova Bussola Quo-
tidiana reports that not only did the pope see a letter
from victims, but that the CDF, under Muller, “had
already conducted an preliminary investigation into
Barros and the other bishops close to Karadima
which had led to the decision to relieve them of
their duties.”

Somehow the openly racist and anti-Semitic Far-
rakhan and his hateful organization have managed
for decades to avoid being harshly denounced as
such by the news media, which instead has spent the
last two years attempting to smear Donald Trump
as the new Hitler.

FC

Indian Army. The Indian Army has a regimental
system, but is operationally and geographically di-
vided into seven commands, with the basic field
formation being a division. Army. Within a na-
tional military force, the word army may also mean
a field army. An army (from Latin arma “arms ,
weapons” via Old French armée , “armed” (femi-
nine)) or ground force is a fighting force that fights
primarily on land. — The Indian Army is a military
force.

Armenian Genocide. Other indigenous and Chris-
tian ethnic groups such as the Assyrians and the
Ottoman Greeks were similarly targeted for extermi-
nation by the Ottoman government in the Assyrian
genocide and the Greek genocide, and their treat-
ment is considered by some historians to be part
of the same genocidal policy. — The Armenian
Genocide was the extermination of Armenians who
were mostly Ottoman citizens.

RD

Pray for the victims. Deadly terrorist attack on
French magazine Charlie Hebdo in Paris #FreeP-
ress http://t.co/HCEG92Zxtz

@Parazhit @nickyromero look

@Parazhit just because they published, 9 year ago, a
satirical drawing of Mahomet,... One of the terrorist
said "The prophet was avenged"...

RT @Parazhit: Pray for the victims. Deadly ter-
rorist attack on French magazine Charlie Hebdo in
Paris #FreePress http://t.co/TrYGr2Sm10
@Parazhit Praying for Paris and France you are our
brothers and sisters #£EDM better days will come
thanks to God and music!

@Parazhit @HardRavers merci

After the attack, the gunmen shouted: “We have
avenged the Prophet Mohamed! We have killed
Charlie Hebdo!” http://t.co/DgmB9;TXx7
@nytimes Did they really avenge. Does the Prophet
need avenging?

@nytimes No cure for crazy.

@nytimes Killing one Charlie has only created thou-
sands more. #JeSuisCharlie #FreedomOfSpeech
@nytimes Ironically they have given Charlie Hebdo
martyr status...#JeSuisCharlie

@nytimes Report this:Americans DON’T want
to close Gitmo or release terrorists& WANT
pipeline&borders secured.Obama not listening to
ppl.

@nytimes Given you’re filtering victim accounts
@nytimes, shocked you haven’t made the killers the
heroes yet. #Journalism (...)

Table 4: Examples of credible and non-credible content in each of the tasks in BODEGA: style-based news bias
assessment (HN), propaganda detection (PR), fact checking (FC) and rumour detection (RD). See main text for the

data sources.
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Abstract

Sentiment analysis serves as a pivotal compo-
nent in Natural Language Processing (NLP).
Advancements in multilingual pre-trained mod-
els such as XLLM-R (Conneau et al., 2020) and
mT5 (Xue et al., 2021) have contributed to
the increasing interest in cross-lingual senti-
ment analysis. The recent emergence in Large
Language Models (LLM) has significantly ad-
vanced general NLP tasks, however, the capa-
bility of such LLMs in cross-lingual sentiment
analysis has not been fully studied. This work
undertakes an empirical analysis to compare the
cross-lingual transfer capability of public Small
Multilingual Language Models (SMLM) like
XLM-R, against English-centric LLMs such
as Llama-3 (AI@Meta, 2024), in the context
of sentiment analysis across English, Spanish,
French and Chinese. Our findings reveal that
among public models, SMLMs exhibit superior
zero-shot cross-lingual performance relative to
LLMs. However, in few-shot cross-lingual set-
tings, public LLMs demonstrate an enhanced
adaptive potential. In addition, we observe
that proprietary GPT-3.5 ! and GPT-4 (Ope-
nAl et al., 2024) lead in zero-shot cross-lingual
capability, but are outpaced by public models
in few-shot scenarios.

1 Introduction

Sentiment analysis has received considerable atten-
tion over the years in the field of Natural Language
Processing (NLP) due to its profound value in both
academic research and industry applications. Tra-
ditionally, studies in sentiment analysis had been
mostly focused on high-resource languages such
as English due to a deficit of annotated data in
other low-resource languages, but recent research
has emerged to address this issue by leveraging ma-
chine translation to augment data resources (Aratjo
et al., 2020) (Joshi et al., 2020).

1https ://platform.openai.com/docs/models/
gpt-3-5-turbo

Besides the research efforts in producing mul-
tilingual datasets for sentiment analysis, multilin-
gual model architectures have become increasingly
popular since the introduction of multilingual pre-
trained language models such as mBERT (Devlin
et al., 2019), XLM-R (Conneau et al., 2020) and
mT5 (Xue et al., 2021) and BLOOM (BigScience
Workshop, 2022). Such multilingual pre-trained
language models exploit the power of large-scale
unsupervised textual data from a mixture of many
languages, facilitating zero-shot and few-shot cross-
lingual transfer from a source to a target language
on different downstream NLP tasks, albeit with
varying performance outcomes (Lauscher et al.,
2020).

More recently, Large Language Models (LLM)
such as GPT-3 (Brown et al., 2020), Llama-2 (Tou-
vron et al., 2023) and Llama-3 (Al@Meta, 2024)
have collected immense attention for their unparal-
leled performance in text generation. (Zhang et al.,
2023) shows the strong capability of LLMs with
few-shot in-context learning in public English sen-
timent analysis tasks. Although most of the LLMs
are pre-trained using corpora with a dominant pres-
ence of English, some research has found interest-
ing multilinguality in both public and proprietary
LLMs (Qin et al., 2024) (Zhu et al., 2023). Despite
these developments, to the best of our knowledge,
the capability of cross-lingual transfer in these
LLMs has not been fully studied for sentiment anal-
ysis tasks, and it is still unclear how LLMs stand
in comparison to existing multilingual pre-trained
models in the cross-lingual transfer paradigm.

In this work, we examine a variety of pre-trained
models and conduct a comprehensive study on
the cross-lingual transfer capability in utterance-
level sentiment analysis tasks with human speech
transcript. We classify our candidate public pre-
trained models into two categories: Small Multilin-
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gual Language Models (SMLM)? such as XLM-R
and mT5, and more recent Large Language Mod-
els (LLM)? primarily focused on English such
as Llama-3 (Al@Meta, 2024) and Mistral (Jiang
et al., 2023). In addition, we also include bench-
marking with proprietary LLMs such as GPT-4
(OpenAl et al., 2024), which is widely consid-
ered as the best LLM in terms of general capa-
bility. To avoid potential data contamination intro-
duced in the pre-training process of recent LLMs
(Sainz et al., 2023), we curate and annotate pro-
prietary sentiment datasets from in-house human
conversation transcripts, and assess cross-lingual
sentiment analysis from English to three target lan-
guages: Spanish, French and Chinese. Our evalu-
ation results show that with the same supervised
fine-tuning, SMLMs demonstrate superior zero-
shot cross-lingual transfer capability even with
much fewer model parameters. However, public
LLMs exhibit rapid improvement in few-shot cross-
lingual transfer scenarios and can surpass the per-
formance of SMLMs when additional samples in
the target language are provided. Our contributions
of this research can be summarized in the following
dimensions:

1. We provide a comprehensive comparison on
fine-tuning-based cross-lingual transfer capa-
bility across a spectrum of public pre-trained
language models, with up to 8 billion param-
eters in the sentiment analysis task on three
human languages.

2. Our empirical findings show that some
SMLMs (XLM-R, mT5) beat much larger
public LLMs in zero-shot cross-lingual trans-
fer. Nevertheless, larger LLMs surpass
SMLMs and demonstrate stronger adaptation
capability with few-shot fine-tuning in the tar-
get language. The best-performing SMLMs
still show comparable performance to LLMs
when more samples from the target language
are provided.

3. We demonstrate that although proprietary
GPT-3.5 and GPT-4 present the strongest per-
formance in zero-shot cross-lingual sentiment
analysis, with supervised fine-tuning, several
public pre-trained language models can out-

2We select SMLMs with fewer than 4B parameters in this
work.

3We select LLMs with at least 7B parameters in this work.

perform GPT-3.5 and GPT-4 in sentiment anal-
ysis tasks with few-shot cross-lingual transfer.

2 Background

2.1 Cross-lingual Sentiment Analysis

Sentiment analysis, as an important subfield of Nat-
ural Language Processing, concentrates on detect-
ing and categorizing emotions and opinions in the
text. Although the research predominantly focused
on the English language initially, subsequent efforts
have expanded to support cross-lingual sentiment
analysis. This approach aims at leveraging one or
several linguistically-rich source languages to en-
hance task performance in low-resource languages
(Xu et al., 2022). Early methods such as (Shanahan
et al., 2005) used Machine Translation for cross-
lingual sentiment analysis, which became the main-
stream methodology in the following years. Other
studies focused on bridging the dataset disparities
between source and target languages (Zhang et al.,
2016), as well as generating parallel corpora for
sentiment analysis tasks (Lu et al., 2011) (Meng
et al., 2012).

The success of pre-trained models like BERT
(Devlin et al., 2019) has spurred adaptations for
multilingual and cross-lingual applications, notably
mBERT and XLLM-R, which utilize a transformer
encoder architecture and demonstrate strong ca-
pability in cross-lingual language understanding.
These models are pre-trained with extensive mul-
tilingual corpora and subsequently fine-tuned for
specific downstream tasks, thereby significantly
enhancing sentiment analysis tasks across diverse
languages (Barbieri et al., 2022). (Xue et al., 2021)
introduced mT5, which features a transformer
encoder-decoder architecture and is pre-trained
across over 101 languages, has shown superior per-
formance in classification tasks such as XNLI (Con-
neau et al., 2018) and surpassed both mBERT and
XLM-R. More recently, advancements in unsuper-
vised corpora and computational resources have fa-
cilitated the emergence of LLMs with a transformer
decoder-only architecture, which have exhibited ex-
ceptional performance in various NLP tasks (Tou-
vron et al., 2023) (Jiang et al., 2023) (Brown et al.,
2020). Despite these advancements, such LLMs are
predominantly English-centric, and their multilin-
gual capabilities remain somewhat ambiguous due
to limited disclosure of training data specifics. Fur-
thermore, the capabilities of cross-lingual transfer
in these LLMs have yet to be thoroughly studied.
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Figure 1: Diagram of zero- and few- shot cross-lingual sentiment analysis from English (EN) to French (FR) under Supervised

Fine-tuning (left) and In-context learning (right).

2.2 Sentiment Analysis in Conversational
Transcripts

Our work is situated within the context of human
conversational transcript data; in our case, these
transcript data are obtained from our internal com-
pany call centers, consisting of human-to-human
conversations that mainly occur between a cus-
tomer and a customer support agent.

Analyzing such transcript data can be challeng-
ing to work with, even for English NLP mod-
els: conversational data contain mainly artifacts
of spoken language, such as filler words, dysflu-
encies, and transcription errors by the automated
speech recognition (ASR) model (Fu et al., 2022).
Adding additional complexity by moving away
from English-only data into other languages pro-
vides an opportunity to further test the limits of
pre-trained language models: switching from one
language to another does not always lend itself to a
simple, one-to-one translation of each word — espe-
cially in describing or expressing abstract concepts
like sentiment.

This complexity in cross-lingual sentiment anal-
ysis also comes from the need of considering both
cultural and linguistic differences. For instance,
one of our main observations on sentiment classifi-
cation in real human conversation in Spanish was
that Spanish speakers seem to focus on describing
their complaint or situation instead of directly ex-
pressing their emotions. For example, they would
rather say "FEsta es la quinta vez que los llamo"

("This is the fifth time I'm calling you guys") in-
stead of speaking up and expressing how frustrated
they are with a simple and straightforward adjec-
tive, such as " Estoy frustrado" ("I am frustrated").
Whereas the statistical models will easily detect
"frustrado" and label it as negative sentiment, the
abstract description that the speaker chooses in or-
der to express their frustration in the first example
will still present a challenge.

3 Methodology

3.1 Supervised Fine-tuning

The objective of this work is to explore the cross-
lingual transfer capability of pre-trained models
within the context of a sentiment analysis task. To
this end, we employ Supervised Fine-tuning (SFT)
on publicly available pre-trained models using an-
notated proprietary sentiment datasets (detailed in
Section 4.1). Each model is fine-tuned to catego-
rize sentiments as Positive, Negative, or Neutral
based on the input provided. Given the diversity
in pre-training objectives among different models,
we implement two distinct fine-tuning approaches
illustrated in Figure 1, which are tailored to the
architecture of the pre-trained models:

* Classification-based fine-tuning: applicable
to transformer encoder-only models such as
mBERT and XLLM-R, we add a classification
layer on top of the pre-trained models and fine-
tune the model to directly predict a sentiment
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English (EN)

Spanish (ES)

French (FR)

Chinese (ZH)

We’re busy, we can’t
complain, we’re fine.

Estamos ocupados, no
podemos quejarnos, es-
tamos bien.

Nous sommes occupés,
nous ne pouvons pas
nous plaindre, nous al-

FATRIC, AT
KBS, BE-

Neutral -
lons bien.
There, I don’t know  Ahi, no sé por qué. La, je ne sais pas X4, FAEE N
why. pourquoi. Ao
I love the first one so Me encanta el primero, J’adore le premier alors ?‘Z RE —/I\ S
I’'m excited for this one, asi que estoy emo- je suis excité pour celui- It FEE| R ,
thanks. cionado por este, ci, merci. o

Positive gracias.

This is great, so pro- Estoes genial, muy pro- C’est génial, tellement fRIFIXIEHE T, FK
fessional, I'm sure the fesional, estoy seguro professionnel, je suis #H15 % — €I %3k
client was very im- de que el cliente quedé sir que le client était FIRZ .

pressed. muy impresionado. trés impressionné.

I think he’s really pissed  Creo que hoy estd muy Je pense qu’il est vrai- /& B 5 KX & —
at me today. enojado conmigo. ment trés énervé contre &3 '3 HAES .

Negative moi aujourd’hui. ‘
Yes but I'm worried Si, pero ahora me pre- Oui mais je suis inquiet 7& B, {H 3% T #
about being charged ocupa que me cobren d’étre facturé deux fois WS IR 3% B X B 1R $H
twice now. dos veces. maintenant. Lo

Table 1: Examples of our proprietary sentiment datasets.
class. data privacy policy, we are not able to fine-tune pro-

¢ Instruction-based fine-tuning: used for
transformer encoder-decoder (e.g. mT5) and
decoder-only (e.g. Llama-3) structures, we
construct an instruction to prompt the model
to generate a text output corresponding to a
sentiment class. The specific prompt format
is detailed in Appendix A.1.

To comprehensively evaluate the cross-lingual
transfer capabilities of these pre-trained models
through fine-tuning, we target both zero- and few-
shot cross-lingual transfer from a source to a tar-
get language. In Zero-shot Cross-lingual Transfer
setting, the model is fine-tuned exclusively with an
annotated dataset in the source language and subse-
quently tasked with making predictions in a target
language. Note that for generative tasks, merely
input language alteration is applied while the in-
struction component remains constant. Few-shot
Cross-lingual Transfer extends the zero-shot frame-
work by additionally incorporating N labeled exam-
ples from the target language into the fine-tuning
process, alongside the source language dataset. The
format of the prompt used remains consistent with
zero-shot for generative tasks, detailed in Appendix
A.l.

3.2 In-context Learning

Recent advancements have highlighted in-context
learning as a viable alternative to the traditional
fine-tuning approach for generative models (Dong
et al., 2023). Due to the access limitation and our

prietary LLMs using our proprietary datasets. Con-
sequently, we employ in-context learning through
the prompt to simulate an experiment setting as
conducting SFT on public models. Nonetheless,
the inherent limitation regarding the context length
in various close source LLMs poses a challenge;
these models may not accommodate as many exam-
ples within a prompt as is feasible for SFT in open
source counterparts. Figure 1 shows an illustrative
diagram of in-context learning for this sentiment
analysis task.

To assess cross-lingual transfer capabilities as
Section 3.1 through in-context learning, we con-
struct in-context examples with different sources of
languages accordingly. Specifically, for Zero-shot
Cross-lingual Transfer, the prompts include exam-
ples solely from the source language. In contrast,
for Few-shot Cross-lingual Transfer, additional sup-
plementary examples in the target language are also
applied. Prompts with in-context examples we use
to evaluate proprietary LLMs are attached in Ap-
pendix A.2.

4 Experiment

In this section, we first present a detailed descrip-
tion of our internal proprietary sentiment datasets
which are used for fine-tuning and evaluation.
Then, we provide necessary introductions to a di-
verse array of public pre-trained models we will
study for this work. Finally, we show the hardware
and software resources employed in conducting the
experiment.
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Model type Name Architecture # of param.  Claimed language support
mBERT encoder 110M 104 langs
XLM-R-base encoder 250M 100 langs
SMLM XLM-R-large encoder 560M 100 langs
mT5-base encoder-decoder 580M 101 langs
mT5-large encoder-decoder 1.2B 101 langs
mT5-x1 encoder-decoder 3.7B 101 langs
Mistral-7B decoder 7B Unclear
. . Falcon-7B decoder 7B Mainly EN, DE, ES, FR
English-centric LIM -y 111078 decoder 7B Intended for EN
Llama3-8B decoder 8B Intended for EN

Table 2: List of public pre-trained models evaluated in our experiments.

4.1 Dataset

The proprietary datasets used in this study are
utterance-level sentiment data for four languages:
English, Spanish, French, Chinese (Table 1). Ut-
terance boundaries are generated by our in-house
ASR system when a short pause or speaker change
is detected in the audio stream. We randomly sam-
pled English and Spanish utterances from the real
conversational transcript from our call center ap-
plications and each instance is labeled as Positive,
Negative or Neutral by human annotators. The
annotation was done via a third-party vendor, al-
lowing us to configure our ontology and direct the
annotators to select the appropriate category for the
sentiment detected in each utterance according to
guidelines we developed. Our guidelines include
definitions for each sentiment as well as a broad
list of examples (a gold dataset manually annotated
by our internal team). Inter-annotator agreement is
calculated automatically by our annotation vendor,
and a high agreement threshold is applied to ensure
the quality of the annotation results.*

Constrained by resources, we are not able to
sample and annotate French and Chinese datasets
under the same setting. Instead, we leverage ma-
chine translation (through GPT-4, detailed in Ap-
pendix A.3) to create parallel French and Chinese
datasets based on the annotated English counterpart.
All machine-translated datasets were reviewed by
speakers of the target language to ensure that the
translations were comparable to the original En-
glish. There were some minor issues identified in
the machine-translated data during review: namely,
occasionally GPT-4 refuses to translate a sample,
producing a refusal in the target language instead,
or it produced a commentary on the English tran-
script in the target language in lieu of translating
it directly. These samples were identified and re-
moved, and the remaining samples were deemed

*https://docs. labelbox.com/docs/consensus

to be accurate translations by the speakers of the
target languages.

As our objective is to study the cross-lingual sen-
timent analysis from English to target languages,
we assemble English data with a much larger size,
while Spanish, French and Chinese with a limited
amount sufficient only to support few-shot learn-
ing and testing purposes. A summary of the total
amount of data used for the following experiment
is as follows:

- English: 30,000 instances for fine-tuning,
3,000 for development.

Spanish: 600 instances for fine-tuning and
3,000 for testing.

French: 600 instances for fine-tuning and
3,000 for testing.

Chinese: 600 instances for fine-tuning and
3,000 for testing.

where we ensure sentiment labels are uniformly
distributed across all sets.

Table 1 shows exemplary cases of our propri-
etary datasets in different languages, providing in-
sight into domain-specific textual characteristics.
It is worth mentioning that these examples have
no identifying information and are intended for il-
lustrative purposes only. The use of internal call
transcript data ensures that all model evaluations
are immune from unintended data contamination of
the pre-trained models, which could otherwise lead
to an overestimation of their performance (Sainz
et al., 2023).

4.2 Selected pre-trained Models

In this work, we investigate a variety of public
pre-trained language models, with a range of sizes
and architectures. For SMLM, we have selected
models from mBERT, XLM-R and mT5 model
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Public SMLM Public LLM Proprietary LLM
Supervised Fine-tuning Supervised Fine-tuning In-context Learning
mBERT XLM- XLM- mT5- mT5- mT5-x1 Mistral Falcon Llama- Llama- GPT- GPT-4
R-base R-large base large 2 3 3.5
110M 250M 560M 580M 1.2B 3.7B 7B 7B 7B 8B - -
ES 471 544 587 602 634 600 | 448 553  60.1 579 | 756 748
FR 453 71.8 76.8 75.4 79.7 73.8 48.4 70.7 74.5 774 80.3 79.3
ZH 542 72.3 76.9 74.8 71.3 71.5 40.4 71.9 64.9 73.3 82.3 80.2
Avg 48.9 66.2 70.8 70.1 73.5 68.4 44.5 66.0 66.5 69.5 794 78.1

Table 3: F1 score comparison in zero-shot cross-lingual transfer on our proprietary sentiment analysis datasets. ES: Spanish,
FR: French, ZH: Chinese. Top-3 average F1 scores are marked in bold.

zero-shot 60-shot 150-shot 600-shot
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80

~
=)

Average F1 score
[=)]
o

50

40
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Falcon-7B Llama2-7B  Llama3-8B GPT-3.5 GPT-4

Figure 2: Average F1 score performance comparison (across ES, FR and ZH) under N-shot settings. GPT-3.5 is not included in

this 600-shot due to the context length limit.

families with up to 3.7 billion parameters. All mod-
els in our SMLM selection are known for their
support for over 100 human languages and have
demonstrated efficacy in tasks that require multilin-
gual and cross-lingual capabilities, as evidenced
by references (Doddapaneni et al., 2021) (Xue
et al., 2021). For English-centric LLMs, the de-
tails are little disclosed regarding the specific hu-
man languages incorporated during the pre-training
phase. Therefore, we include the most prominent
and widely recognized models from Llama family
and Mistral with 7 to 8 billion parameters sizes. In
additional, Falcon-7B is also added to our analy-
sis as it explicitly claims proficiency in German,
Spanish and French in addition to English. The
specifics of all the pre-trained models utilized in
our experiments are detailed in Table 2.

4.3 Experiment Setup

The fine-tuning and inference processes for our
model are conducted using the Huggingface frame-
work (Wolf et al., 2020) on a single-node Linux sys-
tem equipped with eight Nvidia A100 80G GPUs.

For experiments on proprietary LLMs, we use
“gpt-3.5-turbo-0125" endpoint for GPT-
3.5and “gpt-4-1106-preview” endpoint for
GPT-4.

In order to ensure deterministic output from gen-
erative models, temperature is set as O for all public
and proprietary models in our experiments.

5 Results

To facilitate a comprehensive comparison between
SMLMs and LLMs on cross-lingual sentiment anal-
ysis, we follow the zero-shot and few-shot cross-
lingual fine-tuning methodologies described in 3.1
and evaluate the model performance respectively.
The F1 score (micro) is employed as the accuracy
evaluation metric in the following sentiment analy-
sis experiments.

5.1 Zero-shot Cross-lingual Transfer

We first fine-tune public pre-trained models in zero-
shot cross-lingual transfer setting through SFT as
detailed in Section 3.1, exposed to only the English
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fine-tuning dataset described in 4.1. Note that we
leverage in-context learning for proprietary LLMs
as discussed in Section 3.2. However, due to con-
straints on context length, these proprietary LLMs
are not exposed to the entirety of the English fine-
tuning set; instead, they are prompted with a set of
300 examples, carefully balanced across different
classes for this experiment.

Evaluation results are presented in Table 3. It is
clear that both GPT-3.5 and GPT-4 exhibit signifi-
cant advantages over fine-tuned public models on
target languages in zero-shot. Surprisingly, among
the public models, several SMLMs such as XLM-
R-large (560M), mT5-base (580M) and mT5-large
(1.2B), show better zero-shot cross-lingual trans-
fer capability compared to the considerably larger
Mistral-7B, Falcon-7B, LLlama2-7B and Llama3-
7B models. In particular, mT5-large surpasses all
other open source candidates by a substantial mar-
gin across all testing languages despite having only
1.2 billion parameters.

5.2 Few-shot Cross-lingual Transfer

We then fine-tune and evaluate public models un-
der the few-shot cross-lingual transfer setting de-
scribed in Section 3, where we randomly select
N training samples in the target language and use
them in fine-tuning in conjunction with the English
fine-tuning data. In order to better investigate the
adaptability of the models, we vary N among {60,
150, 600}, thereby conducting 60-shot, 150-shot
and 600-shot experiments respectively. The selec-
tion of these three values provides a wide spectrum
for comparative analysis, also ensures a sufficient
representation while maintaining resource-efficient.
For proprietary LLMs, an additional N samples in
target language are appended to the prompt during
in-context learning to establish a similar few-shot
cross-lingual setup.

The evaluation results of average F1 scores
across three target languages (ES, FR and ZH) are
presented in Figure 2, under the settings of 60-shot,
150-shot and 600-shot. Detailed F1 scores per lan-
guage are also provided in Appendix A.4. Our
observations and findings can be summarized as
follows:

i Among public pre-trained models, despite their
underperformance relative to SMLMs in zero-
shot cross-lingual transfer as evidenced in Ta-
ble 3, English-centric LLMs present strong
adaptation capability in few-shot cross-lingual

sentiment analysis. Notably, all public LLMs
exhibit significant relative improvements com-
pared to their zero-shot performance. It is
worth pointing out that with 60-shot and 150-
shot, LLMs such as Falcon-7B, Llama2-7B
and Llama3-8B surpass the performance of all
SMLMs by a considerable margin. The only
exception is Mistral-7B, which is still outper-
formed by several SMLMs with few-shot.

ii With an increased volume of training data in
the target language, specifically under 600-shot
condition, mT5-xI with 3.7B parameters has
a comparable performance to the much larger
Falcon-7B, Llama2-7B and Llama3-8B mod-
els.

iii Contrary to their dominance in the zero-shot
cross-lingual setting, GPT-4 and GPT-3.5 ex-
hibit very limited improvement in few-shot
cross-lingual sentiment analysis with in-context
examples. Several public models are capable of
surpassing these prominent proprietary LLMs
following fine-tuning.

6 Conclusion

In this study, we explore the capabilities of cross-
lingual sentiment analysis across a variety of pre-
trained language models. We show that smaller
XLM-R-large (560M), mT5-base (580M) and mT5-
large (1.2B) have superior zero-shot cross-lingual
transfer capabilities compared to the consider-
ably larger Mistral-7B, Falcon-7B, Llama2-7B and
Llama3-8B models. This highlights the efficiency
and potential of Small Multilingual Language Mod-
els (SMLM) for sentiment analysis in low-resource
languages. On the other hand, our findings reveal
that the larger English-centric LLMs like Falcon-
7B and Llama2-7B can quickly adapt and show
much improved performance with a few-shot cross-
lingual setup, which indicates their robustness in
learning from limited data from the target language.
Moreover, proprietary LLMs such as GPT-3.5 and
GPT-4 exhibit the strongest zero-shot performance
in cross-lingual sentiment analysis tasks, however,
in scenarios involving few-shot learning, several
fine-tuned public pre-trained models are able to
surpass these proprietary giants.

7 Limitation

Although our findings in this study appear to
be consistent in all target languages tested, due
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to the limitation of our resources, it is still un-
clear how the models would behave in other low-
resource languages with even less appearance dur-
ing pre-training. In addition, due to the incom-
parable model sizes, we are not able to draw any
conclusions on whether model architecture differ-
ence (transformer encoder-only, decoder-only and
encoder-decoder) could play a role in cross-lingual
sentiment analysis capabilities. Further research
could be extended in these directions.
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A Appendix

A.1 Prompt Format for Supervised
Fine-tuning

We employ the following prompt format in
supervised fine-tuning for public generative
models:

Below is an utterance extracted from
the transcript of a business call, iden-
tify the speaker’s sentiment in this
utterance. The sentiment should be one

of the following:

"Positive": The speaker expresses fa-

vorable emotions and mental states, for

example, euphoria and joy, happiness,

excitement, fascination, satisfaction,

pride, gratitude, relief, surprise, etc.

"Negative": The speaker expresses unfa-
vorable emotions and mental states, for
example, disgust,

sadness, disappoint-—

ment, worry, insecurity, annoyance, fury,

anger, fear, depression, frustration,
etc.
"Neutral": Statement in which the
speaker does not express emotions, but
in which a fact is simply stated and no
explicit emotions or feelings are con-—
veyed.

What is the sentiment in the following
utterance? Only respond with the senti-
ment without explanation:

### Input:

### Output:

{utterance text}

A.2 Prompt Format for In-context Learning

The following prompt with in-context examples is
used for calling proprietary LLM APIs:

Below is an utterance extracted from

the transcript of a business call, iden-

tify the speaker’s sentiment in this

utterance. The sentiment should be one

of the following:

"Positive": The speaker expresses fa-

vorable emotions and mental states, for

example, euphoria and joy, happiness,

excitement, fascination, satisfaction,

pride, gratitude, relief, surprise, etc.

"Negative": The speaker expresses unfa-
vorable emotions and mental states, for

example, disgust, sadness, disappoint-—

ment, worry, insecurity, annoyance, fury,

anger, fear, depression, frustration,
etc.
"Neutral": Statement in which the
speaker does not express emotions, but
in which a fact is simply stated and no
explicit emotions or feelings are con-—
veyed.

Here are some examples:

### Input:

### Output:

{utterance text 1}
{sentiment label 1}
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### Input: {utterance text 2}
### Output: {sentiment label 2}

### Input: {utterance text 3}
### Output: {sentiment label 3}

What is the sentiment in the follow-
ing utterance? Only respond with the
sentiment without explanation:

### Input: {utterance text}

### Output:

A.3 Machine translation details

The machine translation process described in
Section 4.1 utilizes GPT-4 endpoint “gpt-4-
1106-preview”. The prompt used for machine
translation is as follows:

Below is a transcribed utterance from
human conversations, translate it from
English to {TARGET_LANG}:

### Input: {English utterance}

### Output:

TARGET_LANG refers to the target languages
in our machine translation process, i.e. French and
Chinese.

A.4 Per-language Evaluation Tables for
Few-shot Cross-lingual

Supplementary to Section 5.2, detailed per lan-
guage evaluation results on few-shot cross-lingual
are listed in Table 4, Table 5, and Table 6
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Public SMLM Public LLM Proprietary LLM
Supervised Fine-tuning Supervised Fine-tuning In-context Learning
mBERT XLM- XLM- mT5- mTS5- mT5-x1 Mistral Falcon Llama- Llama- GPT- GPT-4
R-base R-large base large 2 3 3.5
110M 250M 560M 580M 1.2B 3.7B 7B 7B 7B 8B - -
ES 71.0 62.7 67.1 59.7 65.3 73.2 73.1 76.8 77.7 77.6 76.0 76.8
FR 69.3 79.7 82.7 76.1 83.7 83.8 76.1 82.3 84.7 85.2 81.6 80.3
ZH 73.7 80.0 81.7 78.0 80.8 80.7 74.9 84.0 81.2 83.5 80.1 80.4
Avg 71.3 74.1 77.2 71.3 76.6 79.2 74.7 81.0 81.2 82.1 79.2 79.2

Table 4: F1 score comparison in 60-shot cross-lingual transfer on our proprietary sentiment analysis datasets. ES: Spanish, FR:

French, ZH: Chinese. Top-3 average F1 scores are marked in bold.

Public SMLM Public LLM Proprietary LLM
Supervised Fine-tuning Supervised Fine-tuning In-context Learning
mBERT XLM- XLM- mT5- mT5- mT5-x1 Mistral Falcon Llama- Llama- GPT- GPT-4
R-base R-large base large 2 3 3.5
110M 250M 560M 580M 1.2B 3.7B 7B 7B 7B 8B - -
ES 71.9 71.6 71.8 60.5 69.4 74.7 71.1 76.8 79.7 77.6 76.3 74.5
FR 71.3 82.0 82.9 78.0 83.3 83.0 76.0 86.1 84.2 82.9 81.9 78.7
ZH 76.8 82.7 84.1 78.4 81.7 83.6 78.7 84.5 85.6 85.2 81.7 82.6
Avg 73.3 78.8 79.6 72.3 78.1 80.4 75.3 82.5 83.2 81.9 80.0 78.6

Table 5: F1 score comparison in 150-shot cross-lingual transfer on our proprietary sentiment analysis datasets. ES: Spanish, FR:

French, ZH: Chinese. Top-3 average F1 scores are marked in bold.

Public SMLM Public LLM Proprietary LLM
Supervised Fine-tuning Supervised Fine-tuning In-context Learning
mBERT XLM- XLM- mT5- mT5- mT5-x1 Mistral Falcon Llama- Llama- GPT- GPT-4
R-base R-large base large 2 3 3.5
110M 250M 560M 580M 1.2B 3.7B 7B 7B 7B 8B - -
ES 74.0 74.0 77.4 64.4 71.9 77.6 76.3 79.0 79.0 76.6 - 73.9
FR 76.1 83.7 83.8 79.9 86.2 87.4 83.6 86.6 86.8 86.1 - 78.8
ZH 81.8 85.8 86.4 80.9 83.8 88.6 87.8 88.3 88.0 89.3 - 81.4
Avg 71.3 81.2 82.5 75.1 82.6 84.5 82.6 84.7 84.6 84.0 - 78.0

Table 6: F1 score comparison in 600-shot cross-lingual transfer on our proprietary sentiment analysis datasets. ES: Spanish, FR:
French, ZH: Chinese. Top-3 average F1 scores are marked in bold. GPT-3.5 is not included in this evaluation due to the context

length limit.
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Abstract

Social media are a critical component of the
information ecosystem during public health
crises. Understanding the public discourse is
essential for effective communication and mis-
information mitigation. Computational meth-
ods can aid these efforts through online social
listening. We combined hierarchical text clus-
tering and sentiment analysis to examine the
face mask-wearing discourse in Germany dur-
ing the COVID-19 pandemic using a dataset
of 353,420 German X (formerly Twitter) posts
from 2020. For sentiment analysis, we anno-
tated a subsample of the data to train a neural
network for classifying the sentiments of posts
(neutral, negative, or positive). In combina-
tion with clustering, this approach uncovered
sentiment patterns of different topics and their
subtopics, reflecting the online public response
to mask mandates in Germany. We show that
our approach can be used to examine long-term
narratives and sentiment dynamics and to iden-
tify specific topics that explain peaks of interest
in the social media discourse.

1 Introduction

Social media platforms play an essential role in
the information ecosystem during public health
emergencies such as disease outbreaks, as they
are widely used (We Are Social et al., 2024a) and
catalyze the dissemination of information (Vraga
et al., 2023). The public turns to these platforms
to look for information, share and access news,

express opinions, and exchange personal experi-
ences (We Are Social et al., 2024b). When there
is an overabundance of information available dur-
ing health emergencies, this is called an infodemic
(Briand et al., 2023). Infodemics may include any
information, accurate or false, i.e., misinformation,
regardless of the intention (Lewandowsky et al.,
2020). Understanding the information ecosystem
of infodemics is crucial for developing effective
data-driven and human-centered public health com-
munication that addresses concerns and mitigates
harmful effects from misinformation (Borges do
Nascimento et al., 2022; Briand et al., 2023) and
for infodemic preparedness (Wilhelm et al., 2023).

In the context of social media, natural language
processing can help to monitor the public discourse
(Baclic et al., 2020). This monitoring is commonly
referred to as social listening (Stewart and Arnold,
2018), a key research field in infodemic manage-
ment (Calleja et al., 2021). While it is often used in
digital marketing, social listening is relatively new
to the public health domain (Boender et al., 2023).
In social listening, the classification of social me-
dia data into topics is used to identify different
aspects of online conversations (fopic analysis) and
to measure temporal relevance over time (Purnat
et al., 2021). To this end, the World Health Orga-
nization’s Early Artificial Intelligence—Supported
Response With Social Listening Platform (EARS,
White et al. (2023)) used semi-supervised machine
learning for classifying social media content into
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topics, which offered real-time analytics to public
health researchers during the COVID-19 pandemic.
Other works have used unsupervised methods, in
particular, topic modeling (Blei, 2012), which rep-
resents topics as word distributions through gen-
erative probabilistic modeling (e.g., Rowe et al.
(2021)), and text clustering (Willett, 1988), which
represents topics as groups of semantically simi-
lar texts (e.g., Santoro et al. (2023)). In addition,
sentiment analysis (Liu, 2012) can improve the
understanding of the public perception of health-
related topics by classifying sentiments expressed
in texts (Boender et al., 2023; Briand et al., 2023).

While some studies have combined these tech-
niques (e.g., Rowe et al. (2021)), they have typi-
cally used a flat representation of the data, i.e., a
fixed number of topics in one level. In contrast,
text data can be represented hierarchically on mul-
tiple levels, i.e., subgroups within one topic, with
varying cluster sizes and granularities (Aggarwal
and Zhai, 2012). The representation as a hierarchy
allows the structured exploration of large document
collections (Cutting et al., 1992) and helps to iden-
tify online narratives on social media in the context
of public health (White et al., 2023).

In this work, we combine sentiment analysis
with hierarchical text clustering to analyze a Ger-
man X (formerly Twitter) dataset on wearing face
masks during the COVID-19 pandemic in 2020. In
Germany, the mask requirement was introduced
at the end of April 2020 for public transport and
stores (Die Bundesregierung, 2020b). The intro-
duction of the obligation was preceded by a lock-
down from mid-March with contact restrictions and
the closure of numerous facilities in public spaces,
e.g., schools as a consequence of an increase in
COVID-19 cases (Die Bundesregierung, 2020c).
The first easing of restrictions was implemented in
mid-April (MDR, 2020). In order to extract sen-
timents from this much debated time period, we
annotated a subsample of the selected dataset for
sentiment analysis and trained a neural network for
sentiment classification. We analyze the combined
results in the context of the COVID-19 pandemic
in Germany. Based on the overview of high-level
coarse clusters and corresponding sentiments, we
identify topics of interest for an in-depth analysis.
We demonstrate the ability of our approach to sys-
tematically analyze highly debated public health
measures such as face masks (Deutschlandfunk,
2020; MDR, 2020), which significantly impacted
daily life in Germany.

2 Related Work

In the following, we discuss related work, focusing
on machine learning techniques and applications
relevant to X data and the German language.

2.1 Sentiment Analysis

Regarding German language sentiment analysis,
machine learning methods typically outperform
lexicon-based methods, and neural network models
typically outperform traditional machine learning
(Borst et al., 2023; Schmidt et al., 2022; Strulf3 et al.,
2019; Zielinski et al., 2023).

Gubhr et al. (2020) fine-tuned a neural network
for classification using a broad range of German
sentiment datasets (GBERT}p,q), including two
datasets with X posts. GBERT},q builds on
GBERT (Chan et al., 2020), a BERT transformer-
based encoder (Devlin et al., 2019) pretrained ex-
clusively on German text. GBERT is also used
successfully for fine-tuning sentiment classifiers
on other task-annotated data (e.g., Schmidt et al.
(2022); Zielinski et al. (2023)).

XLM-T (Barbieri et al., 2022) is a multilingual
sentiment classifier for X posts trained on eight lan-
guages, including German. It is based on the mul-
tilingual XLM-RoBERTa (Conneau et al., 2020),
which also uses the BERT architecture. Notably, it
benefits from additional pretraining on posts prior
to supervised fine-tuning, which may improve the
performance on supervised classification tasks (Gu-
rurangan et al., 2020).

2.2 Text Clustering

Xu et al. (2015) suggest that embeddings, i.e., high-
dimensional vector representations derived through
language modeling (Vinokourov et al., 2002), yield
better results as inputs for text clustering than the
traditionally used bag of words, i.e., numeric repre-
sentations based on word occurrences (Aggarwal
and Zhai, 2012).

Embedding-based text clustering is proposed
as an alternative to topic modeling for identify-
ing topics in text data (e.g., Angelov (2020); Sia
et al. (2020)). Unlike topic modeling, text cluster-
ing does not assign descriptive keywords to top-
ics. These need to be extracted separately using
techniques like term frequency—inverse document
frequency (TF-IDF). This statistical measure cal-
culates the relevance of words in a text collection
(Ramos, 2003). We use embedding-based text clus-
tering since it can be advantageous for social media
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data, as it may work better with short texts (Egger
and Yu, 2022).

Creating hierarchies for text collections, as op-
posed to flat clustering, can help to explore and
understand the contextual relationships (Cutting
et al., 1992). Hierarchical clustering algorithms are
often computationally expensive (Aggarwal and
Zhai, 2012), limiting their use on large datasets. In
this work, we use the Sub-Cluster Component Al-
gorithm by Monath et al. (2021), who address this
issue through various conceptional improvements
compared to the traditional hierarchical agglomera-
tive clustering without sacrificing clustering quality.
Through the use of this algorithm, the clustering is
based entirely on text embeddings. This is in con-
trast to the text clustering framework BERTopic
(Grootendorst, 2022), which enables hierarchical
text clustering, but combines the clustering of text
embeddings and bag of words.

2.3 COVID-19-specific X Analysis

Various studies used sentiment analysis to analyze
the online debate on X around COVID-19 during
the pandemic in Germany. Reiter-Haas et al. (2023)
analyzed the debate on contact tracing, vaccination,
and face masks and contrasted the results with sur-
vey results. Schmidt et al. (2022) focused on the
2021 federal election in Germany. They analyzed
the change in sentiments of the political parties’
posts in the election. Rowe et al. (2021) used topic
modeling and sentiment analysis to analyze X data
from Germany, other European countries, and the
United States to understand the sentiment towards
immigration during the early stage of the COVID-
19 pandemic in 2020. None of these studies used
text clustering.

Santoro et al. (2023) used flat text clustering to
analyze the different aspects of the online debate
about vaccination in different countries over time.
However, they did not consider sentiments.

In non-German analyses, Sanders et al. (2021)
combined text clustering and sentiment analysis to
study English face mask-related posts. They repre-
sented topics in a two-level hierarchy. Purnat et al.
(2021) developed a more fine-grained hierarchy of
five levels for classifying COVID-19 online con-
versations in English and French. However, posts
were classified into topics with manually defined
keywords. This taxonomy then served as the ba-
sis for the semi-supervised topic classification in
EARS (White et al., 2023).

This work combines and expands on the ideas

of Sanders et al. (2021) and Purnat et al. (2021)
and presents a social listening approach for pub-
lic health that unifies topic and sentiment analysis.
Our approach allows a flexible representation of
the hierarchy with an adjustable number of levels.
Additionally, our work contributes to the analysis
of the social media discourse during the COVID-19
pandemic in Germany, surpassing the time period
of data considered in previous work (Reiter-Haas
et al., 2023).

3 Data

In this section, we describe the collection of X data
and the dataset construction for sentiment analysis.

3.1 X (formerly Twitter) Data

Collecting German posts Between November
2022 and April 2023, we collected 50% of all orig-
inal posts (i.e., excluding replies, comments, or
quotes) in the German language for the year 2020
using the Academic Research API (X, 2023a). We
used the post counts API (X, 2024) to estimate the
number of original posts in 2020 per minute. For
each minute (the smallest possible sampling time
period for API queries), the API returned 50% of
posts starting from the end of each minute. As true
random sampling is not possible with the research
API, we used the smallest possible time period,
aiming to retrieve a representative sample of the en-
tire stream that reflects its temporal characteristics,
e.g., day/night shifts, and discussed topics for posts
in the German language. We used the language tag
provided by the API and refined the data through
language identification with FastText (Joulin et al.,
2017). We limited the posts to 2020 because X
terminated our API access in April 2023. The final
dataset contained 38 million posts.

Face mask dataset We filtered posts by words
used to describe face masks: ‘Maske’ (‘mask’),
‘Mundschutz’ and ‘Mund-Nasen-Schutz’ (‘face
mask’ or ‘surgical mask’), and ‘FFP2’, resulting
in a face mask dataset with 353,420 posts.! Us-
ing a sample of 1,000 included and excluded posts,
we calculated a precision of 97.4% and a recall of
100% (cf. Limitations). We note that this dataset
is not limited to posts originating from Germany
but includes any posts in German. In line with

"For ‘Mund-Nasen-Schutz’, we included ‘Mundnasen-
schutz’ and ‘Mund-Nasenschutz’ as variations. We ex-
cluded posts containing ‘#maskedsinger’, ‘#themaskedsinger’,

‘maskedsinger’, or ‘masked singer’ (relating to a German TV
show). We used lowercasing for filtering.
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our Ethics Statement, we exclude any location data
from our analysis.

For context, we included the 7-day incidence
rate, i.e., the sum of COVID-19 cases in Germany
with a reporting date within the last seven days,
based on 100,000 inhabitants (Robert Koch-Institut,
2024).

3.2 Sentiment Analysis Data

Data selection We sampled 2,200 posts from the
face mask dataset, using weights based on hourly
relative frequency to maintain a similar temporal
distribution. We adjusted the weights using the
square root of relative frequencies to avoid over-
sampling periods with high post volume. This en-
sured that events related to the face mask require-
ment in Germany, which may have led to an in-
creased post volume in the face mask dataset, were
proportionally represented in the sample.

Annotation We asked seven annotators to label
the general sentiments expressed in posts. Every
post was labeled by three different annotators (at
least 500 posts per annotator). Annotators were
instructed to classify posts into four distinct cate-
gories: neutral, negative, positive, and mixed (con-
taining negative and positive sentiments). We pro-
vided annotators with instructions and examples
(not included in the final dataset). We used the
majority rule to decide on the final label of posts
(Table 1) and excluded samples without a major-
ity from the final dataset. To measure the agree-
ment between annotators, we report a Fleiss’
(Fleiss and Cohen, 1973) of 0.60, calculated using
statsmodels (Seabold and Perktold, 2010). This
score indicates moderate agreement (Landis and
Koch, 1977) and is comparable to Schmidt et al.
(2022), who annotated X posts by German politi-
cians in a similar setting.

Sentiment | Count Percentage
neutral 876 40.26%
negative 858 39.45%
positive 239 10.99%
mixed 130 5.98%
no majority 72 3.31%

Table 1: Results of the data annotation for sentiment
analysis based on samples from the face mask dataset.

Data splitting Finally, we split the annotated
dataset into training, validation, and test sets us-
ing a 7:1:2 stratified random split, i.e., maintaining

the original class distribution (Table 1) across splits.
We only used posts with neutral, negative, or posi-
tive labels. We removed mixed posts to establish
a stronger baseline for distinguishing between the
primary sentiment classes.

4 Methodology

In the follwoing, we outline the training of the
sentiment classifier, the application of hierarchical
clustering, and the analytical approach.

4.1 Sentiment Analysis

For training the sentiment classifier, the base ver-
sion of GBERT (Chan et al., 2020) serves as a
starting point. GBERT has shown competitive re-
sults in German sentiment analysis (Schmidt et al.,
2022; Zielinski et al., 2023). We consider two
scenarios: First, using GBERT out-of-the-box for
initializing a classifier. Second, we continue pre-
training on the face mask dataset using whole word
‘masking’ similar to GBERT. This excludes the sen-
timent analysis data. For continued pretraining,
we use the hyper-parameter setup for task-adaptive
pretraining (TAPT) as suggested by Gururangan
et al. (2020). For the supervised fine-tuning, we
use the hyper-parameter setup suggested by Devlin
et al. (2019). We base model selection on valida-
tion set performance, with an evaluation carried out
every 10 steps. The training is performed on a sin-
gle NVIDIA A100 GPU with the PyTorch (Ansel
et al., 2024) and Transformers (Wolf et al., 2020)
frameworks.

4.2 Hierarchical Clustering

The Sub-Cluster Component Algorithm (SCC,
Monath et al. (2021)) is used for hierarchical text
clustering thanks to its competitive performance on
large datasets. SCC operates on nearest-neighbor
similarity, repeatedly merging clusters to build
a tree with multiple partition levels. The user
controls these levels and the minimum similarity
threshold for cluster merging. In this work, we rep-
resent posts as embeddings, using cosine similarity
to define similarity. Cosine similarity is a standard
metric to measure semantic similarity for vector-
based text representations (Chandrasekaran and
Mago, 2021) and is used by Monath et al. (2021).2

In the first step, posts are embedded using Ger-
man BERT large paraphrase cosine (May et al.,

2We provide code on GitHub: https://github.

com/ClimSocAna/sentiments-with-hierarchical-
clustering.
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2023), a GBERT-large model fine-tuned for rep-
resenting text similarity using cosine similarity.
GBERT models show competitive results for Ger-
man language text clustering (Wehrli et al., 2023),
making German BERT large paraphrase cosine
well-suited for the use with the SCC algorithm.

In the second step, the dataset is transformed into
a nearest neighbors graph using Faiss (Douze et al.,
2024). This graph is then used as an input to the
SCC algorithm, with the state-of-the-art parameter
setup (Monath et al., 2021), which includes 200
rounds of geometrically increasing thresholds and
average linkage clustering. To improve computa-
tional efficiency, Monath et al. (2021) use a highly
sparsified nearest neighbors graph (considering the
25 closest neighbors) to approximate cluster simi-
larity. However, in this work, the number of neigh-
bors considered is increased as much as possible
(10,000 neighbors) to obtain the most accurate clus-
tering possible. Given our computational resources,
this results in RAM use of roughly 300 GB and a
runtime of under 10 hours in a multi-CPU setup.

4.3 Analytical Approach

Topic size To measure a topic’s importance, we
use the number of posts it contains to represent
the range of discussed content. Depending on the
research question, however, this metric could be
adapted, for example, by including the popularity
of posts to give greater weight to social resonance.

Sentiment score We use a sentiment score to an-
alyze the sentiment of topics. This score is defined
as

scores . = |p08t8tapyp08’ — |p05t3t,p,neg‘
t7p ‘pOStSt,p,all |

(D

where posts denotes the set of posts for a topic
t, a period of time p, and for specific sentiments
(neg for negative, pos for positive, all for all cate-
gories). The sentiment score calculates the average
sentiment for a set of posts, considering positive
and negative posts as polar values (+1, respectively,
-1). We use this metric to highlight differences in
topics based on their sentiment composition.

Cluster selection The SCC’s multi-level output
allows us to analyze topics in varying detail. To
demonstrate the flexibility of the hierarchical clus-
tering, we select three levels of increasing topic
granularity with 20, 104, and 1,051 clusters, re-
spectively.

Cluster labeling and validation We first extract
descriptive keywords for each cluster using class-
based TF-IDF (Grootendorst, 2022). This is a vari-
ation of the traditional TF-IDF, which emphasizes
the distinctiveness of keywords between clusters.
We limit the set of candidate words to lemmatized
content words to increase the information value
of keywords, using tokenization (Proisl and Uhrig,
2016), part-of-speech tagging (Proisl, 2018) and
lemmatization (Schmid, 1999). We select com-
ponents optimized for German social media text
based on Ortmann et al. (2019).> We validate clus-
tering quality through keyword analysis and ran-
dom sampling of 200 posts per cluster to ensure
the analyzed clusters represent distinct topics. The
selection process could be supplemented by mea-
sures that quantify the quality of individual levels
through intra- and inter-cluster (dis)similarity. We
manually extract labels for each analyzed cluster
based on the extracted keywords and the sampled
posts.

Cluster visualization Hierarchical clustering or-
ganizes data into a tree-like structure called a den-
drogram, where each node represents a cluster, and
the branches show the relationships between them.
The dendrogram’s structure is often used to visual-
ize the hierarchical relationships between the clus-
ters. It is important to note that the clusters are, fun-
damentally, sets of data points, not tree structures.
However, visualizations based on dendrograms are
limited by the quantification of the underlying clus-
tering metrics and by their lack of flexibility and
customizability.

Given these limitations, we use a treemap idiom
to provide a compact and intuitive way (Hattab
et al., 2020) to navigate and explore the resulting
hierarchies. The treemaps visualize the hierarchical
relationships between clusters by making the size
of each node proportional to the relative importance
or size of the cluster. The hierarchical structure
is conveyed by the nested layout of the treemap,
where child nodes are contained within their parent
nodes. This allows the visualization of complex
topic hierarchies and identifies dominant topics and
their relationships.

Two use cases are considered to illustrate the
treemap idiom. They address the relationships of
subclusters to their parent cluster and the temporal

3We provide a spaCy-based (Honnibal et al., 2020) im-
plementation on GitHub: https://github.com/slvnwhrl/
GerSoMeTokenExtractor.
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Figure 1: The number of German X posts discussing face masks relative to the 7-day incidence rate of COVID-19
cases (Robert Koch-Institut, 2024) and selected events (DW, 2020; MDR, 2020; Tagesschau, 2020a,b) in Germany.

changes of the relative importance of one subclus-
ter. This relies on the overview detail and the small
multiple idioms (Shneiderman, 2003) and corre-
sponds to Figures 2 and 3, respectively.

5 Results & Analysis

In this section, we evaluate the results of the senti-
ment classification training, followed by the analy-
sis of the face mask dataset.

5.1 Evaluation of the Sentiment Classification

Results Table 2 reports the overall results for
the classification of neutral, negative, and posi-
tive sentiments of posts on the test set for the
fine-tuned GBERT models (as outlined in Subsec-
tion 4.1). Additionally, we evaluated GBERT},0aq
and XLM-T as baselines. GBERTsgr, fine-tuned
on the annotated face mask posts, achieved an aver-
age weighted Fl-score of 77.90%. GBERTp0aq
fell significantly behind with a more than 20
percentage points lower Flyeighed. The perfor-
mance gap of XLM-T is much smaller at less
than four percentage points. GBERTaprisrT de-
livered the best results, achieving an 3.06 per-
centage points higher average weighted F1-score
than GBERTspr through additional pretraining.
Based on these results, we used the best-performing
GBERTTAPT,SFT t0 analyze the face mask dataset.*

Error analysis The most common errors of
GBERTapT+sFT Were neutral posts misclassified
as negative, vice versa, and positive posts misclas-
sified as neutral (cf. Table 3, Appendix A). Predic-
tions for the neutral and negative classes showed
relatively balanced precision and recall compared
to the positive class (cf. Table 4, Appendix A). The

*We released the best-performing model on Hugging
Face: https://huggingface.co/slvnwhrl/gbert-face-
mask-sentiment.

lower overall F1-score (68.97%) and comparatively
lower recall (62.50%) of the positive class is likely,
to some degree, a result of the class imbalance
(Table 1, Johnson and Khoshgoftaar (2019)).

The inspection of misclassified samples showed
that the model sometimes struggled with implicit
sentiment and sarcasm, likely contributing to the
lower performance of the positive class (Riloff
et al., 2013).

Model Accuracy Flpacro Flyeighted

7924% 7577%  79.45%
GBERTspr 78.08% 73.49%  77.90%

82.53% 179.13%  82.36%
GBERTwartsset | o) 060 77.60%  80.96%
GBERT00d 56.20% 47.57%  54.05%
XLM-T 74.18% 71.24%  74.20%

Table 2: Test set results for sentiment classification
of face mask-related X posts. For GBERTspr and
GBERTapr+sFT, We report single-best model results
and the average of five models with different seeds (in
italic). GBERTy;0.4 (Guhr et al., 2020) and XLM-T
(Barbieri et al., 2022) are models from the literature,
serving as baselines.

5.2 Results and Discussion of the Face Mask
Dataset

The face mask dataset represents the dynamic so-
cial media discourse about face masks during the
COVID-19 pandemic (Figure 1). The rise in no-
tified COVID-19 cases, i.e., the 7-day incidence
rate, and introductions of public health interven-
tions were often associated with increased online
conversation on this topic. Some events stand out,
especially the initial introduction of the mask re-
quirement in April 2020 (Figure 1). The falling
number of cases in the summer of 2020 fueled the
debate about the necessity of wearing face masks,
for example, at the beginning of July. With the ris-
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Figure 2: Left: Treemap depicting topics of German language face mask-related discourse on X in 2020. Posts
are hierarchically clustered into 20 topics. Cluster sizes reflect the number of posts in each topic; colors encode
the value of the sentiment score (Equation 1), which represents the mean sentiment of posts for each topic (1 =
completely positive, -1 = completely negative). GBERTpapr.spr Was used to assign sentiments to posts. Topic
labels were manually extracted from 200 randomly sampled posts per cluster and shown for the 10 largest topics.
Right: Treemap depicting the subtopics of topic ) (level 1) on the two lower levels of the clustering hierarchy
(level 2 and 3). The largest subtopics on level 3 were manually labeled.
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Figure 3: Top: Small multiples of the treemap of topic 3) (Figure 2, right) for the three quadrimesters of 2020.
Subtopic 3)(a) (‘Demonstrations in German cities’) is highlighted through a thicker border. The treemaps show the
change in relative size and sentiment score of the subtopics over time. Representation of cluster sizes and colors
follow the same approach as in Figure 2. Bottom: Small multiples of frequency charts showing the number of posts
in subtopic (3)(a), allowing to identify times with high post volume.

2020d). These dates showed a lower number of
posts than during the first introduction of manda-
tory face mask wearing.

ing case numbers in autumn, new public health and
social measures were implemented, which included
the restriction of social contacts and the temporary
closure of restaurants or cultural institutions, but
less restrictive than during the first lockdown in
March 2020 (Die Bundesregierung, 2020a,c). Fi-
nally, the federal government imposed a second
lockdown before Christmas (Die Bundesregierung,

Topics overview The dynamic nature of the de-
bate can also be seen in the overarching topics of
the discourse on X, resulting from the hierarchical
clustering (Figure 2). We provide an interactive
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visualization on GitHub.’> The most prominently
discussed topics are areas of life that were often
the target of public health measures, namely stores
(@), public transport ((®)), or schools (©)). When
reviewing samples, we observed that many posts
contain descriptions of everyday life, such as other
people’s behavior when shopping, e.g., when ne-
glecting the face mask mandate. The data show that
a large part of posts are about sharing experiences
(D) and include a large variety of topics.

Sharing news also plays an important role in the
COVID-19 discourse on face masks; on the one
hand, news specific to the introduction of the mask
requirement ((2)), but also more general news on
the subject of masks, such as reports on the num-
ber of COVID-19 cases (6)). It is noticeable that
posts with shared news (e.g., with a link) often also
contain the user’s opinion about the content. We
identified similar tendencies for topics that mainly
revolve around the benefits of masks ((3)) and the
political and social debate surrounding the obliga-
tion to wear masks ().

Finally, some topics deal primarily with the pro-
duction of do-it-yourself (DIY) masks ((0) and the
procurement of masks ((7)).

Overall, posts expressing negative sentiment
dominated the discourse (Figure 2, left). In fact,
more negative than positive posts were published at
all times during the investigated year (cf. Figure 4,
Appendix A). Some topics are particularly negative
(B, @, ®, @), with the topic on DIY masks ((0)
standing out as the only topic with a slightly pos-
itive sentiment. During the analysis, we often no-
ticed posts in which users shared their DIY masks.
In Figure 2, we show the subtopics, i.e., deeper
level, of the topic of politics and demonstrations
(®), to present a more differentiated view of this
particularly negative topic. Within this topic, users
discuss German or international politicians (e.g.,
Angela Merkel (3)(d)) or Donald Trump (3)(g))),
Germany in international comparison (3)(h)), or
topics related explicitly to Berlin (Q)(f)) or the
climate (3)(i)). This view reveals differences in
the relative importance and sentiment of subtopics
that make up the overall negative sentiment of the
higher-level topic and shows that mask wearing is
discussed in very different political contexts.

Demonstrations The topic of demonstrations in
German cities is particularly striking due to its size

5https ://github.com/ClimSocAna/sentiments-
with-hierarchical-clustering.

and negativity (Figure 2, right). Thus, we chose
this topic for a more detailed analysis, exemplify-
ing the capabilities of hierarchical text clustering
to guide sentiment analysis. In Germany, the first
demonstrations against public measures took place
at the beginning of May, with larger demonstra-
tions occurring repeatedly throughout the year, for
example, in Berlin and Leipzig (MDR, 2020). Fig-
ure 3 shows the size and sentiment of the subtopic
cluster in the parent topic of politics and demon-
strations (fop) and the number of posts on demon-
strations in German cities (bottom) in the three
quadrimesters of 2020. We found that demonstra-
tions are more frequently discussed over the course
of 2020 and contribute more to the parent topic
without significant changes in negativity (Figure 3,
top). Pointwise increases in posts occurred at the
time of specific demonstrations (Figure 3, bottom),
e.g., two large demonstrations with tens of thou-
sands of participants in Berlin at the beginning and
end of August 2020 (MDR, 2020).

Comparing results Reiter-Haas et al. (2023)
also investigated the sentiments of face mask-
related German posts from X. They did not find a
clear tendency towards positive or negative senti-
ments. Compared to our study, they used a smaller
X sample for sentiment analysis (15,425 versus
353,420 posts), only considered data from January
to August 2020 (as opposed to data from the whole
year), and used a different method for sentiment
analysis (based on a sentiment lexicon). These fac-
tors may explain the different outcome of our study,
as we find that the majority of posts are negative.

Sanders et al. (2021) used two-level hierarchi-
cal text clustering to analyze English X posts on
face masks from March to July 2020. They identi-
fied topic clusters of varying sentiments, similar to
our findings. However, posts with negative senti-
ments did not dominate the overall discourse. Ad-
ditionally, topical parallels can be drawn between
the discourse on political actors (such as Donald
Trump) or on public measures such as the require-
ment to wear face masks in stores, and the sharing
of personal experiences from everyday life. Simi-
lar to Reiter-Haas et al. (2023), they used lexicon-
based sentiment analysis, albeit on a larger sample
(1,013,039 posts).

6 Conclusion and Outlook

This study employed hierarchical text clustering
and sentiment analysis to examine the public dis-
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course surrounding face masks in Germany during
the COVID-19 pandemic 2020. Our analysis of
353,420 face mask-related posts reveals the dynam-
ics of the German public’s online response on X
(formerly Twitter) to mask mandates. Our findings
indicate an overall negative sentiment dominating
face mask-related posts. Analyzing specific topics
revealed nuanced sentiment patterns. For instance,
the topic of DIY masks was slightly positive, while
topics linked to COVID-19 demonstrations and
general political discourse on face mask policies
showed stronger negativity. We show that the com-
bination of clustering, sentiment classification, and
suitable visualization helps analyze complex so-
cial media discourse in a structured manner. This
study thereby advances the methods of social lis-
tening in public health. Furthermore, our analysis
contributes to the understanding of the online in-
formation ecosystem during the COVID-19 pan-
demic in Germany. This is a prerequisite to better
understand the (harmful) impact of the infodemic
during the COVID-19 pandemic on the public. Ul-
timately, this enables knowledge-based preparation
for a future pandemic that will likely be accompa-
nied by an infodemic again (Briand et al., 2023;
Wilhelm et al., 2023). In this context, the proposed
approach enables structured analyses of social me-
dia data for topics that are relevant for the review of
the COVID-19 pandemic, respectively, infodemic
(such as mental health).

Our results offer a starting point for further re-
search. The presented approach could be adapted
for real-time infodemic surveillance (‘infoveil-
lance’) to track sentiment dynamics and emerging
topics during future health-related social media dis-
courses, e.g., based on the online version of the
SCC algorithm (Monath et al., 2023). To opera-
tionalize this approach during the next pandemic
or public health crisis, developing a framework for
interactive data exploration is required to gener-
ate insights that can inform public health action.
Finally, specific investigations into the role of mis-
information within negative clusters are needed
to illuminate public health communication chal-
lenges.

Limitations

Keyword filtering We noticed that a few posts
were filtered incorrectly as relevant because
‘Maske’ (‘mask’) was used as a homonym for a
beauty product or as part of a costume. Further-

more, other terms may be relevant to the online
discussion about face masks, even if our analy-
sis showed a high recall. For example, there are
colloquial or dialect words to consider, such as
‘Schnutenpulli’ (NORD?24, 2020), originally from
Low German. Finally, we did not consider mis-
spellings.

Clustering While the chosen clustering algo-
rithm and language model have proven effective, a
key limitation is their singularity. Exploring mul-
tiple clustering algorithms and language models
could reveal different data structures and provide
more nuanced insights. Comparing the results from
diverse methods would help assess the robustness
of the observed clusters and sentiment patterns.

Social media data Finally, we note that access-
ing data from social media platforms remains chal-
lenging, which currently limits the application of
our approach to X data. The European Union’s Dig-
ital Services Act is likely to improve this situation
for infodemic research and practice in the future,
as it will legally enable researchers to access data
on large platforms (Wehrli et al., 2024).

Ethics Statement

The X (formerly Twitter) data collected as part of
this work is subject to X’s Developer Agreement
and Policy (X, 2023b) and the European Union’s
General Data Protection Regulation (GDPR, Eu-
ropean Commission), which we comply with. We
only process post texts and timestamps, remove
user mentions and URLs from the post texts, and
do not use any post metadata that allows the iden-
tification of individuals (such as user names or lo-
cation data). In addition, we only present results at
an aggregated level, i.e., for groups of posts. We
do not publish or share any of the data or results
in a way that does not align with X’s Developer
Agreement and Policy and the GDPR.
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A Additional Classification Results of the Sentiment Classification

neutral 147 22 6
GT negative 20 149 3
positive 12 6 30
neutral negative positive
P

Table 3: Confusion matrix showing the test set results of the sentiment classification of face mask-related X posts
for GBERTppr+spr. GT denotes the ground truth and P the model’s predictions.

Class Precision  Recall F1
neutral 84.18% 86.63% 85.39%
negative 82.12% 84.00% 83.05%
positive 76.92% 62.50% 68.97%

Table 4: Per-class test set results of the sentiment classification of face mask-related X posts for GBERT tapr.sFT-
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1%}
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=
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Figure 4: The number of German X posts with neutral, negative, and posititve sentiments on the topic of face masks
per day in 2020. GBERTtapr.srr Was used for sentiment classification.
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Abstract

The objective of this paper is to predict
(A) whether a sentence in a written text ex-
presses an emotion, (B) the mode(s) in which
the emotion is expressed, (C) whether it is ba-
sic or complex, and (D) its emotional category.
One of our major contributions, in addition to
a dataset and a model!, is to integrate the fact
that an emotion can be expressed in different
modes: from a direct mode, essentially lexi-
calized, to a more indirect mode, where emo-
tions will only be suggested, a mode that NLP
approaches generally don’t take into account.
The scope is on written texts, i.e. it does not
focus on conversational or multi-modal data. In
this context, modes of expression are seen as a
factor towards the automatic analysis of com-
plexity in texts. Experiments on French texts
show acceptable results compared to the human
annotators’ agreement to predict the mode and
category, and outperforming results compared
to using a large language model with in-context
learning (i.e. no fine-tuning) on all tasks.

1 Introduction

In Natural Language Processing (NLP), emotion
detection and classification are often addressed
in the context of interactions or conversations
(e.g., (Poria et al., 2019)), with either spoken, writ-
ten (chats, forums, tweets) or multimodal datasets
(e.g., (Busso et al., 2008; Poria et al., 2018; Chen
et al., 2018)). The goal is usually to identify the
emotions felt by speakers in dialogic situations.
On the contrary, the analysis of emotions in non-
conversational texts, like journalistic and encyclo-
pedic texts or novels, is less developed in NLP.
It indeed implies a different goal, which is no
longer to characterize the emotional state of speak-
ers but rather of characters/people in these texts. As
pointed out in psycholinguistics, emotions in these

'Dataset and model can be downloaded on HuggingFace:
https://huggingface.co/TextToKids.

Delphine Battistelli
Univ. Paris-Nanterre, CNRS, MoDyCo — Nanterre, France

Gwénolé Lecorvé
Orange — Lannion, France

del.battistelli@gmail.com gwenole.lecorve@orange.com

types of texts are used—with more or less con-
trol by the writer—to capture the reader’s attention.
They also help to create a connection between the
described situations and, thus, are a key factor in
understanding (e.g., for children in Davidson et al.,
2001). However, it is crucial that these emotions
themselves are identified and understood. This
leads to the idea that emotions can be considered as
a factor of complexity, at least relative complexity
in the terminology of Ehret et al. (2023), meaning it
takes into account the difficulty perceived by speak-
ers in terms of language learning or understanding.
A text will thus be all the more complex as it con-
tains emotions considered complex by a given type
of speaker. In the case of children, for example,
it is known that certain emotional categories are
not accessible in early ages, and that their mode
of expression (direct vs. indirect or implicit) also
plays a role in accessing their meaning.

From these reflections on the question of emo-
tions as a factor of complexity, this paper is oriented
towards a better consideration of the diversity of
modes of expression of emotions. We present a
model and dataset that introduces the notion of
mode of expression in addition to the usual infor-
mation on emotional categories (e.g., joy, fear, etc.).
In practice, the model classifies emotions in texts
through four tasks: (A) predict whether a sentence
contains an emotion or not; (B) if yes, how it is
expressed (the mode); (C) whether it is a basic or
complex emotion category; and (D) in which emo-
tional category it falls. Examples of these tasks
on written texts from our dataset are given in Ta-
ble 1. The model is a CamemBERT model (Martin
et al., 2020) fine-tuned on data including different
types of sources (newspapers, novels, encyclope-
dias) annotated with a psycho-linguistically moti-
vated schema.! Evaluation shows that the proposed
model outperforms approaches based on expert re-
sources, non-neural architectures (SVM and XG-
Boost), and in-context learning using GPT-3.5. A

168

Proceedings of the 14th Workshop on Computational Approaches to Subjectivity, Sentiment, & Social Media Analysis, pages 168—185
August 15, 2024 ©2024 Association for Computational Linguistics


https://huggingface.co/TextToKids

Emo.

is emotional

Sentence (+ surrounding sentences)

(B) Expr. || (C) D)
mode Type Emotional category

embarrassment

admiration
pride

behavioral
labeled
displayed
suggested
basic
complex
other
anger
guilt
disgust
jealousy
Joy

fear
surprise
sadness

How does the coronavirus spread? Especially through
respiratory droplets expelled by an infected person.
Respiratory droplets are small droplets of saliva that are
released into the air when we talk, cough, or sneeze.

It is mainly celebrated in the Anglo-Saxon world. Tra-
ditionally, children wear funny costumes. They dress
up as often despised and feared creatures such as ghosts, v
vampires, or witches and go door-to-door in the neigh-
borhood, asking for candies or pastries.

— He succumbed after ingesting his herbal tea and a
toxic substance, presumably cyanide. From there, it
was only a small step for Angus’s mother to accuse the v
king of murder as she rushed towards her brother.
— The herbal tea. ..

This summer, Nolita had to eat a sausage for the first
time in a long time because there was nothing else. "I
forced myself," she said. "It disgusted me, and I felt
guilty," she recounted.

At the Rome Olympics, the historic event takes place
during the marathon: Ethiopian Abebe Bikila becomes
the first athlete from black Africa to become an Olympic
champion. What’s more, he achieved this feat... bare-
foot! He had indeed developed the habit of running
barefoot back home in Ethiopia.

Table 1: Examples (translated from French) of sentences in

context and reference labels for Tasks A (presence of an

emotion), B (mode(s) of expression), C (type/complexity of the emotions(s)), and D (emotional category(ies). Tasks

B, C, and D are multi-label tasks.

complementary human evaluation shows that the
prediction errors made by the proposed model are
generally in the same proportions as those made
by humans. Finally, the paper discusses interac-
tions between expression modes and emotional cat-
egories. While complexity analysis is the motiva-
tion of our work, the paper is restricted to Tasks
A-D. Application to complexity analysis are left
for future work.

Section 2 browses the literature on emotion iden-
tification in written texts, particularly in NLP. Sec-
tions 3, 4 and 5 detail the tasks addressed, the asso-
ciated data, and the proposed model, respectively.
Section 6 reports the experiments and results.

2 Framework and Related Work

This section provides a brief overview of the frame-
work for emotion analysis in which the paper is
situated and which justifies the choice of schema
and data (annotated with this schema). It also posi-
tions our work among studies in NLP.

2.1 The Analysis of Emotions as a Complexity
Factor of a Text

In psycholinguistics, the key role of charac-
ters’ emotions on text comprehension is well-
documented (e.g., Dijkstra et al., 1995; Dyer, 1983).
Among recent works, two influencing factors have
been highlighted in children’s understanding of
emotions, and thus of the texts themselves: the
type of emotion expressed, basic or complex—
the complex emotions (e.g., pride, shame) be-
ing more difficult to grasp as they require knowl-
edge of social norms—(Davidson, 2006; Blanc and
Quenette, 2017); as well as the way emotions are
expressed (Creissen and Blanc, 2017)), directly via
an emotional label, indirectly through the mention
of an emotional behavior, or through the descrip-
tion of an emotional situation, the latter being the
most difficult to understand. Of course, the no-
tion of emotional category is also addressed in psy-
cholinguistics, and it has been shown that some
categories take longer to be mastered by children
(e.g., Baron-Cohen et al., 2010).
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On the NLP side, several works (see e.g., Bostan
and Klinger, 2018; Acheampong et al., 2020;
Ohman, 2020) highlight the great heterogeneity
of emotion annotation schemas—and annotated
corpora—, thus clearly demonstrating the difficulty
of modeling emotions and, in the end, of analyzing
them. This heterogeneity ranges from the notions
(e.g., the number and types of emotional categories)
and the type of data studied (journals, tweets, etc.)
up to the annotation procedures (crowdsourcing,
annotation by experts) and evaluation methods im-
plemented (e.g., with or without agreement be-
tween annotators). Although some works strive
to take into account broader sets of notions and
linguistic cues to analyze emotions (e.g., Casel
et al., 2021; Kim and Klinger, 2019), the most
commonly used concept remains the notion of emo-
tional category, often approached through a list of
basic emotions introduced either by Ekman (1992)
(anger, disgust, fear, joy, sadness, and surprise) or
Plutchik (1980) (Ekman’s categories, anticipation,
and trust), with a focus on one way of expressing
emotions: the emotional lexicon. As highlighted
in (Klinger, 2023) and in (Troiano et al., 2023), a
few very recent approaches in NLP aim to acquire
a deeper understanding of the textual units that sup-
port the evocation of emotions outside of directly
emotional lexical terms (e.g., "happy", "anger").
These approaches are then inspired by psychologi-
cal and/or linguistic models of emotions. We adopt
the same approach here because we aim to capture
both direct and indirect modes of expression of
emotions in texts. Like Troiano et al. (2023), we
seek to assess to what extent computational mod-
els can capture emotions expressed indirectly (e.g.,
via the description of situations that are/ associ-
ated with emotions with regard to social norms and
conventions). More specifically, our work adopts
the framework proposed by Etienne et al. (2022),
which proposes a detailed annotation schema of
emotions for French. To our knowledge, this is the
only work with the explicit objective of analyzing
emotions in texts by addressing both direct and
indirect modes of expression in French.

2.2 Automatic Identification of Emotions

In NLP, the analysis of emotions in texts is gener-
ally treated as a classification task. The previously
mentioned heterogeneity of annotation schemas
and annotated corpora is then reflected in the diver-
sity of predicted classes, the granularity of elements
to be classified, and the methods for developing

and evaluating classifiers. The way results are pre-
sented thus also varies from one paper to another,
making performance comparison more difficult.

The focus is often on the classification of basic
emotions (Strapparava and Mihalcea, 2007; Mo-
hammad, 2012; Abdaoui et al., 2017; Demszky
et al., 2020; Ohman et al., 2020; Bianchi et al.,
2021), although some works use a mix of basic and
complex emotions (Balahur et al., 2012; Fraisse
and Paroubek, 2015; Abdaoui et al., 2017; Mo-
hammad et al., 2018; Liu et al., 2019; Demszky
et al., 2020). Moreover, there is a long history
of building and using emotional lexicons, and the
diversity of linguistic markers of emotions (e.g.,
split syntactic structures, exclamation points) is not
systematically taken into account, although it is
mentioned in several works (Alm et al., 2005; Mo-
hammad, 2012; Kim and Klinger, 2018; Demszky
et al., 2020)) with even, in the case of Balahur et al.
(2012) for example, the objective to detect implicit
emotions. These works have the limitation of fo-
cusing each time only on one mode of expression,
thus leaving aside the complementarities between
modes. For their part, based on Scherer’s model of
emotional components process (2005), Casel et al.
(2021) annotated and then predicted several compo-
nents of emotions, such as physiological symptoms
and motor expressions of emotions, or the cogni-
tive evaluation of events. Although Casel et al.
(2021) deal with a broader set of cues, these are not
rigorously motivated linguistically. Therefore, rely-
ing on Etienne et al. (2022), the originality of our
work lies in taking into account different modes of
expression of emotions.

Historically, Support Vector Machine (SVM)
models have been widely used to classify sen-
tences (Aman and Szpakowicz, 2007; Mohammad,
2012)) or texts (Abdaoui et al., 2017; Balahur
et al., 2012; Fraisse and Paroubek, 2015; Moham-
mad, 2012) according to the emotional category
they express. Until the advent of embeddings, the
inputs were mainly symbolic: bags of words or
n-grams, features based on emotional resources
such as WordNetAffect (Aman and Szpakowicz,
2007; Balahur et al., 2012; Strapparava and Mi-
halcea, 2007) or emotional lexicons (Strapparava
and Mihalcea, 2007; Abdaoui et al., 2017; Kim and
Klinger, 2018). Today, neural networks (Kim and
Klinger, 2018) and Transformer architectures (Liu
et al., 2019; Demszky et al., 2020; Ohman et al.,
2020; Bianchi et al., 2021, 2022) obviously domi-
nate the state of the art. For French, to our knowl-
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edge, the only one approach using Transformer
models for emotion recognition that exists is (Cor-
tal et al., 2023). But, as the authors point it out,
they need to explore for future work more deeply
emotion expression modes in order to improve their
classifier. This is the point we are addressing as the
modes of emotions are at the heart of our work.

3 Tasks

Built in the global perspective of enabling the anal-
ysis of emotions as a complexity factor, our work
thus takes into account two key elements to address
the complexity of an emotion: its category and its
mode of expression. The goal is to propose a Trans-
former model for 4 classification tasks (noted A,
B, C, and D) at the sentence level, as opposed to
the text level (this can, for example, allow studying
how the presence of emotions evolves along a text).
Sentences can contain several emotions, as in Ta-
ble 1. Therefore, the classifications are multi-label
with no interdependency across labels within the
same task.

3.1 Task A: Presence of Emotion

The first task aims to predict the presence of emo-
tional information in a given sentence (binary pre-
diction).

3.2 Task B: Mode of Expression

The mode of expression focuses on the linguistic
means used to convey the presence of an emotion
in a text. Following Etienne et al. (2022), 4 modes
are considered: the labeled emotions directly in-
dicated by a term from the emotional lexicon (e.g.,
happy, scared); the behavioral emotions which
rely on the description of an emotional behavior,
such as physiological manifestations (e.g., crying,
smiling) or other behaviors (e.g., slapping some-
one); the displayed emotions which are expressed
by very heterogeneous surface linguistic features
of statements that mainly reflect the emotional state
of the writer (e.g., interjections, short sentences);
the suggested emotions which emanate from the
description of a situation generally associated with
an emotional feeling according to social norms and
conventions (e.g., seeing a good friend after a long
period suggests joy).

3.3 Task C: Type of Emotion

Task C aims to predict the presence of basic and
complex emotion types (2 simultaneous binary pre-
dictions). To our knowledge, this notion has not yet

Emotional

Subset Texts Sent. Tokens
sent.
train 1,129 19,553 360K 3,952
dev 182 2,770 53K 438
test 283 5,588 102K 984
Total 1,594 27,911 515K 5,374

Table 2: Statistics over the dataset.

been studied as such in automatic emotion analysis
(although the emotional categories basic and com-
plex have been used in NLP (cf. section 2.2)). This
is probably due to the fact that the type of an ex-
pressed emotion is directly related to its emotional
category. However, the type of emotion is in itself
a marker of complexity, as we have seen.

3.4 Task D: Emotional Category

In accordance with Etienne et al. (2022), Task D
is designed to label 11+1 emotional categories,
namely the 6 basic emotions of Ekman (anger, dis-
gust, fear, joy, sadness, and surprise) and 5 com-
plex emotions (admiration, embarrassment, guilt,
Jjealousy, and pride). A last category, named other,
is used to capture markers that express any other
emotion (e.g., hate, contempt, love, etc.).

4 Data

As detailed in Table 2, our proposed corpus consists
of 1,594 French texts (28K sentences, 515K words)
intended for children aged 6 to 14 years, divided
into 3 types: mainly journalistic texts (91% of the
sentences), encyclopedic articles (9%), and novels
(1%). Annotations conducted by 6 experts asso-
ciate emotional units (segments) in the texts with
their mode of expression and emotional category,
following the annotation schema and guide in (Eti-
enne et al., 2022). Inter-annotator agreements are
presented in Appendix A. These annotations are
then merged from the segment level to the sentence
level. Thus, a given sentence may cover several
emotional units (1.54 unit per sentence on average
at least one unit is present). The presence of emo-
tions and the types of emotions have been derived
from the mode of expression and emotional cate-
gory labels. In the end, each sentence is associated
with a vector of 19 booleans (again, see Table 1).
The data are divided into training, development,
and test sets (70/10/20% of the sentences, respec-
tively), such that all sentences from a text are in
the same subset, in order to avoid a training bias
on the peculiarities of the texts (e.g., the name of a
character).
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Table 3 presents the proportion of labels within
the corpus. Overall, the proportions are compara-
ble from one subset to another. Several imbalances
appear within the tasks. (A) Only 15-20% of sen-
tences are emotional. (B) Modes of expression
are quite evenly distributed, displayed being the
least frequent (3% of sentences) and suggested the
most common (6%). The sums of the percentages
of each mode are higher than the percentages of
the emotional label because certain emotions are
conveyed by several modes and a sentence can also
contain several emotional units whose respective
modes differ. (C) The labels of emotion types are
very unbalanced, with a clear dominance of basic
emotions. The emotional category *other’ (task D)
is not associated with any type of emotion, hence
the fact that the sum of the percentages basic and
complex is lower than that of emotional sentences.
(D) The labels of emotional categories are un-
balanced, with percentages always below 5% of
sentences. The categories anger, fear, joy, sadness,
surprise, and other are dominant, while others are
very rare (disgust, guilt, and jealousy).

Finally, Table 4 presents the co-occurrences of
each label for Tasks B, C, and D on the test set.
Overall, when an emotion is present, it appears sev-
eral modes (B) are usually used. This is less true for
types (C) and categories (D). Still, some emotions
are rarely alone, like disgust, embarassment, guilt
or pride. Regarding categories, some associations
seem more frequent than others, e.g., joy+pride,
fear+sadness, joy+pride, and joy+surprise.

5 Proposed Model

All tasks are learned together, leading to a single
proposed model. This model results from fine-
tuning the base version of the pre-trained Camem-
BERT model (Martin et al., 2020). It is a BERT-
type encoder model with 110 million parameters
and 12 BERT layers. It was pre-trained on 138GB
of French texts (Sudrez et al., 2019). Although
fine-tuning more recent and larger generative lan-
guage models like Llama2 or Mistral would likely
yield better results, the choice of a reasonably sized
model is motivated by two reasons. Firstly, our goal
is to demonstrate that, unlike several other tasks in
NLP, fine-grained emotion characterization in texts
cannot be achieved by leveraging large generic (i.e.,
non-specialized) language models via in-context
learning (i.e., without fine-tuning). Secondly, our
work aims for a lightweight solution, so that emo-

Sent. Prop. (%)

train | dev | test

Task Labels

(A) Pres. of emotion emotional | 20.2| 15.8| 17.6

behavioral 4.6 3.6 4.3
labeled 5.3 5.2 5.7
displayed 3.6 2.3 3.5
suggested 7.1 5.8 6.3
basic 15.4| 12.6| 13.9
complex 2.0 2.1 2.3
admiration 0.6 1.1 1.0

(B) Expression mode

(C) Emotion type

anger 4.6 3.2 3.4

disgust 0.2| 0.3] 0.2

embarrass. 0.6/ 0.6, 0.6

fear 3.8/ 3.3 38

(D) Emotional guilt 0.1 0.0/ 0.1
category jealousy 0.0/ 0.0/ 0.0
joy 3.2 23| 3.6

pride 0.7 0.4 0.9

sadness 2.5 2.0 2.5

surprise 3.0 3.1 2.5

other 5.0 3.2 3.7

Table 3: Distribution of labels

g s w
(B) 'g E E % Ny (©) o % 3
Expression & 8 & §'~§ Emotion % % “-SQ
mode(s) "8 E < @ [} type(b) = ° <
+ + + + =2 + + =
behavioral | - |49 23 basic 71#‘
labeled |49 - | 28 complex |71 56

displayed |23 28| -
suggested |59 | 76 | 61

g p .
(D). .§ = g % ? Q % ’% = é
Emotion _ggg)%g g%%%ggggz
category(ies) ® & B & & .2 .2 4 g2 05 g
+ 4+ 4+ ++++++H+++ 8
admiration 1|0 o ofof2tf1a]4f15]3]23
anger |1 |- |o|3|[s8|o|1]|2]|0]15|8 10&
disgust [0 | o 1]2]t]ojolo|3]|1t]|1]s6
embarass. |o |3 |1|-|6|[2]o|l1|o]7]|1|5]13
fear |0 |8 |26 1]ofafo 12 14
guilt oo |1|2]1]-|o]o]o|o|o]o]|1
jealousy |o|1]o|o]olo|-]olo]o]o
joy 21| 2]of1]a]ofo] - 7 |20
pride 14| o |o|o|o|o o |1 |n
sadness | 4 [15[ 3 | 7 .I oflol7]1 4
surprise 15| 8 | 1|1 |12] 0| o |20|11] 4 |-
other | 3 |10]| 1|5 ]14]0]o]21]5|12]5

Table 4: Co-occurrences of the labels in the test set of
multi-label tasks B, C, and D.

tion characterization can be used as a processor for
analyzing text complexity in a massive collection
of texts from a public search engine. Thus, while
fine-tuning larger models is part of our future work,
this paper does not address it.
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We fine-tune the CamemBERT model by replac-
ing its last token prediction layer with a binary
classification layer of the size of the number of la-
bels, using binary cross-entropy as the loss function.
The fine-tuning involves all model weights, i.e., no
layers are frozen. The final model is not directly
learned from CamemBERT. An initial fine-tuning
is conducted on Task A alone for 3 epochs (clas-
sification layer of size 1), then the final model is
fine-tuned on all tasks starting from this intermedi-
ate model for an additional 6 epochs (the final clas-
sification layer is replaced by a fresh layer of size
19). The optimizer is Adam with a learning rate of
1075 (no decay) and batches of 8 examples. The
choice of the hyper-parameters was made based on
prototyping experiments on the development set.

Other experiments were conducted on the de-
velopment set?, for example, on the choice of a
window around sentences, class weighting or not,
or the choice of initial fine-tuning only on Task A
or not. Ultimately, the results presented are those
of the best strategy obtained on the development
set averaging results over 3 training runs with dif-
ferent random initializations. Notably, a weighting
between classes is adopted so as not to overly favor
the majority classes. The maximum weighting fac-
tor is capped at 50 to, conversely, not give too much
importance to very rare classes. Finally, the model
takes as input a triplet of sentences where the target
sentence to be labeled is surrounded by its pre-
ceding and following sentence in the form before:
{previous}</s>current: {target}</s>after:
{next}</s>.

6 Automatic and Human Evaluations

6.1 Comparison with Other Models

The proposed model is compared to three other
types of models. SVM models were trained as
they are a historical approach in the field. Two
types of input features were used: (7) bag-of-tokens
where tokens come from the CamemBERT tok-
enizer, restricted to those from the training set, re-
sulting in input vectors of dimension 18,437; (i%)
sentence embeddings of size 768 obtained with Sen-
tenceTransformer (Reimers and Gurevych, 2019)
and CamemBERT (the pretrained model, not our
fine-tuned model) as the token encoder’. XG-

Details are published in a research report, which cannot
be cited here for anonymity reasons.

3https ://huggingface.co/dangvantuan/
sentence-camembert-base

Task Model Training Macro Macro Macro
* °“ vaiant R P F1
Naive 0.20 0.18 0.19

bag-of-tokens 0.48 0.66 0.56

embeddings 0.50 0.67  0.57

bag-of-tok 0.22 0.70 0.34
(A) XGBoost oo

embeddings 0.19 0.67  0.57

SVM

Presence of

emotion pos. ex. only 0.62 0.44  0.52
GPT3.5
pos.+neg. ex. 0.74 0.26 0.38
all tasks 0.76 0.74 0.75
ours
only A 0.77 0.73 _ 0.75
Naive 0.05 0.05 0.05
bag-of-tokens 0.27  0.72  0.37
SVM

embeddings 0.20 0.67 0.29
bag-of-tokens 0.22 0.73  0.31

(B) XGBoost &
Expression embeddings 0.06 0.31 0.10
pos. ex.only 0.51  0.10 0.15
pos.+neg. ex. 0.47 0.08 0.13

mode

GPT3.5

all tasks 0.63 0.67 0.64
M Ty A+B 0.63  0.67  0.65
Naive 0.09 0.08 0.08
bag-of-tokens 0.21  0.34  0.26

SVM

embeddings 0.21 0.83 0.27

(C) XGBoost bag-of-tokens  0.12  0.66  0.20
embeddings  0.07 0.38  0.12

type GPT3.5 pos. ex.only 0.76 0.12  0.20
pos.+neg. ex. 0.37 0.17 0.22

all tasks 0.56 0.66 0.60

only A4+C 0.28 0.27 0.27

Naive 0.02 0.02 0.02
bag-of-tokens 0.12  0.49  0.19

embeddings 0.12 0.48 0.18

(D) XGBoost bag-of-tokens 0.19  0.57 0.27
embeddings 0.04 0.21  0.07

pos. ex. only 0.70 0.11 0.17

pos.4+neg. ex. 0.64 0.15 0.13

all tasks 0.40 0.46 0.42

only A+B 0.39 0.46 0.41

Emotion

ours

SVM

Emotional

category

GPT3.5

Table 5: Model performances (averages over 3 runs, all
standard deviations are below 0.02).

Boost models were trained as it is a more recent,
lightweight, and competitive technique for many
classification tasks, especially with unbalanced
data (Chen and Guestrin, 2016). The input fea-
tures are the same as for the SVMs. Our approach
is compared to GPT-3.5* (Ouyang et al., 2022).
For a given input sample, GPT-3.5 is incrementally
solicited to annotate it with binary labels (yes/no).
Consecutively for each task and label, a natural
language description of what is expected is pro-
vided to the model before asking for a response,

*Version 0311, with a temperature of zero.
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accompanied by examples from the training set
for each label. Different prompts were tested ex-
hibiting examples in a few-shot manner for each
label. In one version, only 2-4 positive examples
are used, whereas the other also reports negative
ones (2-3). Details can be found in Appendix C.
Unlike SVM, XGBoost, and our model, this ap-
proach does require any training. Finally, results
for a naive approach are also reported to help mea-
suring how far each model is from this lower bound.
For each label, this naive approach randomly pre-
dicts the presence or absence of the label based on
the Bernouilli law parametrized by the frequency
of the label in the training set.

Table 5 summarizes the performances on the test
set of the models for each task and compares them
to our model. Models are evaluated through re-
call (R), precision (P), and F1 scores. Overall, it
appears that our proposed model significantly out-
performs SVMs, XGBoost, and GPT-3.5 in terms
of F1 scores for all tasks, with values almost dou-
ble those of the best-ranked model for tasks B, C,
and D. It seems especially that all other models
tend to favor either recall (GPT-3.5) or precision
(SVM, XGBoost), while our model is balanced.
Finally, the poor results of GPT-3.5 show that the
task is difficult. This calls for either fine-tuning as
we did, or more advanced inference techniques of
large language models, e.g., by decomposing more
the reasoning for each task using *-of-thought tech-
niques or by exploring example selection methods.

Table 5 also reports the comparison with 4 vari-
ants of the model where Tasks B to D are trained
separately on top of A. These results show that
multi-task does not degrade the performance but
it does not really improve them neither, except for
Task C where guessing the category probably helps.
This may lead one to consider that the interaction
between mode and category is not very strong. Fur-
ther discussions are exposed in Section 6.5.

6.2 Comparison with Related Work

In the absence of truly similar work to ours, this
section reports additional results to give a better
intuition of the performance of our model.
Closest Comparable Works Table 6 summa-
rizes the performances of the three closest works
we could find in the literature. They were chosen
because they all predict labels at a granularity close
to that of the sentence. (Ohman et al., 2020) allows
a comparison with another Transformer model;
(Fraisse and Paroubek, 2015) with another work

Lexi- Granu- Macro-

Ref. Lg Labels Model .
con larity F1
anger,
disg., joy,
198 3% Trang sent.
ours Fr fear, none i 0.52
former triplets
surpr.,
sadn.
same +
(Ohman et trust,  Trans-
. none  sent. 0.54
al., 2020) anticipa- former
tion
3 NRC t.
(Kim and same + symb. . s.en 0.31
. trust, lexicon triplets
Klinger, En tici :
anticipa- sent.
2018) PYMLP none 07 0.31
tion triplets
(Fraisse, anger,
Paroubek, Fr fear, SVM custom paragr. 0.31
2015) sadness

Table 6: Comparison elements with close works.

M -
Task Label Approach acro
F1
ours 0.75
(A) Pres. of emotion ~ emotional TextBlob  0.30
Emotaix 0.45
ours 0.63
behavioral
Emotaix 0.04
(B) Expression mode

ours 0.81

labeled
Emotaix 0.56
(D) Emot. categories 1 ours 0.47

a

(labeled mode only) Emotaix  0.43
ours 0.58

positive
TextBlob  0.16

Emotion polarity

. ours 0.68

negative

TextBlob 0.17

Table 7: Comparison with tools available for French.

in French; and (Kim and Klinger, 2018) with a
method that works at the level of linguistic markers
(as opposed to the phrasal or textual level). All
focus solely on emotional categories. The results
show that our model is competitive.

Implementations Based on Existing Re-
sources In the absence of dedicated models
for French, two resources are currently avail-
able in French if one wants to consider emotion
identification in texts: TextBlob (https://textblob.
readthedocs.io/), a sentiment analysis library that
integrates a French lexicon where terms are asso-
ciated with a negative and positive weight reflect-
ing their polarity; Emotaix (Piolat and Bannour,
2009), another lexicon comprising associations (i)
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Source Evaluator’s Proportion (num. of labels)

Macro Macro Macro

Task Labels R P F1
of label opinion emot. cat. expr. mode R P F1
) A) Pres.
human Agree 94.2% (63)] 96.0% (70) M) Pres. 76 074 075  emotional .76 .74 .75
Disagree 6.8% (10) 4.0% (7) of emot.
del Agree 89.4% (144) 97.1% (166) ®) behavioral .60 .65 .63
mode
Disagree 10.6% (17) 2.9% (7) Express.  0.63  0.67 0.64 .labeled .81 .80 .81
human Agree 95.5% (105) 97.7% (129) mode displayed .67 .73 .70
and model  Disagree 4.5% () 2.3% (3) suggested RS IRt II t)
human but Agree 02.1% (58) 91.1% (41) (C)tEmot. 056 0.66  0.60 basic .70 73 .72
not model Disagree 7.9% (5) 8.9% (4) ype
model but Agree 76.5% (39) 90.2% (37) admiration [PARRIIES
not human  Disagree 23.5% (12) 9.8% (4) anger .67 .68 .68

Table 8: Experts’ agreement regarding predictions of
the human annotator and/or our model.

of terms with emotional categories for the labeled
mode only, and (ii) other terms with the behav-
ioral mode (but this time without information on
the emotional category). While it is expected that
our transformer model outperforms there tools, the
experiments allow us to determine the extent of
the significant gap and on which tasks (including
unseen tasks during training). Several tasks man-
aged by our model were replicated via TextBlob
and Emotaix. To account for the differences be-
tween these resources and our proposed model,
Task B was limited to only the behavioral and la-
beled modes and Task D to the labeled mode. More-
over, our model was tested on a task of predicting
emotional polarity on our test set since TextBlob
is designed for this use. To predict polarity via
our model, categories were predicted and empiri-
cally projected towards positive or negative polarity
(e.g., anger is negative, joy is positive). As shown
in Table 7, our model performs significantly better
than TextBlob and Emotaix, including in the emo-
tional polarity task for which it was not specifically
designed. The only task where the competition re-
mains is the prediction of categories when the mode
is labeled, which is the easiest situation compared
to considering all modes.

6.3 Human Evaluation

Given the difficulty of the tasks considered, it is
appropriate to cross-reference the automatic eval-
uation with a human analysis, particularly to give
an intuition of what the observed prediction errors
represent. A perceptual validation experiment was
thus conducted with three experts in text complex-
ity and emotions. Each of them was informed of
the tasks and the definitions of labels in psycho-
linguistics and linguistics. They were then each

disgust
embarass.

fear .72 .66 .69

guilt
0.42
jealousy

joy .53 .71 .61

(D) Emot.

category

0.40 0.46

pride BB .43
sadness [[ZEIE IR
surprise .70 .74 .72

other .75 .59 .66

Table 9: Detailed performances of our model.

confronted with 150 sentences from the test set and
their labels for emotional category and mode of
expression. These labels came either from the hu-
man reference annotations or from the predictions
of our model. For each label, the experts had to
say whether they agreed or not with the proposed
annotation. Of course, they were not aware of the
origin of the labels.

Table 8 reports the experts’ agreement rates with
the proposed labels, depending on the source of
the label.> Although the strongest agreement is
when the human and model labels match (human
& model), the agreement scores are generally very
high, especially for the mode of expression. These
results thus tend to show that, even when the model
predicts differently from the reference, the predic-
tion is generally considered relevant by human ex-
perts. This demonstrates that our model is able to
generalize correctly and that the F1 scores from
previous experiments underestimate the perceived
quality of the model’s predictions.

6.4 Results by Label

Table 9 presents the results of our classifier on all
labels of all tasks from the test set. Additional
observations can be made as follows. Regarding
expression modes (B), labeled emotions are very

SWe considered that the experts agree with a label when at
least 2 out of 3 declared that they agreed with the label.
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admiration
joy

pride

sadness

A surprise

[ 3 ]
29 [ 23
16 17 [0 52
41 [ 62 [ 47 |22

behavioral | 1
labeled | 38 [ 12
displayed | 15 | 11
suggested | 33 [ 29 | 5

&[S embarrass.
fear
2l cuilt

=
(=2}

=
S
(o]
—| -
G S|S[ =] disgust

w
S

behavioral
labeled
displayed |.
suggested |

= .03

behavioral
labeled
displayed

suggested | .

(c) F1 of each category w.r.t. the reference mode

Table 10: Interactions between mode and category: fre-
quency of cooccurence in the reference (a) ; impact of
each on the prediction of the other (b and c).

well recognized (F1 > 0.8), unlike suggested emo-
tions (F1 < 0.5). This is not surprising as labeled
emotions are the easiest to identify for a human an-
notator, while suggested emotions have the largest
part of interpretation (as shown by inter-annotator
agreements in Appendix A). Performance for emo-
tion types (C) seems in turn linked to the results
on emotional categories, since the basic label is,
as intuition would suggest, better recognized than
the complex label. Finally, regarding emotional
categories (D), three of them are never predicted
(guilt, disgust, and jealousy). These are the rarest
labels in the training set, probably too rare for
the model to learn to predict them. Indeed, the
best-predicted emotional categories are the basic
emotions, more frequent, namely the labels sur-
prise, fear, and anger (see Table 3). However,
while surprise is the best-predicted label of Task
D, it is not the most represented in the training set.
Conversely, sadness is not well recognized, even
though it is one of the most frequent emotional cat-
egories. From our additional analyses, this seems
to be explained by sometimes strong interactions
between the notions of expression mode and emo-
tional category.

6.5 Correlation Between Mode and Category

This final section assesses how specific modes im-
pact the prediction of emotional categories, and
vice-versa. As background information, Table 10.a

reports the cooccurrence relative frequencies be-
tween modes and categories in the test set.

Table 10.b explores how the mode’s predictabil-
ity varies with the emotional category expressed.
Strong associations between emotional categories
and expression modes enhance mode recognition,
but the suggested mode remains challenging across
categories, highlighting its complexity for both our
model and human annotators.

Then, Table 10.c indicates that F1 scores are gen-
erally higher when emotions are expressed through
the labeled mode. However, anger and surprise de-
viate from this pattern, performing better in behav-
ioral and displayed modes, respectively. The effec-
tiveness of our model in recognizing emotions like
behavioral anger and displayed surprise is influ-
enced by their strong association with these modes
in the training data. However, factors such as the
rarity of the emotion in the training set (e.g., dis-
gust) and the linguistic characteristics of the mode
also play significant roles. For instance, joy and
fear are better recognized when labeled, despite
being frequently suggested, due to the inherent
challenge in recognizing the suggested mode.

7 Conclusion and Perspectives

In this paper, we have addressed the task of detect-
ing and classifying emotions in written texts, as
opposed to conversational data. Due to the applica-
tive perspective towards complexity analysis, we
introduced a dataset of French texts and a model
(https://huggingface.co/TextToKids) which,
additionnally to the usual notion of emotion cat-
egories, takes into account their direct but also
indirect modes of expression. The experiments
show that this model performs well compared to
other approaches, comparable works, and solutions
from off-the-shelf resources. Human evaluation
has shown that this level is almost equivalent to
what humans can do.

In the future, intra-sentential predictions should
be investigated, delimiting units and including
other notions such as the experiencers. This would
require fine-tuning generative models (as opposed
to the discriminative model used in this paper).
Then, a direct application of our model is the anal-
ysis of complexity as the predicted labels reflect
markers of complexity. More broadly, our work
could contribute to research in psychology to study
the link between emotional language and the psy-
chological state of the writer/speaker.
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8 Limitations

The main limitation of the presented article is the
choice to work at the sentence level, contextualized
by their preceding and following sentences, which
restricts the task and may not accurately reflect how
areader analyzes a text. As shown in (Etienne et al.,
2022) and (Battistelli et al., 2022), emotional units
can be linked to text segments further in the text
due to causal relationships (a given situation leads
to an emotional state, or an emotional state trig-
gers an action). This can lead to group sentences
together, ultimately allowing for a structuring of
passages at the text level. The restriction to a win-
dow of three sentences does not allow the model to
leverage this information. Another consequence of
working at the sentence level is the loss of the no-
tion of emotional unit. If two emotions are present
in a sentence, the current annotations no longer
indicate which segments of the sentence each emo-
tion respectively pertains to. We plan to provide
another version of our corpus, annotated at the unit
level and without contextual restrictions.
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