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Preface

Textual sources are a cornerstone for research in the digital humanities, especially when larger datasets
are involved. In such cases, the use of natural language processing (NLP) technologies becomes
indispensable. However, a significant challenge arises as NLP is often tailored to standard written
languages, which can differ substantially from the genres and text types of primary interest to today’s
digital humanists. This complexity increases when research is conducted on minority languages,
historical texts, or dialectal materials.

NLP, with its strong foundation in computer science, tends to focus on optimizing numerical outcomes
and addressing abstract tasks like machine translation, poem generation, or sentiment analysis. In
contrast, digital humanities, deeply rooted in the humanities, focuses on concrete research questions
aimed at understanding specific phenomena rather than merely solving a problem. Where NLP strives to
validate its methods, digital humanists often take methodological validity as a given, treating these tools
as a means to an end rather than the end goal itself. This fundamental difference in approach highlights
the need for more collaborative spaces where scholars from both fields can come together to exchange
knowledge and methodologies.

Digital humanists are increasingly aware of the limitations of current NLP tools, while the NLP
community has already developed several viable solutions. However, both fields would greatly benefit
from enhanced communication. For instance, techniques like model fine-tuning and retraining, widely
used in NLP, could be harnessed to improve results for diverse linguistic varieties. Similarly, research in
the digital humanities frequently produces open datasets, offering opportunities for comparative analysis
across different NLP strategies. This workshop aimed to stimulate such dialogue, encouraging the
sharing of examples that illustrate how NLP tools can best address the research questions central to
the humanities.

This year NLP4DH received 81 submissions which was our highest number yet.
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Text Length and the Function of Intentionality: A Case Study of
Contrastive Subreddits

Emily Ohman
Waseda University
ohman@waseda. jp

Abstract

Text length is of central concern in natural
language processing (NLP) tasks, yet it is
very much under-researched. In this paper,
we use social media data, specifically Reddit,
to explore the function of text length and in-
tentionality by contrasting subreddits of the
same topic where one is considered more seri-
ous/professional/academic and the other more
relaxed/beginner/layperson. We hypothesize
that word choices are more deliberate and in-
tentional in the more in-depth and professional
subreddits with texts subsequently becoming
longer as a function of this intentionality. We
argue that this has deep implications for many
applied NLP tasks such as emotion and senti-
ment analysis, fake news and disinformation
detection, and other modeling tasks focused on
social media and similar platforms where users
interact with each other via the medium of text.

1 Introduction

The relationship between the length, intentional-
ity, register, genre, and emotion-associated word
distributions in texts is a complex one. The genre
often dictates the length for the sake of convention,
such as with academic writing. The register (i.e.
language as it is used in a specific situation and for
a specific purpose) also affects text length, most
obviously when there are platform limitations that
impose maximum character counts such as SMS
messages or tweets, or based on the general pace
of the platform. Both of these effects are linked to
and can artificially influence the intentionality and
framing of a text. We define intentionality as a care-
ful, self-curated production of text with a deliberate
purpose or goal behind the communication.
Different text genres also force text producers
to convey their message more succinctly and thus
perhaps with more intentionality. Examples of
this include works of literature, poetry, and po-
litical speeches where the evocation of specific

1
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emotions in the reader is a desired effect achieved
by carefully choosing the “right” words (see e.g.
Lipsitz, 2018; Koljonen et al., 2022). We can see
similar evocation tactics on social media too with,
for example, “rage bait”! posts. Despite the near-
ubiquitous presence of rage bait on social media,
only a handful of academic papers have explored
the topic, and these studies have been from a dis-
information perspective rather than from an NLP
or linguistic perspective (see e.g. Jennings-Roche,
2023; Clem, 2023; Jagayat and Choma, 2023; Cu-
rato, 2021; Johnston, 2024; La Rocca, 2022).

In this study, we explore the functions of length,
intentionality, affect, and register in contrastive
pairs of corpora on the same topic. As our data, we
use subreddits (topic-specific discussion forums on
Reddit) where at least two separate subreddits exist
for the same topic and one is considered to be more
serious or in-depth, and the other more general in
nature.

We hypothesize that (1) the average length of a
text (post or comment) is longer in the more seri-
ous, in-depth subreddits, (2) the language in more
serious subreddits has more variability and lexical
density, and (3) that positive words carry less in-
formation than negative words and therefore the
more serious subreddits have less positive words
than their general subreddit counterpart showing
a different aspect of negativity bias (Kanouse and
Hanson Jr, 1987).

This study also contributes to the discussion on
best practices in how to work with the computa-
tional aspects of texts of varying lengths.

2 Background and Related Work

Many studies make off-handed mentions of the dif-
ferent nature of tweets as compared to other social
media texts that are not artificially constrained by

'Rage bait is when social media content is perceived as

having been carefully constructed to induce a maximal nega-
tive emotional response in readers for the sake of engagement.

Proceedings of the 4th International Conference on Natural Language Processing for Digital Humanities, pages 1-8
November 16, 2024. ©2024 Association for Computational Linguistics



length to the same degree (Ohman, 2021a). Some
mention the “informal language and expressive con-
tent such as emojis and hashtags” (Demszky et al.,
2020), and others discuss the limited length, self-
contained nature, and the helpfulness of emojis and
hashtags for annotators of tweets in contrast with
Reddit comments that tend not to include emojis
and are often highly context and conversation de-
pendent (Ohman et al., 2020).

For the most part, when social media message
length is studied, the focus is on optimization for
marketing purposes (Stephen et al., 2015) or crisis
communication strategies (Ma and Yates, 2014).
One interesting prior study looked into “perceived
partner responsiveness” and found that longer mes-
sages were perceived as more intimate whether
length was measured by counting tokens, charac-
ters, words or non-word characters (Freeman and
Brinkley, 2014). In this study we focus on word
count because we examine word choice beyond
length as a metric.

Perhaps the most famous law in quantitative lin-
guistics, Zipf’s law (Zipf, 1935, 1949) describes
the distribution of sorted measures. In terms of
corpus linguistics, Zipf’s law states that when the
words in a corpus are ordered by frequency, the
value of the nth entry is inversely proportional to
n. This frequency can also be used to measure the
length of words and more recent studies have ex-
tended Zip’s law to state that information content
causes word length to increase (Piantadosi et al.,
2011).

Garcia et al. (2012) studied the distribution of
positive and negative words and their frequency
as they relate to information density and word
frequency overall. Using small emotion lexicons
(1034 entries for English) they found that word
valence and frequency of use are related, and in
particular that positive emotional content is more
common than negative content. However, because
positive words are more common, they point out
that the relative rarity of negative words causes
them to carry more information.

More recently Singh et al. (2023) used readabil-
ity and other linguistic complexity metrics to show
that the negativity bias holds true for Reddit data
too meaning that negative emotions are associated
with more complex texts than positive emotions.
They continue on to show that current state-of-the-
art transformers such as BERT have more trouble
with the more complex texts and discuss the impli-
cations of this for the evaluation of emotion and

2

sentiment analysis models.

Intentionality is a very understudied concept in
NLP. Here we use the term to mean a careful selec-
tion of words to achieve a desired affective reaction
in the reader, i.e., affective rhetorical devices. In-
tentionality has mostly been researched as part of
the field of rhetoric (see e.g. Bitzer, 1968; Burke,
1969) and in social psychology for example, to
examine how other people determine whether an
action or message was intentional, but some have
looked at the rhetoric and affect of political speech:
Teneva (2021) showed that emotional appeals in
political discourse aimed at social solidarity, group
identification, and shaping public opinion in the
Internet news discourse. Their conclusion was that
political emotions play an important role in modern
argumentation.

In quantitative linguistics, varieties of language
that are defined by their situation of use and com-
municative function are called registers. While
there are many approaches to register analysis (e.g.
Biber, 1988; Halliday and Matthiessen, 2013), the
analysis of registers is generally founded on the
idea that certain linguistic features are more or less
well-suited to certain situational and functional con-
cerns, and as such, registers tend to prefer and dis-
prefer different sets of linguistic features depending
on the situational and functional circumstances of
the register. For instance, narrative registers might
prefer features such as past-tense verb forms and
third-person pronouns.

While text length is commonly recognized as
a confounding factor for linguistic analyses, text
length itself is rarely the object of study in linguis-
tics. However, Liimatta (2022, 2023) analyzes com-
ment length on Reddit from the point of view of
register. These studies show that the length of a text
is not determined at random even in contexts where
the author can in principle write a text of any length
on Reddit and other similar social media platform,
when they are not constrained by genre conven-
tions, publisher requirements or limitations of tech-
nology. Instead, Liimatta (2022, 2023) demon-
strates that text length is closely linked with the
idea of register. Just like different communicative
functions and situational concerns prefer linguistic
features that are well-suited for the situation, so
too do different communicative functions prefer
text lengths that are similarly well-suited for the
situation. Furthermore, Liimatta (2022) goes on to
show that the associations between text length and
register are not all universal: within Reddit data,



Subreddit name | category Speakers Utterances  Conversations Comment:Post
(users) (comments) (posts) Ratio
startrek general 111,119 2,215,516 110,183 20.11
Daystromlnstitute | in-depth 18,811 505,171 17,308 29.19
Aviation general 93,784 1,171,366 128,447 9.12
Flying in-depth 38,822 1,261,216 65,024 19.40
AskHistory general 17,646 78,932 14,441 5.47
AskHistorians in-depth 193,943 2,065,764 327,340 6.31
WOW general 520,414 14,618,201 809,585 18.10
CompetitiveWoW | in-depth 14,487 126,323 8,861 14.26
wownOObs beginner 12,452 101,138 14,456 7.00

Table 1: Overview of subreddits

many subreddits can differ in terms of the role that
text length plays in them.

Of particular relevance to the present study are
the findings by Liimatta (2022, 2023) that longer
comments on Reddit have higher frequencies of lin-
guistic features associated with higher information
density, such as nominalizations, as well as ones
associated with a more complex argument struc-
ture, such as infinitives and certain modal verbs;
whereas the frequencies of features associated with
non-edited, casual, “on-line” production tend to
be higher in shorter comments, including features
such as contractions, subordinator that deletion,
first-person singular pronouns, and private verbs.
These results suggest that, in general, longer com-
ments tend to be more informationally dense and
more carefully edited, as opposed to shorter com-
ments, which tend to be more casual, less informa-
tionally dense, and less edited.

3 Data

We used the convokit Reddit corpus (Chang et al.,
2020) to collect data from related but contrastive
subreddits. We chose pairs of subreddits that are on
the same topic but split into a general and a specific,
typically more serious or professional, subreddit.
The selection of the subreddits was made based
on the authors’ knowledge of the topics and the
subreddits, with both authors agreeing on each pair
of subreddits. The criteria here vary slightly per
subreddit; for example, we chose r/startrek as a gen-
eral subreddit representing Star Trek discussions
and r/DaystromlInstitute which is a more serious
subreddit dedicated to “Serious, in-depth discus-
sion about *Star Trek.*"2, the pairs r/Aviation and
r/flying where aviation is for enthusiasts and flying
for pilots, and r/AskHistory and r/AskHistorians

’From the community description of r/startrek

where the latter has much more stringent require-
ments for both posts and comments than the former.

We attempted to pick subreddit pairs of similar
relative standing within pairs, however, there are
many differences between our chosen pairs. All
of the subreddits can be considered to be niche
or nerdy in some aspects, including the more gen-
eral ones and therefore they might not be different
enough from each other for some of the pairs. We
expect the most significant differences to be shown
in the pair r/starttrek and r/DaystromlInstitute be-
cause the first in the pair is a fairly popular topic of
discussion in the mainstream consciousness.

As a TV show, Star Trek has been one of the
most long-lasting and successful franchises on TV
since the 1960s and it is also easy for more ca-
sual viewers to form opinions and ask questions on
the subreddits (Weldes, 1999; Pearson and Davies,
2014).

Compared to some of the other pairs, r/aviation
and r/flying for example, r/aviation is meant for
enthusiasts and r/flying for pilots. However, avi-
ation enthusiasts are a more niche group to begin
with compared to TV, and therefore it is unlikely
that a large percentage of posts would be from
the perspective of a more general public. Simi-
larly, although r/AskHistorians is one of the most
strictly moderated subreddits on reddit with strin-
gent guidelines about what top-level posts must
contain and r/AskHistory was established as a more
lax alternative with fewer citation criteria and the
like, the questions and discussions remain rather
similar. Finally, we have the World of Warcraft
(WoW)-related subreddits, that could be said to be
somewhat niche despite their immense popularity
because casual players, let alone the general public,
are unlikely to be actively discussing the topic. We
expect r/wow and r/wownoobs to be somewhat sim-



ilar simply because r/wow is so large it is going to
catch a large majority of posts that would be more
suited for r/wownoobs, but we expect r/wow and
r/competitivewow to show more differences on the
general to in-depth axis similar to the Star Trek and
aviation-related subreddits.

The sizes of the corpora are not uniform and
therefore the results were normalized by token
count where applicable. Table 1 shows the number
of tokens, unique usernames (speakers), conversa-
tions (posts), utterances (comments), and the ratio
of comments to post to indicate how much engage-
ment is typical for a post on each subreddit.

4 Method

For type-token ratio calculations, we used the same
token count as for normalization and lemmatized
type counts. We used SpaCy for tokenization and
lemmatization. No other preprocessing steps were
taken. To calculate the distribution of emotion-
associated words, we use the NRC emotion in-
tensity lexicon (Mohammad, 2018) which divides
words into Plutchik’s 8 core emotion categories of
anger, anticipation, disgust, fear, joy, sadness, sur-
prise, and trust and associates a value between 0
and 1 for the intensity of the emotion. Our method
can therefore detect the difference between, e.g., an-
noyance, anger, and rage and be judged more akin
to valence (Ohman, 2021b). Although we mea-
sure the prevalence of emotion-associated words in
all eight Plutchik categories, we focus on Joy and
Anger as the proxy emotions we expect to represent
positive and negative in this context.

5 Results

The average post/comment length in the less gen-
eral subreddits are consistently longer than in the
more general ones (see table 2). For most pairs, the
difference in length is double for the more serious
subreddits, but in the case of the History subred-
dits the average length of posts in the more serious
subreddit is almost 15 times longer. For the World
of Warcraft subreddits, the general subreddit’s av-
erage post length is about half of the more serious
one as expected, but about the same as the begin-
ner one. Additionally, the same pattern holds with
word length as well; while the difference in average
word length is not large, it is consistently longer
in the more serious subreddits by roughly .2 char-
acters. For example, for startrek the median word
length was 3 and for the Daystromlnstitute 4.

Note that the average post length refers to all
comments on posts, not just the original post. The
difference in length is much larger if going by the
original post only. We chose to merge the com-
ments and posts here to show that the entire conver-
sation on the in-depth subreddits is more complex,
rather than just the starting post.

Because a higher type-token ratio (TTR) has
been associated with registers with a higher infor-
mation density (e.g. Biber, 1988), and as such we
might expect the less general subreddits to have
a higher TTR, we calculated the moving average
type-token ratios (MATTR) for the subreddits. We
chose MATTR over TTR since the lengths of the
posts between the subreddit pairs were just so dras-
tically different that for example, for r/startrek a
typical post would only have about 70 words of
which between 55 and 60 were unique making
the TTR values very high (.75 to .8), whereas
r/DaystromlInstitute had lower TTR values typi-
cally between .35 and .45 because a typical post
was between 800 and 1400 words of which 400-500
were unique. However, the MATTR values for all
the subreddits in question was between .80 and .81
suggesting that MATTR was no better than TTR as
a measure for information density or intentionality
in our texts.

In table 2 we present the log-likelihood sig-
nificances between joy and anger. The full log-
likelihood (see table 3) and emotion word distribu-
tions (see table 4) are presented in the appendix.

6 Analysis and Concluding Discussion

We found that the average length of a text in posts
and comments were longer in the more serious, in-
depth subreddits at almost twice the length on av-
erage, with some significant deviations for the two
History subreddits where the posts on the more seri-
ous subreddit were almost 15 times longer than on
the less serious one. This finding supports the ear-
lier results on the relationship between text length
and register, which associated longer Reddit com-
ments with linguistic features related to informa-
tion density and more carefully edited content. The
World of Warcraft subreddits differed here slightly
with the post lengths on the general subreddit still
about half the length of the more serious one (33.4
vs. 59.7), but with little difference between the
competitive and beginner subreddits (57.4 vs. 59.7).
This might be because the general subreddit is less
specific and less moderated in terms of allowed



. Avg. comment Avg. word Emotion
Subreddit name | category | Tokens length length (log-likelihood)
startrek general 77,286,488 34.88 3.88 Joy+
DaystromlInstitute | in-depth | 38,072,122 75.37 4.08 Anger+
Aviation general 27,775,314 23.71 3.99 Joy+, Anger+
Flying in-depth | 49,372,833 39.15 3.78
AskHistory general 4,319,093 23.90 4.18 Joy+, Anger+
AskHistorians in-depth | 150,197,577 351.89 4.26
WOW general 515,071,857 33.39 4.01 Joy++
CompetitiveWoW | in-depth | 7,541,880 59.70 4.30 Anger++
wown(0Obs beginner | 5,781,910 57.17 3.97 Joy-, Anger-

Table 2: Results

content, or that by asking a question on a beginner
subreddit posters feel less self-conscious about ask-
ing what might be considered “stupid questions” on
the main subreddit. Perhaps the niche nature of the
discussion is not so much about expertise but about
specificity. Interestingly the average post length on
the main WoW subreddit and the main Star Trek
subreddit was about the same (33.4 vs. 34.9) and
on the general r/aviation and r/AskHistorians (23.7
vs. 23.9).

Our finding that the serious subreddits have both
longer average comment lengths and features as-
sociated with higher information content, such as
higher average word length, is also in line with
the findings by Liimatta (2022, 2023) correlating
longer comment length on Reddit with higher fre-
quencies of linguistic features associated with den-
sification of information, such as nominalizations,
and shorter comments with features of more casual
and personal, less carefully considered language,
as well as Piantadosi et al. (2011) that information
content causes word length to increase.

Another difference became apparent when sort-
ing the posts on the subreddits by all-time top posts;
the top posts in the general subreddits tended to
contain images or videos rather than the long essay-
like posts in the more serious subreddits, further
highlighting the differences between the general
and niche.

For the emotions, we did find that the posts in the
more general subreddits tended to contain more joy-
related words at higher intensities than their more
in-depth counterparts. However, the case for anger-
related words was not as clear-cut. The results indi-
cate that r/DaystromlInstitute posts tend to contain
more anger than r/startrek and the same can be said
for r/wow when compared to r/CompetitiveWoW,
but for the others, it seemed that the general sub-

reddit posts contained more emotion-related words
at higher intensities in general.

In conclusion, we have shown that the length of a
post differs based on what we consider intentional-
ity, that is, the in-depth nature of the text with more
niche conversation significantly longer than more
general conversation on the same topic. We were
unable to show a difference in lexical variation due
to the short messages in the general subreddits, but
the results support the idea that general discussions
are more positive than the more complex, longer
texts in the in-depth subreddits.

7 Future Work

The complex relationships between the length, in-
tentionality, register, genre, and emotion-associated
word distributions in texts remains and interesting
and useful area of study. For instance, while we
have demonstrated an indirect relationship between
emotion-associated word distributions and certain
types of register variation, insomuch as both of
them are linked with text length, it would be fruit-
ful to perform a deeper analysis of the connections
between different register dimensions, emotion-
associated words, and text length, to better under-
stand this multifaceted problem.

In future work we hope to include part-of-speech
and syntactic structures as features related to regis-
ter and intentionality. We also hope to study addi-
tional subreddits and better utilize both fine-tuned
LLMs and qualitative analysis.

Limitations

The emotions lexicons used for the analysis are
not specifically designed for social media which
could influence how well the labeled emotions in
the lexicon correspond to the emotions in our data.



Furthermore, in the selection process of the sub-
reddits, several options were excluded due to com-
putational limitations. Future studies should in-
clude a more varied selection of subreddits and
more manual validation of the results.

Ethics Statement

All data used in this study were obtained from pub-
lic forums using convokit. We recognize that user-
generated content can be subject to ethical concerns
regarding privacy and consent. However, given the
public and anonymous nature of Reddit posts and
the fact that we limited our analysis to text-level fea-
tures (length, register variation, and intentionality),
without making inferences about individual users
or their personal identities, any negative impact on
any specific users or communities is mitigated.

The study was conducted with respect for the
autonomy of online community members, and we
acknowledge that online discourse can contain sen-
sitive content. To mitigate any risks of harm, we
avoided analyzing subreddits that could contain
vulnerable populations or sensitive topics.

Finally, the potential biases in our study, includ-
ing selection bias or platform-specific biases, were
considered in our methodology. We took care to
transparently report these limitations in our find-
ings, ensuring that our conclusions are contextual-
ized within the broader ethical and social consider-
ations of using online data.
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Appendices

Log-likelihood

subreddit o1 1% 02 2% LL %DIFF Bayes ELL RRisk LogRatio OddsRatio
JOY | st/DI 1171246 1.52 421554 1.11 31983.22 36.87 31964.65 0.00002 1.37 0.45 1.37
ANG 619212 0.8 316266 0.83 272.86 -3.55 254.3 0 0.96 -0.05 0.96
JOY | av/ly 297945  1.07 559895 1.13 604.19 -5.41 586.02 0 0.95 -0.08 0.95
ANG 162804  0.59 225974  0.46 5700.07 28.07 5681.91  0.00001 1.28 0.36 1.28
JOY | askhist/hists | 44201 1.02 1466122 0.98 94.65 4.84 75.8 0 1.05 0.07 1.05
ANG 42566 0.99 1221812 0.81 1427.85 21.15 1409 0 1.21 0.28 1.21
ANG 83855 0.51 594570  0.54 303.83 -6.18 285.17 0 0.94 -0.09 0.94
JOY | wow/comp | 7329450 1.42 87558 1.16 383493 22.57 381486 0 1.23 0.29 1.23
ANG 5859108 1.14 112940 1.5 7683.63 -24.04 766355 0 0.76 -0.4 0.76
JOY | wow/noob | 7329450 1.42 79103 1.37 123.34 4.01 103.27 0 1.04 0.06 1.04
ANG 5859108 1.14 49113 0.85 4581.69 3392 4561.62 O 1.34 0.42 1.34

Table 3: Log-likelihood calculations

Emotion word distributions

Nanger Nanticipation Ndisgust Nfear Njoy Nsadness Nsurprise NTrust

startrek 80.11904 137.4671 46.7845575 97.41404086 151.546  77.83572 40.96666 236.8187
Daystromlnstitute | 83.07029 114.2822 36.260473  117.9215713 110.7251 75.66423 36.94725 220.891

aviation 58.61455 104.6397 32.8963086 97.75651717 107.2698 65.30503 45.19683 187.3386
flying 45.76897 126.2415 28.0944731 79.7299766  113.4014 58.57647 39.32689 206.2676
AskHistory 98.554 100.7872 48.1698912  157.3611404 102.3396 89.99936 3891132 204.3497
AskHistorians 81.34697 95.62274 37.160274  129.5403759 97.61289 74.19905 34.24224 205.5677
WOW 113.7532  126.5027 53.5203207 139.9568105 142.2995 94.2153  62.13591 211.5859
CompetitiveWoW | 149.7507 120.5169 53.4918681 166.0155359 116.0964 111.2234 71.68543 198.8933
wownoob 84.94327 137.9898 335502715 116.2166153 136.812  72.26706 54.0252  226.2408

Table 4: Normalized Emotion-word distributions by intensity measures
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Abstract

Detecting intellectual influence in unstructured
text is an important problem for a wide range
of fields, including intellectual history, social
science, and bibliometrics. A wide range of
previous studies in computational social sci-
ence and digital humanities have attempted to
resolve this through a range of dictionary, em-
bedding, and language model based methods.

I introduce an approach which leverages a sen-
tence embedding index to efficiently search for
similar ideas in a large historical corpus. This
method remains robust in conditions of high
OCR error found in real mass digitized his-
torical corpora that disrupt previous published
methods, while also capturing paraphrase and
indirect influence.

I evaluate this method on a large corpus of
250,000 nonfiction texts from the 19th century,
and find that discovered influence is in line with
history of science literature. By expanding the
scope of our search for influence and the origins
of ideas beyond traditional structured corpora
and canonical works and figures, we can get
a more nuanced perspective on influence and
idea dissemination that can encompass epistem-
ically marginalized groups.

1 Introduction

In Darwin’s Plots, (Beer, 2009) examines Darwin’s
influence on literature as a complex and recipro-
cal system. Beer identifies in Darwin’s writings
not only the influence of naturalists and geologists
like Lyell, but also the stylistic and lyrical influ-
ence of Wordsworth, Coleridge, and Milton. Pro-
ceeding onwards, Beer delves into a close reading
of how Darwinian metaphors, themes, and world-
views emerge in the works of George Eliot and
Thomas Hardy, both correspondents of Darwin
who wrote extensive commentaries and reactions
to the Origin of Species.

As Beer’s work shows, there are connections
between intellectual figures and avenues for the

9

spread of ideas not possible to observe except
through deliberately interdisciplinary efforts. But
scholars cannot have expertise in every field and ev-
ery potential author; experts with training in dozens
of subfields and time to read hundreds of thousands
of books are in short supply.

Computational methods can enable analysis
across some of these boundaries. In this paper,
I present a novel method to detect intellectual in-
fluence across a large corpus. Taking advantage
of the unique affordances of large language mod-
els in encoding semantic and structural meaning
while remaining robust to paraphrasing, we can
search for substantively similar ideas and hints of
intellectual influence in a computationally efficient
manner. Such a method allows us to operationalize
different levels of confidence: we can allow for di-
rect quotation, paraphrase, or speculative similarity
while remaining open about the limitations of each
threshold.

I apply an ensemble method combining General
Text Embeddings (GTE), a state-of-the-art sentence
embedding method described in (Li et al., 2023)
optimized to capture semantic content while also
retaining aspects of style and vocabulary choice.
I vectorize sentences from a corpus of roughly
250,000 nonfiction books and academic publica-
tions from the 19th century for instances of ideas
and arguments appearing in Darwin’s publications.
This functions as an initial evaluation and proof
of concept; the method is not limited to detecting
Darwinian ideas but is detecting similarities on a
large scale in a wide range of corpora and contexts

2 Related Literature

Previous attempts to quantify and detect intellec-
tual influence have taken three overall directions:
topic modelling, text reuse detection, and word
sense similarity. Studies using topic models gener-
ally compare topic distributions across documents

Proceedings of the 4th International Conference on Natural Language Processing for Digital Humanities, pages 9—16
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or subdocuments. They can capture a zeitgeist of
themes and shifting focus but lack granular focus
on specific claims. (Rockmore et al., 2018) uses
topic models to trace the genealogy of national con-
stitutions. In (Barron et al., 2018), the authors mea-
sure K-L divergence of the Topic Distributions of
French Revolutionary speeches. In general, these
approaches are generally more effective in a limited
context with a controlled set of topics and a high
likelihood of influence between documents in the
corpus. However, changes in topic distribution may
reflect high level shifts in societal context rather
than direct influence.

Text reuse methods focus on high confidence
detection of exact quotation. They can detect one
form of direct influence with near certainty but are
more limited to paraphrasing and indirect influence.
(Funk and Mullen, 2018) and (Smith et al., 2015)
both search a large corpus for direct quotations
while using a mix of computationally intensive cor-
rections to remain robust to OCR errors. While
direct quotation detection ensures high confidence,
it necessarily only captures a very limited range
of potential influence, excluding similarities in lan-
guage use, indirect quotation, and similar claims.
The n-gram alignment problem is also highly com-
putationally intensive, and requires extensive re-
sources to apply to large corpora.

Finally, approaches focused on detecting similar-
ity and changes in word sense (for example, com-
paring diachronic embeddings of how concepts like
‘justice’ evolved over time) can capture stylistic
and discursive influence. (Soni et al., 2021) stud-
ies Abolitionist newspapers uses word2vec word
embeddings. Other approaches, such as (Vicinanza
et al., 2023) use language models such as BERT
to measure stability and innovation in word senses.
However, these findings can be very difficult to in-
terpret across entire vocabularies and are unable to
capture any changes in content or argumentation.
The influence they capture is also highly specula-
tive; stylistic changes may reflect wider shifts in
language use instead of direct interactions.

My proposed method attempts to synthesize text
reuse and word sense embedding methods. By eval-
uating claims on the sentence level, we can gain a
granular understanding of specific ideas, while also
remaining open to abstract similarities in meaning
or structure. Specialized sentence embeddings lan-
guage models have demonstrated improved effec-
tiveness in encoding semantic meaning in general
evaluation tasks as compared to standard BERT and
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Word2Vec embeddings (Reimers and Gurevych,
2019). Sentence embeddings have been applied to
the task of detecting citation and plagiarism in gen-
eral academic literature in (Alvi et al., 2021) and
(Lagopoulos and Tsoumakas, 2021) as well as en-
coding documents specific to disciplinary subfields
in (Chen et al., 2019). I selected GTE vectorization
because of the lower computational demands of
the GTE-small model and its higher performance
in evaluation metrics to other sentence embedding
methods.

Finally, the subword tokenization strategy used
by BERT and more recent language models was
demonstrated in (Nguyen et al., 2020) to be re-
silient to OCR error. Real large scale historical
datasets, such as HathiTrust’s digitized book col-
lection, have extensive OCR error, averaging 7%
and up to 20% character error depending on the
scan quality and time period (Jiang et al., 2021).

Previously published word embedding and topic
model approaches are heavily impacted by OCR
character error, and while some text reuse ap-
proaches mitigate OCR error through machine
learning correction, these tend to be highly corpus
specific.

3 Dataset

To evaluate my method, I constructed a dataset
based around authors active in 19th century aca-
demic societies in the British Empire. I curated a
list of journals based on secondary readings (Pal,
2014) (Barton, 1990) as well as prior knowledge
about the period. This is not meant to capture com-
prehensively all academic publications in the 19th
century, but rather to gather a representative cross
section of the most active members of this commu-
nity. Below is a list of the journals scraped:

General:

— Royal Society
— Royal Institution
— Cambridge Philosophical Society

Chemical:
— (London) Chemical Society
Medical:

— (London) Medical and Chirurgical Soci-
ety

Biological:
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Figure 1: Distribution of disciplinary community of
author (extensive overlaps between classes)

— Linnean Society
— Zoological Society
— Entomological Society

* Geographical:

— Geographical Society
— (Royal, Calcutta, American) Oriental So-
ciety

¢ Political and social scientific:

— The Economist
— Westminster Review
— Edinburgh Review

I grouped these societies into proto-disciplines
such as biology, geology, chemistry, and poli-
tics/social science. I constructed a supplementary
dataset of books by Darwin’s correspondents using
letters from the Darwin Correspondence Project.!
Author names were extracted from downloaded
proceedings using Spacy’s NER utility. 250,000
books by the 1.000,000 identified potential authors
were downloaded as digitized texts from the Inter-
net Archive and Project Gutenberg. Metadata about
the books used are available in this csv. 2 I also
used the Project Gutenberg editions of Darwin’s
Origin of Species and Descent of Man and Herbert
Spencer’s Principles of Sociology and Principles
of Biology for a comparative sample.

4 Method

4.1 Preprocessing

I performed sentence tokenization per book using
NLTK. Overly short documents (<1000 characters)

"https://www.darwinproject.ac.uk/
2https ://uofi.app.box.com/file/1412863623947
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Publication Date Distribution (n=85000)

Frequency

1840
Publication Year

1860

Figure 2: Distribution of books by year

and sentences (<45 characters) were removed be-
cause short documents tended to be either misla-
belled, or consist mostly of images that could not
be accurately converted to text. Short sentences
tended to not contain enough information for a
coherent argument, or represented formatting, in-
dex, and table of contents elements. No further
text cleaning was performed; the BERT base of the
model used for vectorization uses case and punctu-
ation markings to encode meaning.

4.2 Model selection and finetuning

I used the General Text Embeddings (GTE) model,
a BERT based approach fine-tuned with internet
text and specific entailment tasks to capture seman-
tic meaning. For a preliminary set of randomly sam-
pled books, GTE embeddings were generated for
each sentence using the GTE-small model imple-
mented in the sentence-transformers Python pack-
age. GTE-small was selected due to memory and
computational power constraints.

For fine tuning, I randomly sampled pairs of
books to generate 1,000 pairs of sentence similarity
scores. I inspected the pairs to label the accuracy
of the score. If the sentences were similar due
to purely coincidental factors (for example, transi-
tional phrases like "I go on to argue" or "it should
be obvious"), I assign a score of -1. If they have a
missed similarity (i.e. making the same argument)
but have a score that does not meet the threshold,
they are assigned a score of 1. Otherwise, if the
score if correct, the fine tuning score was left the
same. It is difficult to determine the effectiveness
of this method in resolving false positive matches
across the broader corpus due to the lack of labelled
data, but it successfully removed all instances of the
hand annotated false positives from future matches.



I used these pairs to fine tune the GTE-small model
using cosine embedding loss in Hugging Face.

4.3 Search

No additional hyperparameter changes were per-
formed. Using my fine tuned version of the GTE-
small model, I generated sentence embeddings of
each sentence in the corpus. From these vectors, I
used FAISS (Douze et al., 2024) to create rapidly
searchable cosine indices for every sentence in the
corpus. For further analysis, I used thresholds of
>0.85 cosine similarity (speculative and low confi-
dence), >0.90 cosine similarity (indirect/medium
influence) and >0.95 (high confidence and direct
quotation). All code for the project are available in
this GitHub repository. >

5 Findings
5.1 Robustness to OCR error

Accuracy degradation from OCR error

Tt e
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I word error
I embedding
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Figure 3: Error rates on simulated corrupted data with
artificially permuted characters. The blue distributions
show the word error rate at different levels of character
error. The orange shows the cosine similarity in sen-
tence embeddings between the original and corrupted
text.

First, I evaluate the impact of low quality OCR on
the performance of this method. Figure 3 demon-
strates its robustness. I took a subset of the cor-
pus consisting of human transcribed books from
Project Gutenberg and simulated character error by
randomly permuting parts of each sentence with a
random character, integer, or empty string. I com-
pared the sentence embedding representation of
this new string with that of the original string, and

3https://github.com/lucianli123/
darwin-novelty
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found that there was generally very little decrease
in cosine similarity. Even at 10% character error,
roughly 90% of sentences will still be captured
above the 0.85 cosine similarity threshold.

Conversely, word accuracy is highly sensitive
to increased character error. At the most frequent
CER of 7% in real scanned corpora, between 30-
50% of words are corrupted. At higher CER levels,
the overwhelming majority of words are lost. For
dictionary based approaches, like text reuse, word
embeddings, and topic modelling, this creates ex-
tensive accuracy issues.

This method is more robust to OCR error than
dictionary based approaches at all CER levels, sug-
gesting that in applications where transcription er-
ror is expected, this method will generally preserve
more signal accuracy.

5.2 Validation against historical ground truth

Because annotated data does not exist for the very
messy corpus of scanned 19th century books, I con-
ducted evaluation against historical ground truth.
I take the set of sentence embeddings for selected
books by Darwin, Herbert Spencer, and 2 randomly
sampled books published in the same year as Ori-
gin of Species. Based on academic consensus about
Darwin (Mayr, 1995), and documented evidence
about his correspondents, we would expect Dar-
win’s publications to display more similarity with
his intellectual circle and in certain disciplinary
communities (geology, natural history) vs (chem-
istry and orientalist circles).

Pre/Post Publication Similarity Trends
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Figure 5: Similarity with books published before and
after.

Also, we would expect the impact of Darwin’s
books to display prescience, i.e., that they exert
more influence on future publications than they re-
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Percent of corpus with speculative influence

Descent of Man

Origin of Species

Principles of Sociology

Echoes from the Backwoods
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Figure 4: Percent of books post-publication with any detected influence. The last two books are randomly sampled
books published in the same year as Origin of Species and included as a baseline comparison.

ceive from past ones. This would be consistent with
the idea that Darwin’s publications revolutionized
attitudes and ideas.

When we plot the influence over time (Figure
4), we see the method’s sensitivity to shifts in the
overall discourse. Each point represents the simi-
larity of books published each year and the colored
lines represented the average similarity of all pre-
and post- publication books. In red, the Origin of
Species (1859) draws from a handful of primarily
geological and biological sources prepublication,
but radically shifts the overall discourse. In blue,
the Descent of Man (1871) engages more with dis-
courses across a diverse range of disciplines as
well as the evolutionary ideas already introduced
in the Origin. Descent has relatively more connec-
tions to previously published works, coming from
Darwin’s main thesis already existing in the dis-
course community. However, it likewise radically
shifts the discourse in the corpus. Both of Darwin’s
major works proved innovative, as they drew less
from previously published texts while exerting sig-
nificant influence on future texts. The randomly
sampled book in green shows that the effect is not
likely due to corpus wide factors.

We can get a more detailed view of influence
in specific disciplinary communities in Figure 5.
The rightmost column of both Figure 5 heatmaps
show the overrepresentation of Darwinian influ-
ence in books by Darwin’s correspondents (peo-
ple with documented interactions with Darwin).
As a further confirmation, we can see more influ-
ence from Darwin’s books in Biology and Geology
than Chemistry or Political Theory. Even when the
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confidence threshold is lowered and more specula-
tive matches are allowed, the same patterns persist.
While this may not give us confidence that all ex-
amples of influence are being detected, we can at
least be more sure that the distributions of detected
influence reflect some kind of underlying historical
pattern.

The very low levels of influence detected for the
"control" books in Figures 4 and 5 gives us some
confidence in the resilience of this method against
excessive false positives. Individual false positive
matches do not result in a book level false signal,
as books we expect to be obscure have extremely
few matches across the corpus.

5.3 Close reading

In table 1, we see examples of sentences at each
similarity threshold. In the first example, we can
see that the method detects direct quotation at high
confidence while remaining robust to OCR errors
and minor structural and punctuation changes. The
second example shows the ability of the method
to identify cases of paraphrase with very limited
shared word use. These two statements make the
same claim, but only share a limited number of
words. Corpus based approaches will likely fail to
capture the similarity in ideas in this case.

Lastly, we see the ability of the method to cap-
ture speculative matches across genres. The first
quote is from Origin of Species and the second
book is from George Eliot’s Middlemarch. In this
quote, we can see Darwin’s metaphor of the web
of life echoed in Middlemarch. Eliot uses the same
metaphor to describe a complex network of human
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Sentence 1

Sentence 2

Cosine Similarity

Would it be believed, that the larvae of
an insect, or fly, no larger than a grain of
rice, destroy some thousand acres of pine-
trees, many of them from two to three feet
in diameter, and a hundred and fifty in
height?

Would it be believed, says Wilson, the
ornitholog-ist, ’ that the larvs of an in-
sect, or fly, no larger tliaan a grain of rice,
should, destroy some thousand ncres of
pine trees, many of uiem two or three feet
in diameter, and one himdred and fifty feet
high.

High confidence
(0.97)

I have called this principle, by which each
slight variation, if useful, is preserved, by
the term natural selection, in order to mark
its relation to man’s power of selection.

The expression "natural selection” was
chosen as serving to indicate some par-
allelism with artificial selection—the selec-
tion exercised by breeders.

Medium confidence
(0.92)

I have so much to do in unraveling cer-
tain human lots, and seeing how they were
woven and interwoven, that all the light
I can command must be concentrated on
this particular web, and not dispersed over
that tempting range of relevancies called

We shall never disentangle the inextricable
web of affinities between the members of
any one class; but when we have a distinct
object in view, and do not look to some
unknown plan of creation, we may hope
to make sure but slow progress.

Speculative  influ-

ence (0.85)

the universe.

Table 1: Selected examples of sentence pairs with similarity scores

relationships. She draws the same conclusion as
Darwin: that in a highly complex situation, we
must focus on the particular rather than the general.
We know this isn’t random chance because literary
scholars like Beer have examined the correspon-
dence between Eliot and Darwin, but that relies on
a whole infrastructure of experts in the papers of
both authors. countless lesser known examples that
subject area specialists haven’t focused on study-
ing remain unknown. The speculative matches in
discovered here include extensive false positives,
cases where stylistic or structural similarities don’t
suggest true influence, but may allow for the dis-
covery of previously unknown influence.

6 Limitations

Because of the training process for GTE, semantic
similarity is the main component in calculating
embeddings. This captures the spread and influence
of specific claims, but is much weaker in terms
of metaphor, stylistic similarity, and influence in
argument structure and construction.

For future work, I plan to create an ensemble ap-
proach generating AMR graphs (Opitz et al., 2021)
or knowledge graphs from the structure of each in-
dividual argument. Then, graph embeddings can be
generated through a neural network based approach
like (Wang et al., 2018).

There are also issues with false positive matches,
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particularly in terms of generic and stock sen-
tences used as transitions or argumentative sign-
posts rather than conveying a specific claim. First,
once larger scale results are discovered across the
corpus, highly frequent sentences across the corpus
can simply be removed. I plan to train a relatively
simple BERT based model to detect false positive
matches, especially because there are commonly
appearing stock phrases that account for a large
percentage of false positives.

However, false negatives are likely impossible
to adequately evaluate or completely remove. To
identify with complete confidence all instances of
false negatives, the entire corpus must be examined
and annotated. The preliminary results presented in
this paper suggest that the matches discovered by
the method roughly approximate what we expect
from historical research. While this is no guarantee
against false positives and negatives, it suggests
that the proportion of false negatives and positives
is not dramatically skewed. But we must remain
aware that this method is not able to comprehen-
sively identify all influence, but instead discovers
previously unknown avenues of research.

7 Conclusion

7.1 Future directions

This method allows for a hypertextual exploration
of any given text. As shown in Figure 6, it can
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Figure 6: Origins and post-publication influence of each
statement in Origin of Species

trace all occurrences of a specific claim over time
in the corpus. Imagine an edition of the Origin
of Species where a reader can click each sentence
and receive information on where that argument
appeared pre-publication. They would be able to
observe the heavy influences from geology, as well
as Darwin’s own original observations based on
his travels. A reader would then be able to look
forward and see which fields each statement res-
onated with and the context for how they read and
interpreted sections differently — in our Darwinian
case, similarities and differences in ways eugeni-
cists read the Origin compared to botanists. I hope
to collaborate and make these enhanced editions
available to a wide range of humanist scholars. By
enabling researchers to perform more comprehen-
sive searches for the origins and impacts of claims
in their subjects and texts of interests, I hope to
open additional avenues for interesting research.

Now imagine this on a larger scale: instead of
arguments from the Origin, all arguments in the
corpus. Would we be able to find common fea-
tures of ideas which gained wider traction or leapt
across disciplinary boundaries? My future work
will focus on larger scale patterns in this corpus,
with particular focus on the generalizable qualities
of ideas or authors whose ideas gained influence
beyond their disciplinary communities.

7.2 Reflection

Traditional narratives of discovery and invention
valorize the contributions of individual geniuses -
almost exclusively wealthy men from metropolitan
societies. While historians of science have chal-
lenged this paradigm, the types of sources currently
available for historical resource have limited practi-
cal moves toward reform. Dependence on personal
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papers and close reading of related works limits the
potential scale and representativeness of these ef-
forts; at some point, it becomes impossible to read
the hundreds of thousands of now unknown publi-
cations. Even Beer’s incisive work ultimately limits
itself to Anglo-American literature and canonical
authors. Responsible use of potentially destabi-
lizing new Al technologies, keeping in mind their
gaps and exclusions, can radically reshape our view
of genealogies of ideas and influence and suggest
previously unexplored possibilities for further ex-
ploration.

This mode of analysis has the potential to un-
cover connections between the work of hundreds
of thousands of authors, among them women ex-
plorers and scientists, interlocutors from colonized
peoples, and simply those whose ideas and contri-
butions have been forgotten in the present. These
ideas are as much part of the patchwork of intellec-
tual life in the 19th century as those of Darwin or
Herbert Spencer or Charles Lyell. Taking a wider
view has the potential to reinvent the history of
science.
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Abstract

Several systems have been developed to extract
information about characters to aid computa-
tional analysis of English literature. We pro-
pose character similarity grouping as a holistic
evaluation task for these pipelines. We present
AustenAlike, a benchmark suite of character
similarities in Jane Austen’s novels. Our bench-
mark draws on three notions of character sim-
ilarity: a structurally defined notion of simi-
larity; a socially defined notion of similarity;
and an expert defined set extracted from literary
criticism.

We use AustenAlike to evaluate character fea-
tures extracted using two pipelines, BookNLP
and FanfictionNLP. We build character repre-
sentations from four kinds of features and com-
pare them to the three AustenAlike benchmarks
and to GPT-4 similarity rankings. We find that
though computational representations capture
some broad similarities based on shared social
and narrative roles, the expert pairings in our
third benchmark are challenging for all systems,
highlighting the subtler aspects of similarity
noted by human readers.

1 Introduction

There is growing interest in using computational
techniques to analyze works of literary fiction. Sev-
eral systems have been developed to automatically
extract information about characters from English
literary text (Bamman et al., 2014; Yoder et al.,
2021). In this paper, we explore character similar-
ity as a holistic evaluation task for literary pipelines.
We use character similarity to explore the informa-
tion about characters that is captured by the differ-
ent kinds of features these pipelines extract: their
events, utterances, and attributes.

Because characters can be similar along mul-
tiple axes, we construct a multi-part benchmark,
AustenAlike, that uses three different notions of
character similarity to group characters in Jane
Austen’s novels. The first is a structurally defined
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James Morland from Northanger Abbey

Sibling to heroine and single 20-year-old male
clergy with income of £400/year

Social Pairings: Charles Hayter, Edward Ferrars,
Robert Martin

Narrative Role Pairings: Isabella Knightley,
John Dashwood, Margaret Dashwood, Susan Price,
William Price, Elizabeth Elliot, Mary Musgrove,
Jane Bennet, Mary Bennet, Kitty Bennet, Lydia
Bennet

Expert Pairings: Edmund Bertram, Edward Fer-
rars, Henry Tilney, Philip Elton

Figure 1: Example character from AustenAlike

notion of similarity to group Austen’s characters:
characters are similar if they fill similar narrative
roles. The second is a socially defined notion of
similarity: characters are similar if they share de-
mographic features. The final benchmark takes a
wisdom-of-the-crowd approach, but with an expert
crowd: we extract comparisons of characters from
four decades of Persuasions, a journal dedicated
to the analysis of Austen’s work. Figure 1 shows
an example of how these three views of character
similarity can lead to different comparisons.

We use AustenAlike to explore how much infor-
mation about characters is captured by the different
kinds of features that literary pipelines extract. We
extract character events, quotes, modifiers, and as-
sertions using the BookNLP (Bamman et al., 2014;
Sims et al., 2019) and FanfictionNLP Yoder et al.
(2021) pipelines. We build character representa-
tions using contextualized embeddings of these fea-
tures, and compare how well these representations
align with the three sets of character groupings in
the AustenAlike benchmarks. We also compare a
non-feature-based approach by extracting similar-
ity judgments from ChatGPT.

Our results show that event- and assertion-based
representations capture more information about

Proceedings of the 4th International Conference on Natural Language Processing for Digital Humanities, pages 17-30
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character similarity than quote-based representa-
tions. Overall, however, we show that though
computational representations capture some broad
social and narratological similarities, there is a
wide gap between the similarities they capture and
the more nuanced similarities highlighted in our
wisdom-of-the-expert-crowd benchmark. The best
feature-based representations exhibit only medium
correlations with expert rankings of character sim-
ilarity, and GPT-4 lists the expert-identified most
similar character in a top ten similarity list only
half of the time. AustenAlike illustrates how much
work remains to achieve nuanced computational
representations of literary characters.

2 Related Work

There is a growing interest in applying compu-
tational methods to analyze literary fiction, both
in analyses of large collections (distant read-
ing (Moretti, 2013)) (Grayson et al., 2016; Jayan-
navar et al., 2015; Milli and Bamman, 2016) and of
individual authors and works (Agarwal et al., 2013;
Wang and Iyyer, 2019; Liebl and Burghardt, 2020).
Though these projects range in scope, they share a
foundation of feature extraction: literary evidence
must be identified before it can be interpreted.

To facilitate computational analysis, a number
of pipelines for extracting features from literary
text have been developed (Bamman et al., 2014;
Sims et al., 2019; Yoder et al., 2021; Ehrmanntraut
et al., 2023). In this paper, we focus specifically on
features related to literary characters.

Character mentions The first step in computa-
tional studies of character is to identify character
mentions using named entity recognition and coref-
erence resolution. There is a large body of existing
work on these tasks (Vala et al., 2015; Brooke et al.,
2016; Roesiger and Teufel, 2014) given their com-
plexity in a literary setting and their importance for
downstream tasks.

Some pipelines further disambiguate character
references in a character clustering step. BookNLP
is a pipeline trained on data from LitBank, which
provides annotated training data drawn from 19th-
and early 20th-century English fiction, including
annotations for named entity recognition (Bamman
et al., 2019) and coreference resolution (Bamman
et al., 2020). FanfictionNLP is a similar pipeline
that is trained on and tailored to fanfiction.
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Character features Once character mentions
have been identified, the surrounding text can be
used to extract information related to characters.

Some previous work focuses on character
personality traits and emotions (Flekova and
Gurevych, 2015). Kim and Klinger (2019) ana-
lyzes how emotions are expressed nonverbally in
a corpus of fan fiction short stories, while Pizzolli
and Strapparava (2019) train classifiers to identify
personality traits in Shakespeare characters. The
pipelines we study target more general descriptions:
for FanfictionNLP, assertions, descriptions of phys-
ical and mental attributes; for BookNLP, modifiers
and possessions.

What characters do and say is also of interest.
Although quote attribution remains a challenging
task with a number of approaches (He et al., 2013;
Almeida et al., 2014; Muzny et al., 2017), it is use-
ful for analyzing both the content and style of char-
acters’ speech (Dinu and Uban, 2017; Vishnubhotla
et al., 2019). BookNLP extracts both events and
quotes, while FanfictionNLP extracts only quotes.

There is also much work on mapping and an-
alyzing relationships between characters (Elson
et al., 2010; Lee and Yeung, 2012; Jayannavar
et al., 2015; Agarwal et al., 2013; Wohlgenannt
et al., 2016; Labatut and Bost, 2019). For instance,
Chaturvedi et al. (2016) and lyyer et al. (2016)
automatically identify how relationships between
characters change over the course of narratives.

Character models Once character features are
extracted, they can be used to build computational
representations of characters. Some work seeks
to classify characters into types (Chambers and
Jurafsky, 2009; Valls-Vargas et al., 2021; Stamm-
bach et al., 2022; Bamman et al., 2014). For
instance, Jahan and Finlayson (2019) propose a
narratologically-grounded framework for character
identification and a simple rule-based system for
extracting characters and their roles.

Others explore authorial decisions in represent-
ing characters (Bullard and Ovesdotter Alm, 2014)
or how they evolve over retellings (Besnier, 2020).

Some approaches learn character representations
directly. Grayson et al. (2016) show that word em-
beddings learned from 19th-century works of fic-
tion provide insight into characters.Holgate and Erk
(2021) learn vector representations using masked
entity prediction as a training objective. Most sim-
ilar to our work, Inoue et al. (2022) propose a
benchmark for evaluating character representations.



Their work takes a broad multi-author, multi-task
perspective, while ours dives more deeply into char-
acters by a single author, exploring character simi-
larity from three different angles.

3 A Three-Part Benchmark for
Evaluating Character Similarity

Character similarity is a multi-faceted concept.
Two characters may play the same role in a nar-
rative or follow the same plot trajectory. They may
have similar personality traits or fill similar social
roles. AustenAlike uses a multi-faceted approach
to character similarity that explores three aspects
of literary characterhood: shared narrative roles,
shared social characteristics, and pairwise com-
parisons from expert analysis.! The AustenAlike
benchmark focuses on characters from the six Jane
Austen novels published within or immediately af-
ter her lifetime: Sense and Sensibility, Pride and
Prejudice, Mansfield Park, Emma, Persuasion, and
Northanger Abbey. We include all named charac-
ters who speak more than once, except those who
die in the first chapter.

3.1 Social Characteristics

Jane Austen’s novels highlight how her character’s
choices are impacted by their position in society.
Although her characters struggle to varying degrees
to reconcile their desires with constraints imposed
by gender, rank, and wealth, these social character-
istics play a large part in determining the options
available to them within the novel.

We consider five demographic dimensions that
define social relationships within Austen’s writing:
marital status, gender, rank, age, and wealth. There
are other social characteristics that demarcated op-
portunities within Austen’s historical context, such
as race and nationality; however, the characters un-
der consideration are homogeneously White and
English.” A summary of the social categories and
the size of each group is in Appendix A.

Rank Although almost all of Jane Austen’s char-
acters belong to the upper middle or lower up-
per classes, their relative social rank is nonethe-
less important to their prospects. Most characters
are gentry: independently wealthy, often landown-
ers. Lower-ranked characters belong to professions.

'The dataset and support code are available at
https://github.com/Wellesley-EASEL-lab/AustenAlike.
“Given the exclusion of Austen’s unfinished Sanditon.
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Following social conventions of the time, an un-
married woman has her father’s rank and a married
woman her husband’s.

Wealth Austen novels center on questions of
wealth, particularly as they relate to marital
prospects. As a result, the wealth of unmarried
characters is typically stated. The wealth of mar-
ried characters is not always stated. We draw on
estimates from Heldman (1990) and Toran (2015).

Gender The genders of all Austen characters are
overt and stable. All characters are Male or Female.

Age Character ages are reasonably stable as al-
most all plot events take place within a year. If a
character’s age is not mentioned, we estimate from
the ages of their family members.

Marital status Marital status is a key social char-
acteristic of Austen characters. We divide charac-
ters into four groups: Single, Married, Widowed,
and Transitional, a group comprising the handful
of characters whose marital status changes before
the climax of the novel.

3.2 Narrative Roles

Another way in which characters can resemble each
other is in the role they play in the narrative struc-
ture of the work. We define seven narrative roles:
* Heroine: each novel has at least one protag-
onist who is an unmarried woman seeking a
marriage partner.

* Hero: the character that each protagonist mar-
ries at the novel’s end.

e Deceiver: each novel features a character who
sets key events in motion by lying about him-
self or the heroine.

e Rival: an alternate love interest for the hero.

e Wooer: an alternate love interest for the hero-
ine.

* Parents: the parents of the heroine.

Siblings: the siblings of the heroine.

These groupings are shown in Table 1.

3.3 Wisdom-of-the-Experts Character Pairs

In our most fine-grained benchmark, we look at
characters who have been identified as similar by
literary scholars. We use a wisdom-of-the-crowds
approach, but with an expert crowd: authors of



Emma Woodhouse, Elizabeth Bennet, Elinor Dashwood, Marianne Dashwood,
George Knightley, Fitzwilliam Darcy, Edward Ferrars, Edmund Bertram, Henry Tilney,
John Thorpe, George Wickham, John Willoughby, William Elliott, Henry Crawford,

Caroline Bingley, Lucy Steele, Louisa Musgrove, Mary Crawford, Harriet Smith
Henry Crawford, William Elliot, Philip Elton, Charles Musgrove, William Collins,

Marianne Dashwood, Jane Bennet, Lydia Bennet, Mary Bennet, Kitty Bennet,
Susan Price, Mary Musgrove, Elizabeth Elliot, Isabella Knightley, James Morland,

Mr. Bennet, Sir Walter Elliot, Lieutenant Price, Mr. Woodhouse, Mrs. Bennet,

Heroines:
Fanny Price, Catherine Morland, Anne Elliot
Heroes:
Frederick Wentworth, Colonel Brandon
Deceivers:
Frank Churchill
Rivals:
Wooers:
John Thorpe
Siblings:
William Price
Parents:
Mrs. Dashwood, Mrs. Price, Mrs. Morland

Table 1: Narrative Roles benchmark summary

articles published in Persuasions, the Jane Austen
Society of North America’s peer-reviewed journal.

We manually reviewed 43 volumes of Persua-
sions to create a set of character pairings. We ex-
tract all instances of a similarity or shared property
discussed in an article. When an article mentions
a similarity between more than two characters, we
add all pairings from the set. The resulting dataset
contains 5740 character comparison pairs.

The identified comparisons are diverse, encom-
passing traits from our other benchmarks, such
as rank, age, and narrative role, as well as more
nuanced commonalities. For instance, Persua-
sions authors describe Edward Ferrars and Frank
Churchill as similar because both are secretly en-
gaged; Emma Woodhouse and Lady Catherine de
Bourgh because they oversee charitable work; and
Isabella Thorpe and Lydia Bennet because of their
flirtatiousness. These expert-identified pairings pro-
vide a comprehensive view of character similarity.

4 Building Computational
Representations of Character

We build computational representations of charac-
ter from the output of two literary pipelines. We
construct representations out of the features they
extract: for BookNLP, events, quotes, and modi-
fiers; for FanfictionNLP, quotes and assertions.

4.1 Character Mentions

We use each pipeline to identify all character men-
tions, perform coreference resolution, and aggre-
gate character mentions. We then merge and filter
character clusters using a handwritten alias map for
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Austen character names.

4.2 Feature Embeddings

We retrieve contextualized embeddings for each
kind of feature. For events and modifiers, which are
single words, we retrieve a contextualized embed-
ding of the word in its context using T5 (11B) (Raf-
fel et al., 2020). For quotes and assertions, we
retrieve sentence embeddings using NV-Embed
(7.85B) (Lee et al., 2024). We center each kind
of feature embedding by subtracting the mean of
all embeddings for the feature.

For each feature and character, we construct a
character representation by averaging the embed-
dings of the character’s features. For events, we
average the character’s agent events and patient
events separately and concatenate the vectors. This
process produces 5 representations per character:
an assertion vector, a modifier vector, an event vec-
tor, and two quote vectors (one per pipeline).

Having produced these 5 representations for
each character, we are interested in exploring the
effectiveness of each kind of feature-based repre-
sentation in capturing character similarity. Thus,
we compute each result presented in Section 6 for
each of the 5 representations.

4.3 GPT-4 comparison

We provide a non-featured-based comparison by
querying a pretrained large language model, GPT-
4 (Achiam et al., 2023), for character similarity
rankings. Given the popularity of Austen’s work,
we assume that GPT-4’s training data contains all
six novels and many web pages discussing them.



We extract character similarities using three ap-
proaches: asking GPT-4 to select the most similar
character from a list of all benchmark characters;
asking GPT-4 to select the most similar character
and explain its choice; and asking GPT-4 to choose
the ten most similar characters from a list of all
benchmark characters. We repeat each experiment
5 times (further details in Appendix B).

5 Evaluating character similarity

We have proposed three benchmarks that capture
different aspects of character similarity. For the
social and narrative roles benchmarks, we are in-
terested in the similarity between characters in the
same groupings. For the expert benchmark, we are
interested in whether characters are most similar to
those they are paired with by experts.

5.1 Grouping evaluation

The Social and Narrative benchmarks define group-
ings of characters. We explore how strongly these
groupings are captured by computational character
representations using two evaluation metrics.

In-group Cosine Similarity We explore whether
characters are more similar to characters within
their group than those outside of their group. We
compute the average cosine similarity between a
grouped character and all other group members,
and compare it to the average cosine similarity be-
tween the character and non-group characters. We
call this in/out-group cosine similarity difference.

Most Similar Character We also ask whether
very similar characters come from the same groups.
We count how often the single character with high-
est cosine similarity to the target character belongs
to the same group.

5.2 Pairing evaluation

For the Expert benchmark, we measure the extent
to which the cosine similarities of each kind of
representation align with the expert-identified pairs
using three metrics:

Correlation We look at the correlation between
cosine similarity of two character representations
and the number of times experts describe the two
characters as similar. We calculate Pearson’s p to
measure the strength of the correlation.

21

Ranking similarity Literary experts may be
more interested in identifying highly similar char-
acters than in quantifying degrees of dissimilarity.
We identify the ten most similar characters accord-
ing experts and to cosine similarity, and compute
the alignment between the lists using Jaccard simi-
larity. Jaccard similarity measures the intersection
of the groups divided by their union. If the two lists
are completely different, their Jaccard similarity is
0; if they mostly agree, it is close to 1.

Top character in ten-most similar Finally, we
focus on the top expert-identified pairings. We
count how often the character who experts pair
most with a target character has one of the ten
highest cosine similarities to the target character.

6 Results

We explore how well computational representations
of character capture aspects of character similarity
using the three-part AustenAlike benchmark.

6.1 Narrative Roles Benchmark

The narrative roles benchmark explores similar-
ity between characters who play similar roles in
the plot of a novel. Are heroines similar to other
heroines? Are parents similar to other parents?
If parents are described similarly to other par-
ents, assertion- and modifier-based representations
should capture their similarity; if they say and do
similar things as other parents, their quote- and
event-based representations should be similar.

6.1.1 Are same-role characters more similar?

We test whether characters who share the same nar-
rative role are more similar than characters who
do not. We compare the average cosine similarity
of representations within a narrative role group to
their similarity to non-group members. We com-
pute the in-group and out-group scores for each
character in a target role group and average them.

Figure 2 plots the cosine similarity for characters
within the same narrative role group compared to
characters outside of the group. We observe that
event- and assertion-based representations are the
best at showing dissimilarity for characters outside
of the role group. The FanfictionNLP quote-based
representations show the weakest differences be-
tween in-group and out-group members.
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Figure 2: Narrative Role Benchmark: Mean cosine similarities between same-group characters and other characters

by representation type.

System Hero | Heroine | Deceiver | Rival | Wooer | Parent | Sibling
FanfictionNLP Assertions | 0.29 | 0.43 0.33 0 0 0.18 0.29
BookNLP Events 0 1 0.36 0.09 | 0.18 0.35 0
BookNLP Modifiers 0 0.86 0.33 0.2 0 0.27 0.18
BookNLP Quotes 0.13 | 0.78 0.57 0.33 | 043 0.08 0
FanfictionNLP Quotes 0 0.43 0 014 |0 0.18 0.08
GPT-4 043 | 043 0.5 0 0 0.33 0.25
GPT-4 Reasoning 086 | 1 0.83 0.17 | 0.5 0.42 0.08

Table 2: Narrative Role Benchmark: Average occurrence of most similar character in same narrative role group by
character representation. Characters from same novel are excluded.

6.1.2 Is the most similar character from the
same group?

We also explore whether a target character’s most
similar character belongs to the same narrative role
group. For each character, we count how often the
character with highest cosine similarity belongs to
the same role group. Feature-based representations
can be skewed towards same-novel similarity: for
instance, characters in Northanger Abbey are more
likely to engage in reading events since this is a
theme of the novel. We therefore explore results
with and without characters from the same novel.

Table 2 reports how often the most similar char-
acter occurs in the same role group, with same-
novel characters excluded (inclusive version in Ap-
pendix C). We see marked differences between
categories. Heroines are frequently similar to hero-
ines for all representations, while other groups have
lower rates of same-group membership.

The BookNLP quote representations capture nar-
rative role similarity better than the FanfictionNLP
quote representations, perhaps because BookNLP

is trained on literary fiction. However, Fanfic-
tionNLP assertions perform competitively in two of
the most challenging categories for feature-based
representations, Hero and Sibling.

We observe that GPT-4, when asked to justify its
decision, is more sensitive to narrative role than the
feature-based representations in about half of the
categories. However, without reasoning-prompting,
it is no better than the feature-based representations,
identifying selecting a heroine as the most similar
to heroines only 43% of the time.

Qualitatively, a challenging aspect of this bench-
mark seems to stem from young single characters
with different narrative roles. Like heroes and hero-
ines, deceivers, wooers, and rivals tend to be unmar-
ried and of a similar age. We observe that heroes
tend to be similar to deceivers (10/69 out-group
cases) and vice versa (12/50 out-group cases), and
rivals to heroines (26/64) and vice versa (6/31 out-
group cases), aligning with the social characteris-
tics of each set. The error patterns for the remaining
categories seem less clear, perhaps reflecting the
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Figure 3: Social Benchmark: average differences in cosine similarity between same-group characters and other
characters by character representation and social role group.

System Age | Gender | Income | Marital Status | Rank
FanfictionNLP Assertions | 0.16 | 0.9 0.02 0.5 0.34
BookNLP Events 0.23 | 0.76 0.07 0.51 0.29
BookNLP Modifiers 0.22 | 0.80 0.05 0.46 0.19
BookNLP Quotes 0.06 | 0.63 0.15 0.42 0.26
FanfictionNLP Quotes 0.13 | 0.54 0.02 0.3 0.25
GPT-4 0.26 | 0.80 0.21 0.52 0.42
GPT-4 Reasoning 0.32 | 0.98 0.07 0.58 0.39

Table 3: Social Benchmark: average occurrence of most similar characters in the same social group by character
representation. Characters from same novel are excluded.

limited mentions of parent characters and the more
heterogeneous characteristics of siblings.

6.2 Social Benchmark

The second AustenAlike benchmark evaluates char-
acter similarity on the basis of social characteristics.
It groups characters based on five demographic fea-
tures: rank, wealth, gender, age, and marital sta-
tus. Modifiers and assertions may directly describe
these characters. However, given that a character’s
social status delimits the set of actions and utter-
ances available to them, we also expect event- and
quote-based representations to echo back similari-
ties based on these characteristics.

6.2.1 How similar are characters with shared
social characteristics?

We explore whether characters within the same
group in each of the social categories are most
similar to each other. Figure 3 plots the average
cosine similarity for characters within the same
social group compared with non-group members.

We observe that the event-based representations
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are the most reliable for distinguishing social sim-
ilarity. Gender shows the sharpest in-group/out-
group differences for all three categories, followed
by income. Quote-based representations struggle
to capture similarity by social group: the Fanfic-
tionNLP quote-based representations do not cap-
ture differences for any of the criteria, while the
BookNLP quote-based representations show only a
(weak) in-group/out-group difference for income.

6.2.2 Is the most similar character from the
same group?

We also focus more narrowly on the top-most simi-
lar character. Table 3 shows how often the charac-
ter with the highest cosine similarity to the target
character occurs in the same social group. Top char-
acter representations most commonly share gender
and then marital status. This makes sense, since
Austen’s plots center around courtship: these key
aspects of identity should be reflected in how they
are described and the events they participate in.
GPT-4’s similarity judgments align with so-
cial characteristics more strongly than any of the



Dataset Pearson’s p | Jaccard Similarity | Top in Top 10
FanfictionNLP Assertions | 0.29 0.03 0.69
BookNLP Events 04 0.02 0.34
BookNLP Modifiers 0.28 0.01 0.29
BookNLP Quotes 0.27 0.03 0.56
FanfictionNLP Quotes 0.15 0.02 0.49

GPT-4 - - 0.52

GPT-4 Reasoning - - 0.56

GPT-4 Top Ten List - 0.02 -

Table 4: Expert Benchmark: measures of alignment between expert pairing counts and computational similarity.

feature-based representations. Quote-based rep-
resentations do not seem to capture similarity by
social characteristics as well as the other feature-
based representations in most categories.

6.3 Expert Benchmark

Our last benchmark takes an expert wisdom-of-the-
crowd approach. The expert benchmark contains
counts of character similarity pairings. We com-
pare these pairing counts to the cosine similarity
between the computational representations of the
two characters to evaluate how well computational
representations aligns with expert judgments of
character similarity.

6.3.1 Does cosine similarity correlate with
expert judgments?

We examine how well computational character rep-
resentations align with expert judgments by mea-
suring the correlation between expert character pair-
ings and cosine similarity. We posit that high qual-
ity computational representations should produce
higher cosine similarity between the characters that
are more frequently deemed similar by experts.

Table 4 shows the correlation between expert
pairing counts and cosine similarity for each of the
computational representations.

Overall, we observe moderate positive correla-
tions between the cosine similarity of character
representations and the number of expert similar-
ity pairings. The BookNLP event representations
correlate most strongly with expert pairings, while
the FanfictionNLP quote-based representations cor-
relate less strongly than other feature-based rep-
resentations. This converges with our social and
narratological similarity findings.

Although the expert benchmark is useful in dif-
ferentiating among feature-based representations,
it is also important to note that none of the feature-
based representations are strongly correlated with
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expert judgments. This shows that there are many
aspects of character similarity that are apparent to
human readers that remain uncaptured in the com-
putational character representations we explore.

6.3.2 Is there agreement on the most similar
characters?

Correlations between cosine similarity and expert
pairing counts may be skewed by very dissimilar
characters, whose expert pairings are few. We also
look at two measures of agreement for the most
similar characters.

For each character, we retrieve the ten characters
with the highest cosine similarity, and the ten char-
acters with whom they are most frequently paired
by experts. We then measure agreement by com-
puting the Jaccard similarity of the two sets.

Table 4 shows the average Jaccard similarity
these top ten sets. The Jaccard scores are uniformly
low, indicating that cosine similarity tends not to
identify the same set of highly similar characters as
experts. Interestingly, GPT-4 does not appear any
more successful at identifying expert-aligned sim-
ilar characters than the feature-based approaches,
despite its success in identifying socially and nar-
ratologically similar characters.

We also examine how often the single charac-
ter that experts compare most to a target character
occurs within the target’s top ten closest represen-
tations by cosine similarity. Table 4 shows the
average success on this lenient measure.

Even with this easier measure, the expert bench-
mark is quite challenging. GPT-4 includes the ex-
pert top character in its top ten list only half of the
time. The best feature-based representation, Fan-
fictionNLP assertions, include it 69% of the time.
Since this is a very lenient measure of success,
this illustrates the large gaps that remain between
similarity by computational representations of char-
acter, pretrained LLLM understanding of character



similarity, and expert evaluations.

7 Conclusion

We present AustenAlike, a three-part Jane Austen
benchmark for evaluating multiple aspects of char-
acter similarity: narrative role similarity, social
similarity, and expert judgments of character simi-
larity drawn from prior scholarly analysis. We use
AustenAlike to evaluate five computational repre-
sentations of character built atop features extracted
by pipelines for analyzing English literature.

We find that event- and assertion-based represen-
tations tend to capture character similarity better
than quote-based representations. Overall, how-
ever, our results show how much work still re-
mains to be done to improve computational rep-
resentations of character: feature-based representa-
tions and GPT-4 alike struggle to place the expert-
identified most similar character in their top ten
lists of character similarity. We hope that by pro-
viding a multi-faceted benchmark with expert judg-
ments, AustenAlike can guide future work on com-
putational representations of character.

Limitations

We have evaluated five kinds of feature-based char-
acter representations across two systems. However,
our approach has a number of limitations.

Noisy Character Data Both pipelines produce
character clusters with some amount of inconsis-
tency and error. In some cases, the pipelines failed
to resolve multiple ways of referring to the same
character (Miss Tilney, Eleanor Tilney). We post-
process the output with an Austen-specific alias
map; to extend our work to other works of liter-
ature, this post-processing step would need to be
manually extended.

Missing Characters Both pipelines failed to ex-
tract features for some characters included in our
benchmark. BookNLP failed to identify twelve
characters and FanfictionNLP failed to identify
four. This was most impactful in the siblings and
parents subsets of the narrative roles benchmark.

Generalizability Our benchmark focuses on
characters from the work of Jane Austen. As a
result, it may favor methods of deriving compu-
tational representations that are trained on simi-
lar literary text. This may affect our comparison
of FanfictionNLP and BookNLP quotes, as noted
above.
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Combining Character Data In this paper, we
compare 5 different kinds of feature-based repre-
sentations: events, assertions, modifiers, and quo-
tations extracted from two pipelines. However, it
would also be possible to combine these different
sources of information about a character, and use
them together. Future work could explore this kind
of merged representation.

Ethics Statement

Our work does not involve any human data. The
literary works we analyze are in the public domain.
The computational resources involved in our exper-
iments are also modest: all contextualized embed-
dings were extracted using less than 12 hours on a
single Nvidia RTX A6000 GPU.
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Category Group N
Rank Nobility 2
Titled Gentry | 15
Gentle 48
New Gentle | 5
Clergy 12
Military 13
Profession 14
Wealth £50 8
£51-£250 7
£251-£500 9
£501-£1000 | 8
£1001-£3000 | 6
£3001+ 5
Gender Male 50
Female 59
Age <18 8
18-20 13
21-24 16
25-27 18
28-30 12
31-40 13
41-50 19
51+ 10
Marital Status | Single 48
Transitional | 6
Married 42
Widowed 13

Table 5: Social Characteristics benchmark summary

A Further Details of Benchmark
Construction

A.1 Social Benchmark

Rank To achieve a more even balance across
groups, we partition untitled gentry into two groups:
New Gentle, characters whose fathers were not gen-
tlemen, and Gentle, representing more established
gentry. We consolidate professional characters into
three groups: a military group encompassing the
army and navy; a professional group encompass-
ing business, law, and farming; and a clergy group.
This totals six categories: New Gentle, Gentle, Gen-
try, Military, Profession, Clergy, and Nobility.

Wealth Wealth for women is generally reported
as a total sum, while men’s fortunes are typically
stated in terms of yearly income. We convert all fig-
ures to yearly incomes assuming the 5% yearly div-
idend standard during Austen’s time (Toran, 2015).
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Marital Status Marital status tends to remain
stable until the end of each novel: although many
single characters marry, most marriages take place
in the last chapter.

A.2 Narrative Roles Benchmark

Heroines All Jane Austen novels involve young
people finding marriage partners. Each novel has at
least one protagonist who is an unmarried woman
seeking a marriage partner. Sense and Sensibil-
ity focuses on a pair of sisters who both marry
by the end of the novel; we treat both as protag-
onists/heroines. Heroines should be particularly
easy to distinguish from other narrative roles since
they are the main viewpoint characters in Austen’s
novels.

Heroes We use the term hero for the character
that each protagonist marries at the novel’s end.

Deceiver Each of Austen’s novels features at
least one character who lies in a way that sets
key events in motion. Frequently, this character
misrepresents himself to the heroine in a key way
(Wickham in Pride and Prejudice; Willoughby in
Sense and Sensibility); in other cases, the character
lies to conceal an ulterior motive (William Elliot
in Persuasion; Frank Churchill in Emma). In one
case, this character spreads lies about the heroine
herself (John Thorpe in Northanger Abbey).

Rivals and Wooers In each of the six novels,
there is at least one character who serves as a rival,
an alternate love interest for the hero. In all but
one novel (Sense & Sensibility), there is a character
who unsuccessfully courts the heroine; we refer to
these characters as wooers.

Family roles Austen’s novels are concerned with
domestic settings and interactions within a rela-
tively confined society. As a result, there are numer-
ous family members. We look at two groups: par-
ents and siblings. In the case of Mansfield Park, in
which the heroine is raised in her uncle’s family, we
considered including her guardians but excluded
them to be consistent with other mentors (Lady
Russell in Persuasion) and temporary guardians
(the Allens in Northanger Abbey).

B Further Details of GPT-4 Experiments

We run three experiments to extract character simi-
larities from GPT-4: a top character experiment, a
top character experiment with reasoning, and a top



ten characters experiment. We run each experiment
five times at temperature=0.2.

The prompts are shown below (full list of
characters omitted for readability). c represents
the name of the target character, and clndex is that
character’s number in the list.

Top Character Prompt

Consider the following list of Jane Austen charac-
ters:

1. Anna Weston

2. Augusta Elton

108. Sir John Middleton
109. Thomas Palmer

Which character is ¢ most similar to (other than
¢)? Respond with only a number. Do not choose
clndex.

Top Character with Reasoning Prompt
Consider the following list of Jane Austen charac-
ters:

1. Anna Weston

2. Augusta Elton

108. Sir John Middleton
109. Thomas Palmer

Which character is ¢ most similar to (other than ¢)?
Describe your reasoning and then reply with the
number of the character. Do not choose clndex.

Top Ten Characters Prompt

Consider the following list of Jane Austen charac-
ters:

1. Anna Weston

2. Augusta Elton

108. Sir John Middleton
109. Thomas Palmer

List the 10 characters that are most similar to ¢
(other than ¢). Consider characters from all Austen
novels. Reply with just their numbers. Do not
choose cIndex.

C Further Results

C.1 Narrative Role Benchmark

Table 6 shows how often the most similar character
is within the same narrative role set as the target
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character, with all books included. Table 2 excludes
characters from the same book.

C.2 Social Benchmark

Table 7 shows how often the most similar character
is within the same social role set as the target char-
acter, with all books included. Table 3 excludes
characters from the same book.

C.3 Expert Benchmark

Tables 8 and 9 shows Pearson’s p correlations be-
tween cosine similarity and expert pairing counts
by novel, with characters from the same novel in-
cluded and excluded respectively.



System Hero | Heroine | Deceiver | Rival | Wooer | Parent | Sibling
FanfictionNLP Assertions | 0.14 | 0.36 0.17 0 0 0.18 0.25
BookNLP Events 0.07 |1 0.33 0.08 | 0.17 0.36 0
BookNLP Modifiers 0 0.86 0.33 025 |0 0.27 0.18
BookNLP Quotes 0.07 | 0.64 0.33 0.17 | 0.25 0.09 0
FanfictionNLP Quotes 0.14 | 0.21 0 0.08 |0 0.14 0.08
GPT-4 043 | 043 0.5 0 0 0.33 0.25
GPT-4 Reasoning 0.86 |1 0.83 0.17 | 0.5 0.42 0.08

Table 6: Narrative Role Benchmark: Average occurrence of most similar character in same narrative role group by
character representation. Characters from same novel are included.

System Age | Gender | Income | Marital Status | Rank
FanfictionNLP Assertions | 0.18 | 0.75 0.13 0.52 0.41
BookNLP Events 0.23 | 0.77 0.13 0.51 0.30
BookNLP Modifiers 0.21 | 0.78 0.07 0.46 0.19
BookNLP Quotes 0.09 | 0.58 0.15 0.40 0.34
FanfictionNLP Quotes 0.10 | 0.49 0.05 0.37 0.34
GPT-4 0.26 | 0.80 0.21 0.52 0.42
GPT-4 Reasoning 0.32 | 0.98 0.07 0.58 0.39

Table 7: Social Benchmark: average occurrence of most similar characters in the same social group by character
representation. Characters from same novel are included.

Novel Emma | MP | NA | Pers. | P&P | S&S | All
FanfictionNLP Assertions | 0.30 038 | 0.29 | 0.27 | 0.23 | 0.28 | 0.29
BookNLP Events 0.44 044 1043 | 031 | 037 [043 |04
BookNLP Modifiers 0.31 0310251026 | 0.26 | 0.29 | 0.28
BookNLP Quotes 0.26 0.28 | 0.28 | 0.20 | 0.24 | 0.35 | 0.27
FanfictionNLP Quotes 0.21 0.20 | 0.15 | 0.11 | 0.10 | O0.11 | 0.15

Table 8: Expert Benchmark: Pearson’s p correlation between cosine similarity and expert pairing count by character
representation. Character pairs with no expert mentions are excluded.

Novel Emma | MP | NA | Pers. | P&P | S&S | All
FanfictionNLP Assertions | 0.3 0.38 | 0.34 | 0.23 | 0.33 | 0.27
BookNLP Events 0.47 048 | 0.50 | 0.47 | 0.45 | 048
BookNLP Modifiers 0.34 0.37 |1 0.33 | 0.38 | 0.34 | 0.35
BookNLP Quotes 0.16 0.11 | 0.27 | 0.13 | 0.28 | 0.27
FanfictionNLP Quotes -0.01 | 0.04 | 0.15|0.04 | 0.04 | -0.07

Table 9: Expert Benchmark: Pearson’s p correlation between cosine similarity and expert pairing count by character
representation. Characters from the same novel are excluded. Character pairs with no expert mentions are excluded.
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Abstract

This study explores the potential of large lan-
guage models (LLMs) for identifying and ex-
amining intertextual relationships within bib-
lical, Koine Greek texts. By evaluating the
performance of LLMs on various intertextual-
ity scenarios the study demonstrates that these
models can detect direct quotations, allusions,
and echoes between texts. The LLM’s abil-
ity to generate novel intertextual observations
and connections highlights its potential to un-
cover new insights. However, the model also
struggles with long query passages and the in-
clusion of false intertextual dependences, em-
phasizing the importance of expert evaluation.
The expert-in-the-loop methodology presented
offers a scalable approach for intertextual re-
search into the complex web of intertextuality
within and beyond the biblical corpus.

1 Introduction

Intertextuality, coined by Julia Kristeva (Kristeva,
1980), proposes that the meaning which should be
understood as intended by an author is that most
relevant in the common zeitgeist. However, like
stacked layers of a fuzzy neural network (Kwan and
Cai, 1994), authors’ work transforms the meaning
of the input linguistic “sign” so that the understand-
ing incumbent on future works is forever changed.

As shown in Figure 1, many contemporary refer-
ences to Satan depend more (but not exclusively)
upon Milton than the Bible, while Genesis provides
the base understanding invoked and transformed by
Milton (Allen, 2011). This notion of an intertextual
network is an extension of the intertextual graphs
discussed in Kuznetsov et al. (2022) as it supposes
a non-linear transformation is applied by the author
in the work to the inherited linguistic sign.

When the date of authorship and lineage of a
text are known, the structure of the network can be

"Equal Contribution

[fl(ZVi(iEi)) = Paradise Lost }
1=
—

0.9
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Figure 1: Example approximated intertextual depen-
dence over Genesis, Paradise Lost (Milton, 2005), and
Hocus Pocus (Ortega, 1993). Future works depend on
past related texts with some weight. Subsequent work
transforms the combined inherited weighted representa-
tions like a neural activation function.

asserted and the weights may be studied to under-
stand intertextualities. However, in biblical studies,
texts are often dated imprecisely or may not have
been sufficiently distributed to support confident
assertions of textual dependence. Therefore, the
presence of a strong intertextual dependence can
provide both important situational and interpreta-
tional guidance for the passage.

While many such intertextual depencies have
been documented, the relative youth of the inter-
pretational framework and the vast number of rela-
tively co-temporal texts makes searching for poten-
tial intertextualities tedious.

Table 1: List of Contributions

Contribution 1  We find that the query length has a significant impact

while long corpora pose no issue to retrieval.

Contribution 2 We identify a pattern of LLM usage that augments an
expert’s ability to catalogue and evaluate the weight

of intertextual dependencies in Koine Greek.

We identify types of errors made by the LLM.

Contribution 3
Contribution 4

We show that LLMs perform intertextual analysis
by retrieving known intertextualities and by directly
comparing the similarity of passages.

Contribution 5  We identify a strong previously undocumented inter-

textuality through LLM support.

This paper seeks to use large language models
(LLMs) to identify and examine the strength of
intertextual relationships within biblical texts. By

Proceedings of the 4th International Conference on Natural Language Processing for Digital Humanities, pages 31-40
November 16, 2024. ©2024 Association for Computational Linguistics



using LLMs to detect intertextuality in biblical writ-
ings, the user can establish patterns of usage by
individual biblical authors and shed light on how
texts were understood and reinterpreted by later
writers and illuminate the understanding transmit-
ted by the author from inherited concepts.

Armed with an appropriate pattern of LLM us-
age, researchers may be able to scale their efforts
and shed light on long-standing questions in bib-
lical studies. Further, the methodology can be ap-
plied to texts and contexts outside the biblical cor-
pus.

In the following sections we provide the neces-
sary background regarding LLMs and intertextual
analysis, discuss the experiments used to substan-
tiate the contributions in Table 1, and describe the
experimental results. We conclude with a discus-
sion of the limitations of this work.

2 Background

Richard Hays’ seminal work, Echoes of Scripture
in the Letters of Paul, established intertextuality
as a central concern of biblical interpretation for
subsequent research (Hays, 1989). The interest in
biblical intertextuality has only grown through the
years, yet a lack of standardized definitions and
methodology remains (Emadi, 2015).

Discerning intertextual relationships in biblical
texts is not always a straightforward endeavor. Bib-
lical texts often reference previous writings, both
biblical and extra-biblical. Biblical authors are fre-
quently creative in how they use other texts and
do not always cite their sources. Often biblical
authors will merely allude to, paraphrase, or cre-
atively embed intertextual elements in their writing.
This makes intertextual studies challenging and, at
times, controversial.

The study of biblical intertextuality is relevant
to understanding the relationship of the Old Tes-
tament to the New Testament, how later biblical
writers understood and interpreted previous texts,
and how much contemporary writers knew of other
current writings. One prominent area of intertex-
tual study is the synoptic problem, which addresses
the relationships of the three synoptic gospels to
one another in relation to their interdependence,
sources, and manner of composition. Intertextu-
ality has also paved the way for fresh analyses of
the relationship between Paul and Jesus (Wenham,
1995). Advances in intertextual analysis through
Al and LLMs have the potential to illuminate such
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important issues in biblical studies.

2.1 LLMs

Transformer-based large language models (LLMs)
like Claude (Anthropic, 2024) have been shown to
be remarkably capable of language analysis. LLMs
function by generating context aware embeddings
of the tokenized words in the context and gener-
ating an attention-filtered compression given the
current last word in the sequence. The compres-
sion is then fed to a non-linear function in the form
of a neural network. This process of projection,
attention, compression, and non-linear mapping is
repeated serially through the layers of the LLM.

Projection into an embedding space has been
shown to permit semantic and syntactic reasoning
(Mikolov, 2013) through a continuous vector repre-
sentation. Further, attention has been shown to en-
able more long range dependencies and meanings
to be captured and conveyed into the compressed
representation of input text (Bahdanau, 2014). Fi-
nally, the feed-forward non-linear mapping pro-
vides more efficient learning from the available
data (Vaswani, 2017) and universal computation
over the input text (Roberts, 2023).

While the technological innovation associated
with transformers (Vaswani, 2017) is arguably an
increment over natural language processing (NLP)
techniques that introduced word vectors (Mikolov,
2013) and attention (Bahdanau, 2014), LLMs have
proved to be a revolutionary advance in the perfor-
mance of virtually all NLP tasks.

2.1.1 Related Work

In Coffee et al. (2012), the authors specifically
sought to detect textual allusions by identifying
shared words between two texts. They found this
method was able to identify previously uncata-
logued passages that may contain allusions. While
this work was an important step, it is brittle to su-
perficial word overlap and does not have the ability
to reason about more nuanced contact between the
texts (themes, synonyms, etc).

Dai et al. (2023) and Yu et al. (2024) used GPT-
3.5 and GPT-4 (Radford et al., 2019) to do thematic
coding. In each, the authors compare the theme
label generated by the LLM to the label generated
by a human annotators. They show that the tested
LLMs tend to be able to reason over thematic con-
tent. Finally, Khan et al. (2024) performed LLM
assisted corpus coding for function-to-form prag-
matic and discourse analysis.



The existing work demonstrates compelling
progress toward scalable, automated reasoning for
qualitative textual analysis with human collabora-
tion. However, our work importantly augments
the existing literature in four ways: 1) direct quali-
tative intertextual comparison by an LLM, 2) the
task requires retrieval rather than labeling, 3) the
prompt pattern is intended to augment rather than
automate human ability, and 4) texts are presented
in a non-English language (Koine Greek).

3 Definitions and Criteria

This paper is concerned with identifying and re-
trieving specific literary dependencies between bib-
lical texts in Koine Greek using Claude Opus (An-
thropic, 2024) which can be evaluated by the expert-
in-the-loop to understand intertextual dependence
and weight. Due to the multivalent nature of bib-
lical intertextuality, the dependencies may appear
as direct quotations, allusions, or echoes (Hays,
1989). Allusion can be defined as an indirect refer-
ence with some definable characteristics, such as
lexical or thematic correspondence. Echoes, how-
ever, are subtle references that may exist purely on
a structural or conceptual level or a single specific
keyword. While direct quotations are usually ap-
parent to the reader, allusions and echoes require
some criteria to help with identification.

Hays (1989) enumerates seven criteria for de-
termining allusions and echoes: availability of the
source to the author, volume (characterized by rep-
etition, distinct patterns, prominence), recurrence
of the citation by the author, thematic coherence,
historical plausibility, history of interpretation, and
satisfaction or sensibility. For this study, we will
use Hays’ criteria as the expert lens for human eval-
uation of candidate intertextualities identified by
the LLM.

4 Methodology

We identify 6 passages each representing a unique
scenario of interest. We provide them to Claude
Opus via the pattern in Figure 2 and receive re-
sponses similar to that shown. The returned candi-
date intertextualities are then evaluated for strength
based on the criteria discussed above.

In support of the contributions listed in Table 1:
We 1) evaluate the effect of query and corpus length
by varying each while maintaining the passage and
prompt pattern. We 2) evaluate all passages in
Koine Greek with an author specialized to intertex-
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tual biblical analysis as the expert-in-the-loop pro-
viding evaluation over the candidates in the form
of a fuzzy weight (labeled as low, mid, or high)
as alluded to in Figure 1. We 3,4, and 5) identify
failure and performance modes across a compre-
hensive set of scenarios that present passages with
expected false positive, known true positive, prob-
able, speculative, hypothetical, and out-of-sample
true positive intertextualities.

Expert
I am looking for intertextualities,
that is quotations, allusions, or gen-
eral dependence on another passage,
between two passages. Identify rare
words that are mutually used as well.
Please denote potential intertextual-
ities between the corpus and query
passages below:
[Corpus]
[Query]

LLM

Here are the potential intertextual-
ities I identified between the two
passages:

1. The phrase “ev & pétpw METEELTE
uetenUroetar DMV’ in the corpus
passage is very similar to “¢) uéTpw
METEElTE, €V AT MeTpninosTo
LUV’ in the query. This appears to
be a direct quotation.

2. Both passages use the relatively
uncommon future passive verbs
“xerdnoecie” (you will be judged)
and “petpndnfoston” (it will be
measured). ...

5. Both exhort the audience to
act/treat others in a certain way,
using the 2nd person plural present
active verbs noteite (you do/make)
and 6{dote (you give).

Figure 2: Prompt pattern used to identify intertextuali-
ties between the corpus (to be searched) and the query
(passage of interest).



Table 2: Test Scenarios and corresponding corpus and
query passages.

Test Scenario Corpus Query

True Positive Matthew 7 1 Clement 13
False Positive Matthew 7 1 Peter 2:4-8
Probable Sirach 51 Matthew 11:25-30
Speculative Romans 3:19-5:11 Luke 18:9-14
Hypothesis 1 Matthew 10:5-42 Acts 20:17-35
Hypothesis 2 Matthew 10:5-42 Luke 10:2-12

Out-of-Sample Matthew 7 Fake Biblical Stylized Text

4.1 Selected Texts and Scenarios

Matthew 7 is tested against two texts, a known
positive and a known passage with superficial sim-
ilarity, to evaluate the model’s sensitivity in the
cases of true positive and expected false positive.
In 1 Clement 13, the author directly quotes from
Matthew 7:1-2 and attributes the quote to Jesus.
1 Peter 2:4-8 contains no known parallel with
Matthew 7 but shares a common stone metaphor
with Matthew 7:24-27.

The remaining four sets are all experimental or
hypothetical in some way. First, similar to the
true positive, some scholars argue that Matthew
11:25-30 depends on Sirach 51 while others merely
acknowledge the similarities (Hagner, 1993). On
the other hand, most scholars reject dependence be-
tween Romans and Luke 18:9-14 but acknowledge
superficial thematic similarity (Johnson, 1991).

We suspect Matthew 10:5-42 to have literary in-
terdependence with Acts 20:17-35 based on novel,
unpublished research. However, no known propo-
nent of this relationship exists. Interestingly, the
implications of this scenario can potentially inform
the debate surrounding the synoptic problem.

Finally, to test if LLMs can identify truly novel
intertextualities apart from potential knowledge
from an unknown pretraining corpus, we develop a
novel passage that shares features with Matthew 7
regarding a fish and a tree.

While intertextuality can exist across texts com-
posed in different languages, we chose texts com-
posed in Koine Greek to keep the project manage-
able. Since intertextuality often depends on lexical
forms, unique vocabulary, and morphological fea-
tures, we conducted the exercises in Greek rather
than English translations. Further, research in the
field of new testament studies is conducted in Greek
, and we hope LLMs will be used to augment the
work of other researchers in this space.
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S Experiments

5.1 True Positive: Matthew 7 & 1 Clement 13

Background: In 1 Clement 13, the author seems to
synthesize several related sayings that can be found
throughout the Sermon on the Mount (Holmes,
2007). Scholars date the writing of 1 Clement
as being after or contemporary with the composi-
tion of Matthew’s gospel. While it is possible that
the authors of both texts draw from a hypothetical
common source, no such document exists, and the
grouping of the same sayings in both texts suggests
some direct dependence (Holmes, 2007).

Candidate Intertextualities: The language
model identified the phrase, “With the measure
you use, it will be measured to you,” as a direct
quote (Matt. 7:2). In Greek, the only variation from
the Matthean text is the omission of the preposition
¢v (“by the measure you use”) and the addition of
the prepositional phrase év adtd (“by this it will
be measured”). The model detected other lexical
parallels, such as the use of the verb xpivete “you
judge” and xprirficecie “you will be judged,” as
well as the usage of d{dwut “give” (Matt. 7:7).

The model also detected morphological similar-
ities in verbs used, such as the use of the future
passive forms petpnirioeton “it will be measured”
and xpuioeole “you will be judged.” It also de-
tected identical imperative forms in person, number,
tense, and voice: nolgite (you do) and 8{dote (you
give). The model detected general thematic and
structural features common to both texts.

Observations & Analysis: The 1 Clement cita-
tion explicitly credits Jesus with the sayings (“Let
us remember the words of the Lord Jesus™). In-
terestingly, the model mentioned sayings not in-
cluded in Matthew chapter 7 but did not locate
them. This indicates that the model was work-
ing within the boundaries of the provided texts but
utilizing broader knowledge acquired during pre-
training. When we reran the exercise and omitted
the explicit reference to Jesus, the model did not
acknowledge the additional sayings. The language
model generated no false positives and the weight
of the intertextual dependence is high.

5.2 False Positive: Matthew 7 & 1 Peter 2:4-8

Background: 1 Peter bears no evidence of direct
literary dependence on the synoptic gospels. How-
ever, both Matthew 7:24-27 and 1 Peter 2:4-8 use
stone metaphors. This provides an opportunity to
identify model sensitivity to false positives. As ex-



pected, the model retrieved the superficial textual
similarities.

Candidate Intertextualities: The model con-
cluded that 1 Peter 2:4-8 drew on the imagery and
language of Matthew 7. It cited the use of construc-
tion metaphors, the use of nétpa “rock/stone” and
TpooxoTTw and mpdoxoppa “‘stumble/stumbling
stone,” and the theme of “two ways” in both pas-
sages. However, the model’s assertion of direct
dependence can be confirmed as a false positive
since the pertinent references in 1 Peter 2:4-8 are
explicit quotations from the Old Testament (Mar-
car, 2016).

Observations & Analysis: While the model
provided a false positive, the exercise was helpful.
First, the model built a convincing case with several
concrete and sound data points. There are striking
similarities between Matthew 7 and 1 Peter 2:4-8.
Additionally, the model identified the motif of a
rejected stone in both passages. This is the explicit
content of the Psalm 118 citation in 1 Peter 2:7, but
the model detected the same motif in Matthew 7:9.

However, the shared Old Testament tradition
best accounts for these similarities since the stone
motif from Isaiah and Psalms is extensively cited in
the New Testament. This gives warrant to further
research into the potential intertextual link between
the Isaiah and Psalms texts with Matthew 7. The
language model generated valid candidates with
no false positives. The weight of the intertextual
dependence is low, but likelihood of shared depen-
dence with a common pretext is mid to high.

5.3 Probable: Sirach 51 & Matthew 11:25-30

Background: The Wisdom of Ben-Sirach, or Sir-
ach, is a second-century B.C.E. Jewish wisdom
book in the Deutero-canonical (or apocryphal) writ-
ings. Some scholars maintain that Sirach 51 pro-
vides the background to Jesus” words in Matthew
11:25-30, but it is not a universally affirmed inter-
textual connection (Hagner, 1993). This experi-
ment will confirm whether LLMs can contribute
to a positive case for intertextuality between these
writings.

Candidate Intertextualities: The model listed
several anticipated intertextual links, such as the
theme of revealed wisdom, references to the “yoke”
of wisdom, instruction, and finding rest. These
were valid intertextual candidates and are supported
by prominent commentators (Luz and Crouch,
2001). The most meaningful contribution was re-
lated to the structure of the passages. The model

noted that both passages begin with thanksgiving
and an acknowledgment of God as father (Sirach
51:1, 10; Matthew 11:25-27). It further elaborated
that the rhetorical form consisting of a prayer to
God followed by an exhortation to seek wisdom
was an established pattern in Jewish wisdom liter-
ature. The LLM neither confirmed nor denied a
direct intertextual relationship between the corpus
and query but suggested that the passages draw on
similar rhetorical patterns.

Observations & Analysis: Our interest turned
to the rhetorical form of the passages and where
else this form might occur. When prompted, the
LLM provided examples of biblical and extra-
biblical texts that reflect this pattern and cited rel-
evant existing research. In this way, the model
generated candidate texts for further study. We are
unaware of anyone making this distinction regard-
ing the relationship between Sirach 51 and Matthew
11:25-30. Also, there appears to be no established
nomenclature for this rhetorical phenomenon.

Further research could shed light not only on the
question of intertextuality but also on the literary
unity of Sirach 51. This chapter is composed of
three poems, and the question of its unity and his-
tory of composition is unsettled (Goodman et al.,
2012). The insights of the language model have
revealed a connection between issues of intertextu-
ality, Jewish wisdom rhetoric, and literary compo-
sition, which merits further research.

The language model generated valid candidates
with no false positives and the weight of the inter-
textual dependence is mid.

5.4 Speculative: Romans 3:19-5:11 & Luke
18:9-14

Background: This experiment involves the rela-
tionship of Jesus’ sayings to the teachings of Paul.
Intertextual analysis of Jesus’ sayings and Paul’s
writings has produced fruitful results, leading Wen-
ham (1995), Allison (1982), and others to posit
a close connection between Jesus and Paul. The
parable in Luke 18:9-14 tells us that the sinful tax
collector was “justified” while the Pharisee was not.
Here, Luke uses the verb duxoudw “justify” in a sim-
ilar manner as Paul when he writes of justification
by faith in Romans. The scholarly consensus is that
while there is an overlap of ideas, there is no literary
interdependence between these two texts (Johnson,
1991). We chose these texts to learn whether LLMs
could provide evidence of intertextuality.

The corpus passage, Romans 3:19-5:11, was cho-



Acts 20:17-35

Connection type

Matthew 10:5-42 Connection type

Luke 10:2-12

19, 23 Paul’s recounts his suffer-

ing

Thematic

17-19, 23 Jesus promises suffer-
ing

22-23 Holy Spirit/persecution

Lexical & Thematic

20 Holy Spirit/persecution

23 in every city

Lexical & Thematic

5, 11, 14-15 whatever city you Lexical & Thematic

enter

8, 10, 12 whenever you enter a
city

24 Paul counts his life of no
value

Lexical & Thematic

39 Whoever loses his life finds it

24 testify Lexical 18 testify
25 proclaiming the kingdom Lexical 7 proclaim. .. the kingdom. .. Lexical 9 the kingdom has come
28-29 church as flock Thematic 6 Israel as sheep

29 wolves among sheep

Lexical & Thematic

16 sheep among wolves Lexical & Thematic

3 sheep among wolves

33 silver, gold, apparel Lexical & Thematic 9-10 gold, silver... two tunics Thematic 4 moneybag, knapsack, sandals
35 Paul’s hard work Thematic 10 worker worthy of food Thematic 7 worker worthy of wages

35 help the weak dodevoivtwy Lexical 8 heal the sick dolevolvrag Lexical 9 heal the sick dodevolvtac
35 more blessed to give than to Lexical 8 freely you have received, freely

receive

give

Table 3: Candidate Intertextualities for Acts 20:17-35 to Matthew 10:5-42 and Luke 10:2-12 to Matthew 10:5-42

sen based on the distribution of the word duxotdw in
Romans. The word occurs 15 times in Romans; the
selected portion contains nine occurrences. When
we asked the model to narrow the corpus passage
to the most concentrated section of potential inter-
textual connections, it identified Romans 3:21-4:8
as the portion with the highest density and differen-
tiated it from the subsequent paragraph about Abra-
ham. Seven of the nine occurrences of dtxoudw in
the original corpus occur within the narrowed cor-
pus. By narrowing the corpus, the LLM conducted
what Guthrie (1993) calls "cohesion shift analysis"
which detects shifts in "cohesion fields" usually
around paragraph breaks.

Candidate Intertextualities: The LLM picked
up on the repeated key terms Owaudw “justify”
and auopTwAog “sinner” as well as their cognate
noun forms dixatocVvn “righteousness/justice” and
apoptio “sin” which occur frequently in the corpus.
The LLM made loose thematic connections as well,
such as the central role faith plays in both passages
(although the Greek word nioTic is not used in
Luke 18:9-14). The model rightly noted that both
passages feature righteousness apart from works or
boasting. The Pharisee in Luke 18:9-14 illustrates
the concept which is explicit in Romans 3:21-4:8.

The LLM rightly notes the occurrence of a rare
word in both passages. In Romans 3:25, Christ is
a oo trplov “propitiation” for sin, and in Luke
18:13, the tax collector asks God to iAdodntl “pro-
pitiate” him, the sinner (quaptwAog). The words
are cognates: a noun in Romans and a verb in Luke.
Both words only occur twice in the New Testament
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(the other occurrences are in the Epistle to the He-
brews). The LLM curiously cited references to
Abraham as an intertextual candidate, while there
is no reference to Abraham in Luke 18:9-14.

We then asked the LLM to locate potential in-
tertextual references to Romans 3:21-4:8 in the
preceding and subsequent pericopes. Using Luke
18:1-8 as the new query, the LLM found two lex-
ical correspondences. The use of the word nticTic
“faith” in Luke 18:8 and two cognate words with
Oon6w/Ouxanocivr), Exdixncdv meaning ‘“‘grant
justice” and d&dixioc which describes the “unrigh-
teous” judge.

Next, we asked the LLM to analyze Luke 18:15-
27, which follows the original query passage. It
provided three meaningful connections. It juxta-
posed the emphasis on righteousness apart from
the law in Romans to the focus on keeping the
law in Luke 18:20-21. The LLM also noted the
correspondence between the righteousness of God
in Romans and the statement in Luke 18:19 that
“none is good except God alone.” The LLM corre-
lated the statement in Luke 18:27 that nothing is
impossible with God with the claim in Romans 4:5
that God justifies the ungodly, which is impossible
with man.

Observations & Analysis:

While this exercise did not yield groundbreak-
ing insights, the LLM provided valuable analysis
of the passages in question and handled multiple
queries well. When asked to evaluate the three
queries in terms of their relatedness to the corpus,
the model identified the original query as the most



related. However, at no point did the LLM assert
direct literary dependence between the corpus and
queries.

The language model generated valid candidates
with one false positive and the weight of the inter-
textual dependence is low to mid.

5.5 Hypothesis: Matthew 10:5-42, Acts
20:17-35, & Luke 10:2-12

Background: The rationale behind this exercise
is exploratory. While working on another project,
we found a journal article that noted similarities
between Paul’s farewell discourse in Acts 20:17-35
and Jesus’ commissioning of the disciples (Brown,
1963). Upon analyzing the passages, we suspected
direct literary dependence between Matthew 10:5-
42 and Acts 20:17-35 though no known scholarship
explores intertextual connections between these
passages. Since the passages in Matthew and Luke
are parallel passages, we ran both against Acts
20:17-35 to see which had the strongest connec-
tions. Interestingly, Acts 20:17-35 and Luke 10:2-
12 do not appear to have as strong of an intertextual
dependence even though they share an author.

Observations & Analysis: While the model ac-
knowledged the possibility of literary dependence
with both, it cited six intertextualities with Luke
and twelve with Matthew. This is mainly due to
Matthew’s expanded version of the missionary dis-
course. Matthew’s version contains unique mate-
rial not included in Luke but alluded to in the Acts
discourse. This is a remarkable observation con-
sidering that Luke and Acts have the same author,
and Luke’s version of the missionary discourse
omits much of the Matthean material present in
Acts 20:17-35.

When using Acts 20:17-35 as the query passage,
the LLM provided several parallels and concluded
that the passage was dependent on the Matthew pas-
sage. However, we continued submitting prompts
and encountered false information and non-sequitur
reasoning. We determined that this was due to the
query size. We broke the query passage into smaller
sections and ran each section separately. Reducing
the query size also reduced the number of parallels,
and the LLM did not recognize patterns of literary
dependence when working through the query one
section at a time.

The language model generated over a dozen
valid candidates with some false positives and the
weight of the intertextual dependence is high.
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5.6 Out-of-Sample: Matthew 7 & Fish and
the Tree

Background: This comparison is intended to eval-
uate the LLM’s ability to retrieve intertextualities
when it is guaranteed that the model has no back-
ground information from pre-training on which to
draw intertextual information. A novel, moralistic
story stylized via an LLM was written in Koine
Greek involving a tree and a fish. This story in-
tentionally included motifs and words from the
Matthean passage.

Candidate Intertextualities: The model gen-
erated the following intertextual candidates: the
metaphor of a tree bearing fruit, the word iy0¢
(fish), the thematic similarity between deep roots
and a rock foundation, and the thematic similar-
ity between deep roots of faith and good fruits of
faith. The model generated two false positives by
identifying the words notoudc (river) and dryadodc
(good) as rare words. The word dyaddc occurs 101
times in the New Testament while notapédc occurs
17 times.

Observations & Analysis: The model correctly
identified intertextual similarities even though the
query passage was entirely out of context. This
shows with certainty that LLMs are capable of in-
tertextual candidate retrieval without apriori knowl-
edge.

English Translation of the Parable of the Fish
& the Tree: The river flows through the forest,
and by the river there is a great tree. But the tree
bore good fruit and gave shade to the animals of
the forest. But in the river there is a small fish,
which asks for food every day. And the fish saw
the tree and its fruits falling into the water. And
he ate of the fruit and gave thanks to the tree. But
there was a great flood and the river was flooded.
But the river dragged the fish away from the tree.
And the fish was troubled and afraid, having no
food or shelter. But the tree had deep and strong
roots, and it remained firm in the flood. And when
the water receded, the fish found its way to the tree
again. And they lived in peace, the tree providing
and the fish giving thanks. Likewise we, if we have
a deep root of faith, remain firm in tribulations
and will find the way to God again. Because He
always provides us with His goods according to the
measure of our faith.



6 Results and Observations

The LLM successfully identified lexical correspon-
dences by detecting common words and analyz-
ing morphological data in verbal forms, including
tense, mood, voice, person, and number. It also
provided keyword statistics, sometimes identify-
ing rare words and the number of occurrences in
the New Testament. The model identified direct
quotes, even when the quoted form was adapted
or paraphrased. It made an important distinction
between direct quotes and verbatim citations. Dis-
cerning a direct quote not in verbatim form shows
advanced language processing capability. In addi-
tion to detecting these textual phenomena, the LLM
also identified areas where these features were most
dense within a larger corpus.

In addition to lexical and textual analysis, the
LLM found intertextual relationships through other
modes of analysis. The model performed contex-
tual analysis of the passages. It could differentiate
between the usage of the same word in two differ-
ent contexts. The same word used in a different
context from the corpus text was not afforded the
same weight as a word used in a similar or identical
context. Additionally, the model could detect the-
matic correspondence when no lexical parallel was
present. It also detected shared structural features
that indicate relatedness between texts.

It is worth noting that the level of analysis con-
ducted by the LLLM has great potential beyond in-
tertextual study. The type of structural, lexical, and
morphological analysis modeled here has been pro-
ductively used for discourse analysis (Umphrey,
2022). Like intertextual studies, discourse analysis
suffers from a lack of clear methodological con-
sensus and could benefit from the advancements
offered by LLMs.

6.1 Evidence of Novel Intertextual Work

One concern of this type of experiment is that
the language model would draw from background
knowledge in the training data rather than conduct-
ing novel analyses of the provided texts. On mul-
tiple occasions, the LLM demonstrated the ability
to reason exclusively from provided texts yet draw
from its knowledge bank as necessary. When an-
alyzing the sayings of Jesus in 1 Clement 13, it
acknowledged that some of the sayings were from
outside the corpus text of Matthew 7 but did rec-
ognize the previous chapters of the Sermon on the
Mount as their source (Matthew 5-7). This indi-
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cates that the LLM was doing a closed analysis of
the provided texts. Similarly, the LLM asserted
intertextual dependence between 1 Peter 2:4-8 and
Matthew 7, when the correspondence points are di-
rect quotations from Isaiah and Psalms. The model
reasoned from the provided texts without looking
outside them. This suggests the LLM tended to
limit the scope of consideration, avoiding irrele-
vant retrieval beyond the target passage.

The analysis of Sirach 51 provided what appears
to be a completely novel intertextual observation
regarding the structure of both passages. Further-
more, the intertextual links discovered in the analy-
sis of Acts and Matthew seem to be without prece-
dent in the scholarly literature. These observations
have potential for future research. We are con-
vinced that LLMs have great potential for gener-
ating novel research ideas for biblical intertextual
studies.

Finally, by retrieving intertextual candidates for
an unseen passage, the LLM has shown that it is
able to reason over complex intertextualities with-
out the benefit of pre-trained knowledge.

7 Conclusions

This study demonstrates the potential for using
LLMs to identify and examine intertextual rela-
tionships within biblical texts. By evaluating the
effect of query and corpus length, testing perfor-
mance on passages in Koine Greek, and assessing
the model’s ability to handle various intertextual-
ity scenarios, we have shown that LLMs can be a
valuable tool for biblical scholars. This tool works
exceptionally well when the query is short and the
corpus is between 1 and 3 chapters. By succes-
sive application of the pattern across corpora, this
method can be used to evaluate large bodies of texts
for intertextual connections to a query passage in a
scalable manner.

Our findings suggest that LLMs are capable of
detecting direct quotations, allusions, and echoes
between biblical texts, even when presented in a
non-English language. The LLM successfully iden-
tified lexical correspondences, morphological simi-
larities, direct quotes (even when adapted or para-
phrased), and thematic and structural parallels. It
also demonstrated the ability to narrow down a cor-
pus to the most relevant sections for intertextual
analysis.

Importantly, the LLM exhibited evidence of
novel intertextual work, generating observations



and connections that appear to be unprecedented in
the scholarly literature. This suggests that LLMs
have the potential to uncover new insights and gen-
erate fresh ideas for biblical intertextual studies.

7.1 Future Work

An interesting facet of this paper is the inspiration
from fuzzy neural networks which provided an im-
portant lens. However, an important limitation of
any work that attempts to charactize the intertextual
dependence weight between any pair of passages is
that it will necessarily fail to determine relational
direction since historical information is sparse. So,
future work should simultaneously consider mul-
tiple nodes within the graph to identify the order
of intertextual dependence which finds the most
probable candidate textual chain.

Future work should also investigate the impact
of contextual recall effects like the fan effect ob-
served in some LLMs (Roberts et al., 2024). It may
be that objects or people which appear frequently
in the corpus in varying scenarios may be more
highly impacted by LLM hallucinations leading to
a greater frequency of intertextual false positives.

8 Limitations

There were some limitations in the LLM’s intertex-
tual analysis which must be considered. The model
struggled with long query passages, occasionally
producing errors and non-sequiturs. It also failed
to consider shared pretexts in some cases, asserting
direct dependence between texts when a common
source was more likely. Additionally, the intertex-
tual candidates generated by the LLM sometimes
included false positives or tenuous connections, re-
quiring expert evaluation.

First, the model does not perform well with
long queries. In the experiment with Acts 20 and
Matthew 10, the model produced basic errors such
as identifying words that did not exist and making
non-sequitur judgments. The errors compounded
as more prompts were submitted.

Next, when presented with two similar texts for
analysis, the model may not consider a shared pre-
text, even if one exists. This was the case with
the analysis of Matthew 7 and 1 Peter 2:4-8. The
model asserted direct depenence between the query
and corpus without considering the shared pretexts
in Psalms and Isaiah.

Finally, the candidates generated by Al require
the critical eye of an expert in the field. Of Hays’
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seven criteria for intertextuality used for this pa-
per, the LLM provided results based on volume,
thematic coherence, and sensibility. The LLM did
not evaluate availability, recurrence, historical plau-
sibility, or the history of interpretation. The user
must possess these competencies to properly evalu-
ate generated candidates.
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Abstract

Motivated by the increasing volume of data
and the necessity of getting valuable insights,
this research describes the process of extracting
entities and relations from Italian texts in the
context of ecclesiastical cultural heritage data.
Named Entity Recognition (NER) and Relation
Extraction (RE) are paramount tasks in Natural
Language Processing. This paper presents a
traditional methodology based on a two-step
procedure: firstly, a custom model for Named
Entity Recognition extracts entities from data,
and then, a multi-input neural network model
is trained to perform Relation Classification
as a multi-label classification problem. Data
are provided by IDS&Unitelm (technological
partner of the IT Services and National Office
for Ecclesiastical Cultural Heritage and Reli-
gious Buildings of CEI, the Italian Episcopal
Conference) and concerns biographical texts
of 9,982 entities of type person, which can be
accessed by the online portal BeWeb. This ap-
proach aims to enhance the organization and
accessibility of ecclesiastical cultural heritage
data, offering deeper insights into historical bi-
ographical records.

1 Introduction

In the current landscape, the abundance of data is
unprecedented; technological advancements, the
Internet of Things (IoT), increasing connectivity,
and digitalization are some factors that led to to-
day’s scenario. Yet, whereas methods of data col-
lection continue to expand, the true value of this
phenomenon is not related to the mere accumula-
tion of information, but to the acquisition of mean-
ingful insights. For this reason, there is a major
focus on applying innovative techniques to all pos-
sible domains; the cultural heritage environment
is also experimenting with big attention to exploit
new possibilities. In the post-COVID era, the Na-
tional Recovery and Resilience Plan (NRRP) has
funded numerous endeavors to underline the impor-
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tance of preserving and exploring cultural heritage,
signaling a great moment for the combination of in-
novative approaches with domains traditionally less
associated with these topics. This study positions
itself among those initiatives, aiming to bridge this
gap by employing advanced methodologies within
the cultural heritage landscape. At the core of this
pursuit, a paramount role is played by Knowledge
Graphs, tools based on the concept of Knowledge
Bases. Knowledge Graphs enable us to navigate the
complex and intricate depths of data; for this rea-
son, this work aims at finding the basic components
of a knowledge graph, by extracting entities and re-
lations from texts. The proposed methodology uses
a traditional approach structured as a two-step pro-
cess: first Named Entity Recognition (NER), key
for pinpointing names, locations, and other text ele-
ments, and later sentence-level Relation Extraction,
implemented as a multi-class classification task. A
multi-input neural network model is built to lever-
age a labeled dataset of sentences and entity types.
In Natural Language Processing, extracting seman-
tic relationships from text is a very crucial task.
This process concerns converting unstructured data
(text) into structured. Relation Extraction (RE)
can be achieved in several ways; one of them con-
sists of setting the problem as a Classification task:
Relation Classification (RC) (Zeng et al., 2014),
(Zhang et al., 2017). Relation Classification has
been approached using pattern-based (Suchanek
et al., 2006), (Kambhatla, 2004), or kernel-based
methods (Zhou et al., 2016). Early approaches
make use of pipelines that identify entities and
then classify relations between pairs using CNNs or
LSTMs to capture sentence-level semantics (Zeng
et al., 2014), (Zhou et al., 2016). Moreover, cur-
rent methods for sentence-level Relation Extraction
employ Transformer models (Yamada et al., 2020)
like BERT (Devlin et al., 2019). In the context of
art, especially in the last years, increasing impor-
tance is reserved for applications of digital tools
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mainly focused on art discovery or recommenda-
tion mechanisms (Gonzalez and Andrew, 2014). In
Santini et al. (2022) the authors describe several
techniques (such as entity recognition and link-
ing, coreference resolution, time extraction, and
artwork extraction) applied to Vasari’s most im-
portant piece “The Lives of the Artists”. In Chen
et al. (2022), instead, NLP techniques have been
applied to biographical texts of artists to achieve
sentence-pair binary classification, hence connec-
tions among artists, without considering the type
of the relations, conversely to what is developed
in this study. The paper is organized as follows:
sections 2 and 3 respectively illustrate the data and
the methodology that were employed, starting from
the formulation of the problem and continuing with
the construction of models, and their evaluation
(section 4). The last part shows conclusions and
potential future applications.

2 Data

Data for this research were provided by the part-
ner company ' and can be accessed through
an online website: BeWeb (https://beweb.
chiesacattolica.it/). The portal allows seam-
less exploration of diverse databases acquired
through the joint efforts of UNBCE ? and the Ital-
ian dioceses (Russo, 2014). This collaborative ini-
tiative began in 1996 and has resulted in a cen-
sus of diocesan and ecclesiastical assets, including
archives, libraries, and museums. Throughout the
years they were able to assemble a database that
comprises over 5 million records, including 4 mil-
lion historical and artistic assets, 66,000 places of
worship, 1.5 million library assets, 6,800 archival
collections, and 1,588 cultural institutions (Weston
et al., 2017). Thanks to the help of approximately
3,000 experts, the projects are constantly reviewed
and updated. Upon validation, the data is inte-
grated into the national database; BeWeb, therefore,
shows data validated from several inventories and
facilitates cross-domain navigation of databases
making use of the specific descriptive standards for
each sector. The project’s development involves
two main elements: a dataset derived from sector-

IThis project is the result of a PhD program financed by
an EU scholarship initiative designed for Italian public school
students, aimed at fostering innovation, and is a collaboration
between University of Messina (Italy) and the local company
IDS&Unitelm.

>UNBCE stands for Ufficio Nazionale Beni Culturali Ec-

clesiastici, namely National Office of Ecclesiastical Cultural
Assets
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specific descriptive standards and a clustering sys-
tem that interconnects terms referring to the same
entity across various catalog databases, resulting
in clusters identified by cross-domain aggregates:
CEI * Authority File. Hence, the CEI Authority
File (AF-CEI) can be seen as a centralized reposi-
tory that integrates authority records from diverse
cataloging domains through a clustering mecha-
nism. Each domain interacts with the AF-CEI to
establish, associate, or revise clusters. These re-
sulting clusters undergo enrichment by designated
reviewers, incorporating additional elements such
as alternative nomenclature, biographical and his-
torical annotations, images representing the entity,
where present, interrelationships with other AF-
CEIL and potential references to external web re-
sources (Weston et al., 2017). This research focuses
on the biographical notes of 9,982 CEI Authority
Files categorized as Person.

3 Methodology

3.1 Problem Definition

The primary goal of this study is to extract struc-
tured triplets from Italian biographical texts. The
study concerning entities and relations can be for-
mulated as the exploration of triplets, such as
{e1,rel, es}, where e and es are respectively the
first and second entity in the sentence, and rel is
the relationship existing between the two. The
proposed work, therefore, starts with an initial as-
sumption: given that the text analysis involves bio-
graphical notes of entities categorized as “Person”,
and considering a sentence-level relation classifica-
tion, the e; in the triplet is always the entity whose
texts is being analyzed (namely the CEI Author-
ity File), while ey changes each time a new entity
18 extracted from the sentences. For this reason,
these triplets consist of the implicit entity that is the
subject of the biographical text (referred to as the
Authority File entity), the second entity, which is
explicitly mentioned in the sentence and extracted
using Named Entity Recognition (NER), and the
relationship between the two, which is classified
based on predefined relationship categories. The
final output of this process will eventually look like:
{Authority_F'ile, relationship, entity}.

3CEI stands for "Conferenza Episcopale Italiana", namely
the assembly of bishops of the Catholic Church, responsible
for coordinating and promoting the Church’s activities and
policies in Italy.



Text Note

Painter, graphic designer,
video artist. He trained
at the Accademia di Belle
Arti of Rome. He be-
gan his artistic experience
in the graphic field in
the 1980s and specialized
in engraving techniques;
since the early 1990s he
has also simultaneously
dedicated himself to paint-
ing: in 1993 he began his
exhibition activity in 1993.
In 2019 he was awarded
the Fiorino d’ Argento for
graphics at Palazzo Vec-
chio in Florence. There
are numerous presences in
public and private collec-
tions. He lives and works
in Florence.

Authority File
Franco Margari

Table 1: Biographical Text Note of Franco Margari

3.2 Data Segmentation and Entity Type

Named Entity Recognition (NER) plays a crucial
role in this research; however, its standalone appli-
cation is insufficient and some adjustments to the
data are imperative to facilitate the sentence-level
extraction of relationships. As mentioned above,
the aim is to identify triplets where the Authority
File itself denotes the first component, the relation
is intrinsic in the semantics of the sentence and the
third unit encompasses every other entity identified
by the model. Consider Table 1 as an illustrative
example.

The initial column denotes the name of the Au-
thority File, specifically "Franco Margari", while
the subsequent column contains the corresponding
text data.* Firstly, texts undergo a segmentation
into individual sentences. This segmentation is ini-
tiated at every punctuation dot occurrence, marking
a new sentence’s beginning. The NER model is em-
ployed to analyze each sentence within the data
and as well as identifying the entities, it is asked to
retain only sentences containing named entities, as
depicted in Table 2.

Sentences such as “Painter, graphic designer,

“Texts are originally in Italian, but for the sake of under-
standing examples will show an English-translated version.
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video artist”, “He began his artistic experience in
the graphic field in the 1980s and specialized in
engraving techniques; since the early 1990s he has
also simultaneously dedicated himself to painting:
in 1993 he began his exhibition activity in 19937,
“There are numerous presences in public and pri-
vate collections” are excluded as the model did
not detect any entities within them. Moreover, in
cases where a single sentence contains multiple
entities, the model generates an equivalent number
of triplets. Table 2 shows an example: the second
sentence (“In 2019 he was awarded the Fiorino
d’ Argento for graphics at Palazzo Vecchio in Flo-
rence’”) encompasses two separate entities, namely
"Fiorino d’ Argento" and "Palazzo Vecchio in Flo-
rence". The model extracts both entities, resulting
in the creation of not only three triplets - as sug-
gested by the number of sentences - but rather four,
accounting for the total number of named entities
identified and extracted by the model. For this rea-
son, the total number of potential triplets, hence the
total number of relations, is obtained after applying
the NER model to the dataset. In addition, while
extracting the entities, the model is asked to create
another field to account for the type of each entity.
This augmentation is motivated by the fact that
sentences may include multiple entities, some of
which may correspond to distinct types of relations.
Notably, the differentiation between entities often
underlines the nature of these relations. Hence the
augmentation with entity types can offer enhanced
insights into the diverse nature of relations, facili-
tating a more comprehensive understanding of the
associations and enabling a more granular analysis
of the relationships within the data.

3.3 Identification of relations

The dataset used in this study is highly domain-
oriented, consequently, the choice of multi-label
classification for relation extraction relies on the
fact that recognizing the topic of a sentence will
likely reflect the nature of the relationship among
the entities mentioned within that sentence. For this
reason, four distinct categories were identified to
represent all the potential relationships in the texts:
Work/Study, Birth/Death/Travel, Kinship, and Ec-
clesiastical Titles. The classes were constructed
intentionally to be broad and able to encompass
similar relations. Table 3 shows the categories and
relative explanations. After identifying the cate-
gories, relation classification is achieved with a
multi-label classification model, part of supervised



Authority File Sentence-Level Note Extracted Named Entity Entity Type

Franco Margari He trained at the Accademia di Belle Accademia di Belle Arti of Organization
Arti of Rome Rome

Franco Margari In 2019 he was awarded the Fiorino Fiorino d’Argento Miscellaneous
d’ Argento for graphics at Palazzo Vec-
chio in Florence

Franco Margari In 2019 he was awarded the Fiorino Palazzo Vecchio in Flo- Organization
d’ Argento for graphics at Palazzo Vec- rence
chio in Florence

Franco Margari He lives and works in Florence Florence Location

Table 2: Named Entity Recognition on Texts

Relationship Explanation Examples

Work/Study Connections expressing work or study “Franco Margari trained at the Ac-
relations. cademia di Belle Arti of Rome."

Birth/Death/Travel A relation between a Person and a Loca- “Cassiano Carpaneto died in 1998 and
tion, that represents the place where the was buried in the Langasco cemetery.”
Person was born, found dead, or trav-
eled to.

Kinship Relations showing a familiar bond, such “Giovan Battista Del Tasso, son of

as: “is son of”’, “is married to”.

Ecclesiastical Titles Religious relationship.

Marco di Domenico.”
“Piero Novati was a priest of the Dio-
cese of Lodi.”

Table 3: Classes for Relationships and Examples

machine learning. This branch of machine learn-
ing involves presenting the algorithm with input
data along with the corresponding correct output so
that the model can learn patterns and relationships
between inputs and outputs. For this purpose, a
sample of 1,000 sentences, was randomly selected
and used for manual annotation. Table 4 shows an
example of one annotated sentence.

Fig. 1 displays the distribution of the categories
within the annotated dataset and shows a quite
balanced division across all classes. As will be
discussed later, the model is trained twice, once
on the dataset containing 1,000 labeled sentences,
and again on an augmented dataset that comprises
2,000 newly annotated sentences. Hence, the aug-
mented dataset (composed of 3,000 labeled sen-
tences) shows a different distribution for the cate-
gories, as depicted in Fig. 2, and a significative im-
balance among classes. This problem is addressed
later during the compiling of the model, when the
optimizer, loss function, and custom metrics are
defined.
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268%

25.9%

24.7%

22.6%

Work/study
Ecclesiastical Titles
Birth/Death/Travel

Relations

Figure 1: Distribution of relations in the first annotated
dataset

3.4 Named Entity Recognition

Named Entity Recognition (NER) techniques aim
at identifying significant elements such as names,
locations, companies, or events within texts. While
various methods exist for NER, this study focused
on developing a custom pipeline using the pub-
licly available SpaCy library. SpaCy is an open-
source tool that employs machine learning models
trained on extensive corpora to detect entities. It
offers pre-trained models for different languages
and domains. Specifically, the Italian version of



Authority Sentence Extracted Named Entity Entity Type Label

File

Franco Mar- He trained at the Ac- AccademiadiBelle Artiof Organization Work/Study
gari cademia di Belle Arti of Rome

Rome

Table 4: Annotation Example

3B9%

29.7%

19.0%

17.4%

Birth/Death/Travel
inship

Work/Study
Ecclesiastical Titles

Relations

Figure 2: Distribution of relations in the second anno-
tated dataset

SpaCy classifies entities into four categories: per-
son, location, organizations, and miscellaneous;
the same notation was adopted in this application,
with the only difference being that they were trans-
lated into Italian. However, given the domain-
specific nature of our dataset, creating a custom
model seemed the best choice. Training a custom
pipeline using SpaCly is a straightforward process.
Detailed guidelines and configuration resources
can be found on SpaCy’s training documentation
(https://spacy.io/usage/training). For the
model’s training, a random sample was drawn from
the original dataset, consisting of 1,000 biographic
annotations, and was split into the standard 70%
for training and 30% for testing. Using an on-
line platform (https://tecoholic.github.io/
ner-annotator/), the subset was manually an-
notated, considering four entity types, mirroring
SpaCy’s pre-trained NER model for Italian: Per-
son, Organization, Location, and Miscellaneous.
The training phase involved utilizing SpaCy’s pro-
vided configuration files; following training, the
model’s performance was tested. Fig. 3 depicts
evaluation metrics such as loss, precision, recall,
and F1-score.

Loss values initially start quite high but gradually
decrease over epochs, while all evaluation metrics
(F1-score, Precision, and Recall) showcase upward
trends over the iterations. The precision and re-
call values in Fig. 3 reflect only the identification
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Figure 3: Evaluation Metrics for Named Entity Recog-
nition

of named entities, not their types. These metrics
were calculated based on the test set, ensuring the
model’s performance was properly evaluated with-
out influencing subsequent training iterations. The
number of extracted entities is the following: 4243
Location, 2471 Miscellaneous, 11731 Organiza-
tion, and 10651 Person. However, it is pertinent
to note that these figures are distinct values. A
higher number of entities was extracted, but they
have been manipulated to account for instances
where a singular entity might be referenced multi-
ple times, albeit with slight variations in notation
or expression. For this reason, whereas the sum of
all distinct entities is 29,098, the total number of
triplets resulting from NER is, instead, 65,289.

3.5 Relation Classification

This section introduces a recurrent neural network
multi-label classification model constructed using
TensorFlow, an open-source framework created by
Google specifically for machine learning applica-
tions (Abadi et al., 2016); its workflow comprises
defining an architecture, compiling, training, and
finally evaluating the model. Fig. 4 shows the
architecture of the model.

As mentioned previously, the model is con-
structed by defining two input layers: the sentences
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Input Layer

Sentences
Embedding
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Embedding
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Sentences Embedding +
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Dropout Layer Dropout

Activation
Function:
RELU

Dense Layer

Activation
Function:
SOFTMAX

Output Layer

Output
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Figure 4: The model’s architecture

and the type of the entities extracted in that specific
sentence. The difference in the inputs defines a dif-
ference in the approach as well. Sentences, indeed,
are passed through the Universal Sentence Encoder
(Cer et al., 2018) which preprocesses and then en-
codes the sentences into embedded vectors. Since
entity types, instead, are categorical data they are
treated with the so-called one-hot encoding, namely
a technique used to transform qualitative features
into a format that can be easily comprehended by
machine learning algorithms. In this specific case,
there are four categories (Person, Location, Or-
ganization, Miscellaneous), and applying one-hot
encoding results in a binary vector for each. For
instance, the class “Person” might be represented
as [1, 0, 0, 0] whereas “Location” might be rep-
resented as [0, 1, 0, O] and so on. Each position
in the vector corresponds to a category, and only
one position has a value of 1, while the others are
0. After obtaining embedding vectors, the two in-
puts go through a concatenation layer, where they
are merged to allow the model to learn from both
sources of information simultaneously. This com-
bined representation, then, is fed into a dropout
layer, that behaves as a regularization process cre-
ated to prevent overfitting in neural networks, by
dropping a fraction of input units randomly. To
that end, during the training a portion of inputs is

46

randomly set to zero preventing the co-adaptation
of neurons; this process encourages the network to
learn from robust features that generalize better to
unseen data. Given an input x (which in this case is
represented by the output from the concatenation of
sentence and entity type embeddings) the dropout
layer randomly sets a fraction (p) of input units to
zero, where p is the dropout rate. In this case, the
dropout rate is set to 0.20. Next, a dense layer is
introduced, establishing a fully connected hidden
layer where the Rectified Linear Unit (ReLU) ac-
tivation function is applied to the input tensor x.
In this layer the input data is transformed, allow-
ing the network to learn and extract higher-level
representations and meaningful features from the
merged inputs. Mathematically, a ReL.U activation
function can be defined as in (1); for a certain input
x

f(z) = max(0, z) (D

meaning that for any input z, the function will
output the maximum of that input’s value or zero.
This essentially signifies that the function "acti-
vates" (returns a non-zero value) only when the
input is positive, and otherwise, remains inactive
(returns zero). ReLLU is used in neural networks to
introduce non-linearity, which enables the network
to learn complex patterns and relationships in intri-
cate data. The last dense layer in the model serves
as the output layer; its purpose is to produce the
final predictions, namely the classifications, based
on the features learned from the previous steps.
The activation function, in this case, is the Soft-
Max. Given a vector z of K real numbers (where
K is the number of classes, four in this case), the
SoftMax function computes the probability p(y;)
for each class ¢ as in (2).

e
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The numerator in (2) calculates the exponential
value of the ith element of z; this value is then
normalized by dividing by the sum of all expo-
nential values. This process forms a probability
distribution through the function, that guarantees
that the total sum of probabilities across all classes
equals 1 and that allows the model to make pre-
dictions based on the class with the highest proba-
bility; the resulting values represent the likelihood
of the input belonging to each class. In the com-
pilation step, the model’s configurations and op-

p(yi) = ()



timizations are determined. For this architecture,
the Adam optimizer (Kingma and Ba, 2014) was
chosen, along with categorical cross-entropy as the
loss function. This combination is commonly re-
garded as effective for training neural networks,
particularly in multi-class classification problems.
Adam optimizer is popular due to its effectiveness,
adaptability, and efficiency in optimizing the train-
ing process for neural networks. The objective
during training is to minimize the categorical cross-
entropy loss by adjusting the model’s weights and
biases using the Adam optimizer. Additionally, spe-
cific metrics are defined to monitor both training
and validation phases. In this case, the metrics
(Precision, Recall, and F1-score) are designed for
multi-class scenarios where class imbalance might
exist, ensuring that the evaluation considers perfor-
mance equally across all classes rather than being
biased towards majority classes. The model is then
trained following two separate phases. Initially,
the labeled dataset comprises 1,000 manually an-
notated sentences, forming the initial training data
for the model. The training duration is set to 20
epochs and the model undergoes iterative learn-
ing, gradually improving its ability to predict re-
lations between entities within the provided sen-
tences. Upon training the model, it is then applied
to a new dataset containing 2,000 sentences for
label prediction. Once the model classifies the rela-
tions, after a manual analysis where any incorrect
predictions are rectified, the corrected ones are ap-
pended to the original annotated dataset. This pro-
cess results in an augmented dataset useful to refine
and improve the model. At this point, the model
benefits from a larger corpus of labeled sentences
and shows a more robust and accurate performance
due to the increased diversity and quantity of anno-
tated data. Table 5 illustrates the performance of
the two models on the test set, namely a subset that
the model does not see during the training phase
and that consists of 30% of the annotated datasets.

As depicted in Table 5, the second model out-
performs the first significantly in terms of loss, in-
dicating lower errors in predictions, and demon-
strates higher accuracy, achieving approximately
89% compared to the first model’s 83%. There are
also improvements concerning Balanced Recall,
Precision, and F1-score implying enhanced ability
in correctly identifying instances across different
classes while minimizing false positives. Overall,
the second model displays superior performance
across all evaluation metrics.

47

Maetrics First Model Second
Model

Loss 0.47 0.33

Accuracy 0.83 0.89

Balanced 0.85 0.88

Precision

Balanced Re- 0.80 0.85

call

Balanced F1- 0.82 0.86

Score

Table 5: Test Sets Evaluation

4 Evaluation of Relationship
Classification

To ensure the model grasps relationships effectively
without merely memorizing the training data, the
evaluation is carried out in two distinct ways. First,
evaluation metrics are observed for both training
and validation sets during the training process. The
validation set is created using 30% of the train-
ing data and is used to assess how well the model
generalizes to unseen examples. This step aids
in identifying any signs of overfitting, where the
model might excessively adapt to the training data
and struggle to perform well on new data. By vali-
dating the model’s performance on this subset, we
ensure it can make accurate predictions beyond the
examples it was trained on. Initially, the model
starts with a loss of 0.9039 and an accuracy of ap-
proximately 61.8%, however, as training proceeds,
the model shows notable improvements, with de-
creasing loss values and increasing accuracy, as
well as balanced metrics such as Recall, Precision,
and Fl1-score. These metrics exhibit positive tra-
jectories across different classes. The model is
further evaluated on a new subset composed of 250
manually annotated sentences. Out of these 250
sentences, 29 are wrongly predicted, representing
an error rate of 11.6%. Table 6 provides the values
for Accuracy, F1-score, Precision, and Recall. Fi-
nally, the complete dataset is fed into the model to
classify the 65,289 relations. Figure 5 illustrates
the final distribution of the relationships, where
"Work/Study" is the most frequent class (40.3%),
and "Kinship" is the least frequent (12.4%).

5 Results and Conclusion

The evaluation of the NER model demonstrates its
growing capacity to accurately recognize entities
within the provided text data, suggesting that the



Metrics Values
Accuracy 0.884
Precision 0.90
Recall 0.884
F1-Score 0.888

Table 6: Evaluation of a manually annotated subset of
250 sentences

40.3%

29.6%

WorkiStudy
17.7%

Ecclesiastical Titles
12.4%

Birth/Death/Travel

Relations

Figure 5: The distribution of all extracted relations
across classes in the final and complete dataset

model effectively fine-tunes its parameters to bet-
ter capture these entities, leading to significantly
improved performance. Similarly, the results from
the evaluation of the Relation Classification model
reveal consistent and progressive enhancements
throughout the training process. Beginning with
a moderate initial accuracy of 61.8%, the model
exhibits significant improvements over time. By
the 20th epoch, it achieves a loss of 0.2037 and
an accuracy of approximately 92.1%, indicating
substantial progress from the initial stages. The
declining loss values reflect a reduction in predic-
tion errors, while the positive trends in Recall, Pre-
cision, and F1-score demonstrate the model’s in-
creasing ability to correctly identify relationships
across various classes. The steady improvement
in these metrics highlights the model’s enhanced
capability to capture true positives while minimiz-
ing false positives and false negatives. The final
evaluation on a new subset of 250 manually anno-
tated sentences, which resulted in an error rate of
11.6%, further supports the model’s effectiveness
in classification tasks. The high overall accuracy
and balanced metrics indicate robust performance.
Figure 6 shows that the model excelled in clas-
sifying "Work/Study" and "Ecclesiastical Title,"
achieving high true positive counts of 111 and 60,
respectively. However, there are notable misclassi-
fications, particularly in the "Birth/Death/Travel"
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Figure 6: Confusion Matrix for the Extracted Relations

and "Kinship" categories. These issues may be
attributed to the class imbalances highlighted in
Figure 5, suggesting areas for improvement in dis-
tinguishing these categories. Finally, the classifica-
tion of 65,289 relations within the complete dataset
reveals a meaningful distribution of relationships,
with "Work/Study" as the most frequent and "Kin-
ship" as the least common. These findings not only
underline the model’s ability to accurately recog-
nize and categorize different relationships within
the text data, but also align with the patterns that
are evident from simply reading the texts, suggest-
ing that the model is well-optimized for the task at
hand.

Cultural heritage has a huge role in shaping
national and cultural identity, promoting tourism,
and attracting visitors; on the other hand, digital
technology enables cultural institutions to offer
global access to their collections, including items
rarely exhibited due to space constraints or fragility
(Sporleder, 2010). Therefore, in the era of rapid
digital transformation where the volume of data has
surged dramatically, the challenge is not merely in-
creasing the number of information but transform-
ing it into valuable insights. Whereas digitalization
has initiated a new era, the true potential of data
can only be unlocked through innovative method-
ologies that transcend conventional approaches and
offer new opportunities for exploration. Within this
context, the endeavor to employ new tools holds
profound significance, because whereas traditional
methodologies, reliant on manual studies of liter-
ature and documents by academics, have laid the
groundwork, they may not have fully revealed all
the potentiality of knowledge. This work wants to
be an opportunity to bridge this gap, leveraging nat-



ural language methodologies to delve deeper into
these big collections of data. The present study pro-
poses a two-step procedure to extract entities and
relations from text data concerning ecclesiastical
cultural heritage. A custom pipeline for Named En-
tity Recognition and a multi-classification model
are exploited with manually annotated data, to ex-
tract and classify 65,289 relations. A differentiated
evaluation process is performed to assess the sig-
nificance of the proposed methodology. For future
work, we intend to train the model using a larger
corpus of annotated data to enhance the classifi-
cation performance. Finally, the ultimate goal of
this study is to transform unstructured text into
structured data to create a graph database, specifi-
cally a Knowledge Graph. This Knowledge Graph
will serve as a valuable tool for operators study-
ing extensive texts, enabling them to uncover new
connections that may not have previously emerged.
Additionally, the extracted information will be inte-
grated into a recommender system designed to as-
sist users on the BeWeb platform. BeWeb is a web-
site that provides access to a vast amount of data
concerning ecclesiastical cultural heritage. By of-
fering personalized suggestions, the recommender
system aims to enhance user engagement and foster
the creation of communities around shared inter-
ests.

6 Limitations

This research presents some limitations that can be
viewed as opportunities for future studies. One key
aspect is the number of annotators involved in the
annotation process. Increasing the number of anno-
tators could lead to more standardized annotations
and, ultimately, more accurate predictions, thereby
enhancing the overall quality of the research. More-
over, as suggested by the reviewers, it would be
interesting to explore the differences in predictions
between sentences containing only one entity and
those with multiple entities, possibly by incorporat-
ing entity name embeddings. This analysis could
provide valuable insights into how the model han-
dles different situations. This research direction
has the potential to yield meaningful results, fur-
ther increasing the accuracy and reliability of the
described system. Finally, it is important to em-
phasize that this research is focused solely on the
Italian language; however, a similar approach could
be implemented for texts of other languages.
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Abstract

This study presents the development of a
sentiment-annotated corpus of historical news-
paper texts in Austrian German, addressing
a gap in annotated corpora for Natural Lan-
guage Processing in the field of Digital Human-
ities. Three annotators categorised 1005 sen-
tences from two 19th-century periodicals into
four sentiment categories: positive, negative,
neutral, and mixed. The annotators, Masters
and PhD students in Linguistics and Digital
Humanities, are considered semi-experts and
have received substantial training during this
annotation study. Three tools were used and
compared in the annotation process: Google
Sheets, Google Forms and Doccano, and re-
sulted in a gold standard corpus. The analysis
revealed a fair to moderate inter-rater agree-
ment (Fleiss’ kappa = 0.405) and an average
percentage agreement of 45.7% for full consen-
sus and 92.5% for majority vote. As majority
vote is needed for the creation of a gold stan-
dard corpus, these results are considered suffi-
cient, and the annotations reliable. The study
also introduced comprehensive guidelines for
sentiment annotation, which were essential to
overcome the challenges posed by historical
language and context. The annotators’ expe-
rience was assessed through a combination of
standardised usability tests (NASA-TLX and
UEQ-S) and a detailed custom-made user ex-
perience questionnaire, which provided quali-
tative insights into the difficulties and usability
of the tools used. The questionnaire is an addi-
tional resource that can be used to assess usabil-
ity and user experience assessments in future
annotation studies. The findings demonstrate
the effectiveness of semi-expert annotators and
dedicated tools in producing reliable annota-
tions and provide valuable resources, including
the annotated corpus, guidelines, and a user
experience questionnaire, for future sentiment
analysis and annotation of Austrian historical
texts. The sentiment-annotated corpus will be
used as the gold standard for fine-tuning and
evaluating machine learning models for senti-
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ment analysis of Austrian historical newspapers
with the topic of migration and minorities in a
subsequent study.

1 Introduction

Sentiment analysis (SA), the automatic identifica-
tion of attitudes, opinions, and emotions in textual
data, has been popular since the early 2000s (Liu,
2012). Deriving from Natural Language Processing
(NLP), it was initially used to study contemporary
data, including reviews and microblog posts. Re-
cently, it has gained prominence in Digital Human-
ities (DH), expanding beyond contemporary texts
to historical and literary texts (HauBler and Gius,
2023; Koncar et al., 2020; Kim and Klinger, 2019).
However, texts such as newspaper articles, novels,
letters, and poetry, which are commonly studied in
DH, pose a challenge due to their formal structures
and historical nuances, making sentiment analysis
difficult (Kaur and R. Saini, 2014).

Traditional dictionary-based SA methods, heav-
ily relied upon in DH, involve annotating words
and phrases with sentiment values. Although
this method is easily interpretable and transpar-
ent, sentiment dictionaries suffer from low reusabil-
ity and do not consider word context, missing nu-
ances such as sarcasm or negation (Schmidt et al.,
2021c; Schmidt and Burghardt, 2018). To address
these limitations, context-sensitive transformer-
based machine learning models such as BERT have
been developed (Devlin et al., 2018) (Suissa et al.,
2022). These models require less annotated data
data than traditional ML algorithms (such as BOW
or TF-IDF), since they can be pre-trained on large,
unannotated datasets. This means that pre-training
is usually done once and the model can then be
further fine-tuned for various specific purposes and
tasks, such as e.g. named-entity recognition or sen-
timent analysis, using a smaller annotated corpus
(of e.g. sentences, plays or verses with correspond-
ing sentiment annotation). This is particularly use-
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ful in DH, where the annotation process is often
tedious and time-consuming due to the complexity
of literary and historical texts.

However, good quality annotations are crucial
for the accuracy of the models with which they
are fine-tuned. To better understand the conditions
necessary for creating a high-quality sentiment-
annotated fine-tuning corpus for texts in DH, recent
studies have focused on the annotation process (Al-
Laith et al., 2024; Sprugnoli et al., 2023), annotator
behavior (Schmidt et al., 2018), and annotation
tools (Schmidt et al., 2019). These studies discuss
the relevance of expert versus non-expert annota-
tors, the optimal tool for sentiment annotation, and
the importance of guidelines. These insights in-
formed the approach taken in this study, as will be
shown in the next chapters.

There is still a gap in sentiment-annotated DH
corpora that could be used for fine-tuning Machine
Learning models, one such model being presented
in Schweter (2020). This model was trained on
non-annotated historical newspapers and offers the
possibility of further fine-tuning with an annotated
corpus, for a specific task - such as named-entity
recognition or sentiment analysis. However, news-
paper texts pose various annotation challenges: his-
torical language and context, discriminatory lan-
guage, sarcasm and metaphors.

The following sections present the current state
of sentiment annotation in Digital Humanities and
describe the creation of a sentiment-annotated cor-
pus of Austrian historical newspapers through an
annotation study. The annotations, the annotation
process and annotation tools are evaluated quanti-
tatively and qualitatively. This evaluation identifies
key challenges and provides guidelines for annotat-
ing historical newspaper texts. These initial results
will guide future refinements of the corpus, which
will be openly accessible on Zenodo in accordance
with the FAIR principles

2 Sentiment annotation for the Digital
Humanities

Sentiment analysis (SA), in the context of Digi-
tal Humanities (DH), has often been used to an-
swer specific research questions related to literary
or historical studies. It has been used to analyse
German plays (Schmidt et al., 2021a), Spanish En-
lightenment periodicals (Koncar et al., 2021), Span-
ish song lyrics (Herndndez-Lorenzo et al., 2022)
and conflict in German novels (HauBller and Gius,
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2023). Texts investigated by DH, such as news-
papers, novels, poetry, and drama, present unique
challenges due to their formal structures and histor-
ical linguistic nuances, making SA and annotation
particularly complex (Kaur and R. Saini, 2014).

Sprugnoli et al. (2023) lists several aspects of
the annotation process that are to be considered
when constructing an annotation study: classifi-
cation granularity, type of annotator (expert, non-
expert or crowd workers), perspective, unit of anno-
tation, and language of annotation unit. A further
consideration (Schmidt et al., 2019) is the choice of
annotation collection tool, which can have an effect
on the annotation experience. These factors can
impact the inter-rater agreement, which informs
about the quality of annotations and is crucial in
the development of a gold standard corpus.

In SA, two primary classification tasks are typ-
ically addressed: polarity and emotion analysis.
Polarity analysis focuses on determining the direc-
tion of the sentiment within the text, often classified
into categories such as positive, negative, and neu-
tral (Liu, 2012). For more complex analyses, po-
larity classification may involve finer distinctions,
such as differentiating between highly negative and
highly positive sentiments, often using a numeri-
cal scale or additional categories. Sprugnoli et al.
(2023) annotate four categories: positive, negative,
neutral, and mixed. On the other hand, emotion
analysis refers to the classification into emotional
categories, often following Ekman’s theory of basic
emotions (Ekman, 1992) or Russell’s circumplex
model (Russell, 1980). Schmidt et al. (2019) con-
duct a polarity annotation study of German histori-
cal plays by G.E. Lessing, using extended polarity
categories - negative, positive, neutral, mixed, un-
certain, and other. In a subsequent study (Schmidt
et al., 2021b), they conducted an additional annota-
tion study with emotion categories. In these stud-
ies, inter-rater agreement, measured by statistical
measures of Cohen’s or Fleiss’” kappa and Krippen-
dorff’s alpha, decreases with the higher number of
categories that need to be annotated (Sprugnoli and
Redaelli, 2024). However, these studies show that
the agreement on literary and historical texts ranges
from poor to moderate agreement, due to subjectiv-
ity and difficulty of the annotation process.

When conducting sentiment annotation, experts
are preferred annotators, due to their accuracy and
deep understanding of complex texts (Sprugnoli
et al., 2023). But, they are scarce and expensive



(Schmidt et al., 2018). Semi-experts, such as ad-
vanced students, provide a more accessible alterna-
tive with reasonably reliable results (Yeruva et al.,
2020; Schmidt and Burghardt, 2018), while non-
experts (e.g. obtained through crowd-sourcing),
though less accurate, can be effectively utilised in
large-scale projects with appropriate guidance and
annotation schemes (Schmidt et al., 2018)).

Sentiment annotation can focus on two perspec-
tives: the emotions the author intended to convey,
or the emotions perceived by the reader (Sprug-
noli and Redaelli, 2024). Most studies focus on
sentiments as intended by the author of the text
(Sprugnoli et al., 2023; HiuBler and Gius, 2023;
Schmidt et al., 2019), as the annotation from the
perspective of the reader can lead to low inter-rater
agreement, due to subjectivity of the task.

The unit of annotation is also significant, and
highly dependent on the type of text. Sprugnoli
et al. (2023) and HauBler and Gius (2023) annotate
sentences, while Schmidt et al. (2018) annotate
speeches in a larger play. Annotating a shorter unit
can be beneficial, as it minimises the change in
sentiment shifting within the annotation unit.

Traditionally, spreadsheets and Word have often
been used as the main tool for annotation collec-
tion (Sprugnoli and Redaelli, 2024; Sprugnoli et al.,
2023; Schmidt et al., 2018). Schmidt et al. (2019)
compare various annotation tools, such as Word,
WebAnno, CATMA, eMargin and Sentimentator.
They report using Sentimentator (a dedicated an-
notation tool) and Word increases annotator levels
of certainty, thus, making the choice of annotation
tool important for obtaining high-quality annota-
tions. They employ standard usability and user
experience questionnaires, NASA-TLX (Hart and
Staveland, 1988) and User Experience Question-
naire (UEQ-S) (Hinderks et al., 2018), to assess
user experience and perceived annotator workload.

With respect to the previous work presented in
this section, the annotators in this study are semi-
experts who have received extensive training in sen-
timent annotation. They annotate sentences in four
categories: positive, negative, neutral and mixed,
focusing on the sentiment intended by the writer.
Furthermore, Google Forms (an online survey tool),
Google Sheets (an online spreadsheet tool) and
Doccano (Hiroki et al., 2018) are compared for
the annotation process in order to establish an opti-
mal tool for future annotation processes. To assess
the usability of different annotation tools, Google
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Forms, Google Sheets, and Doccano (Hiroki et al.,
2018) were compared. The findings from this com-
parison, along with insights into annotator expe-
riences, will inform the choice of tools for future
sentiment annotation projects. Additionally, user
experience was assessed using a combination of
NASA-TLX, UEQ-S, and custom questions target-
ing the specific challenges of annotating historical
texts.

3 Aims and research questions

The main aim of this study is establishing the
optimal conditions for sentiment annotation of
Austrian historical newspapers, with the goal
of creating a reliable gold standard corpus for
fine-tuning of ML models for sentiment analysis.
This study aims to answer the following questions:
RQ1 Is using semi-expert annotators appropriate
for the task of annotation of historical newspapers?
RQ2 How does the historical language and context
of the texts influence the annotation process?
RQ3 How do the annotators perceive the difficulty
of the annotation task?

RQ4 Which tool is most optimal for sentiment
annotation of historical newspapers?

4 Methods
4.1 Corpus

The corpus used for the annotation consisted of
1005 sentences from two Austrian periodicals,
“Neue Freie Presse” and “Das Vaterland”. The
newspapers were published between 1850 and
1900. The corpus was created using Dynamic Topic
Modelling with BERTopic (Grootendorst, 2022)),
and through this process was automatically anno-
tated with topics such as "migration", "labour”,
"Jews", "Croats", “Czechs”, etc. Sentences were
used as the unit of annotation, with an average sen-
tence length of 35.7 tokens, the shortest sentence
having four tokens and the longest having 350 to-
kens. A sentence was used as the annotation unit
because sentiment often changes within an article
and sometimes even within a sentence.

4.2 Annotation process

The corpus was annotated by three semi-expert an-
notators (Masters and PhD students in Linguistics
and Digital Humanities), two native German speak-
ers and one fluent German speaker. The annotators
were previously familiar with the task of sentiment



analysis and received additional training for the
task of sentiment annotation. Each annotator was
individually introduced to the corpus and the anno-
tation process, followed by practical examples. The
annotators were assigned to the annotation tasks
for 3 months, 5 hours per week.

They individually annotated the sentiment in
four categories:

* Positive (positive sentiment is expressed in
the sentence)

* Negative (the sentence expresses a negative
sentiment)

¢ Neutral (there is no sentiment in the sentence)

* Mixed (two sentiments are expressed, it is not
possible to find a clear dominant one).

With regard to annotation perspective (Sprugnoli
et al., 2023) they annotated the sentiment the au-
thor intended to convey through the sentence. The
process was organised in stages, with group meet-
ings after each round of annotation to exchange
feedback, provide further training and resolve any
uncertainties. In the first stage, 50 comments were
provided in the form of a Google Forms survey
with multiple choice questions. No additional in-
formation was provided in this round. In the sec-
ond stage, 232 annotation units were provided to
the annotators via a spreadsheet in Google Sheets.
This time, in response to annotator feedback, the
previous and subsequent sentences were provided
as additional context, as well as the name of the
journal and the date of publication. A column for
comments was also added so that annotators could
leave comments about their annotation choices if
they felt it was necessary.

In the following 5 annotation rounds, they were
given the remaining 723 sentences, divided into
separate annotation tasks. The sentences were an-
notated using Doccano, an open source data la-
belling tool for machine learning tasks such as clas-
sification (Hiroki et al., 2018). Doccano was built
in Python using the Django library, and an instance
of it was deployed using Heroku for this annotation
study. Doccano allows the upload and download
of datasets in various non-proprietary formats (in-
cluding csv). The main benefits are the ease of as-
signing annotation units to users, the ability to view
one annotation unit at a time and navigate between
them, and the ability to view additional information
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about the annotation unit on the side of the screen.
You can also easily track your progress, adding a
gamification aspect to the annotation process. This
has previously been shown to be beneficial to the
user experience (Schmidt et al., 2019).

4.3 Evaluation

The annotations were evaluated for inter-rater
agreement using Fleiss’ Kappa (McHugh, 2012)
and average percentage agreement (APA) overall
and per category.

At the end of all annotation tasks, annotators
were asked to complete a questionnaire (admin-
istered via Google Forms) about various aspects
of the annotation process and the annotation tools
used. The questionnaire comprised seven sections
and a total of 25 questions. The complete question-
naire is available in Appendix A. The questionnaire
included questions on the overall perceived diffi-
culty of the annotation task, the perceived time
taken to complete the annotations, and confidence
in the annotations. The impact of historical lan-
guage, context and specific linguistic features (such
as sarcasm and metaphor) on the complexity of the
annotation process was also examined. A section
dedicated to the comparison of annotation tasks
evaluated the ease of use of each tool and the speed
of adaptation to the tool using a 5-point Likert
scale.

In addition, following the recommendation of
(Schmidt et al., 2019), two standardised usability
tests were used to quantify the overall usability
and user experience, namely the Nasa Task Load
Index (NASA-TLX) (Hart and Staveland, 1988)
and the User Experience Questionnaire (UEQ-S)
(Hinderks et al., 2018). The NASA-TLX assesses
the perceived workload of a task across different
dimensions such as mental, physical and tempo-
ral (Schmidt et al., 2019). The scores are then
combined and averaged into an overall workload
score. The UEQ-S (User Experience Question-
naire - Short Version) (Hinderks et al., 2018) is
used to quantitatively assess user experience across
two key dimensions: Pragmatic Quality (PQ) and
Hedonic Quality (HQ). PQ evaluates the usability
and functionality of a product or task, indicating
how easy it is for users to accomplish their goals.
HQ measures the emotional appeal, reflecting how
enjoyable, engaging, and motivating the product
or task is for users. By analysing both PQ and
HQ scores, the UEQ-S provides a comprehensive



overview of the user experience. Using the above
metrics and questionnaire, the quality of annotation
and the experience of annotators will be assessed.

5 Annotation evaluation

The inter-rater agreement, as measured by Fleiss’
kappa, indicates a fair to moderate level of agree-
ment (0.405), which is in line with expectations.
The Average Percentage Agreement (APA) is
45.7% when all three annotators concur. However,
for a sentence to be included in the gold standard,
a majority vote — where two out of three annotators
agree — is deemed sufficient. This resulted in a
92.5% agreement among at least two annotators
across all annotation items in our corpus, which
was used to create a gold standard of 930 items. Of
the total number of annotations, 447 were classified
as negative, 345 as neutral, 81 as positive, and 56
as mixed. The results indicate that the token length
may have an impact on the annotations. Items rated
as 'mixed’ had a mean of 53 tokens, compared to
means of 31, 29, and 38 tokens for *positive’, 'neu-
tral’, and "negative’ annotations, respectively. This
indicates that additional splitting of the annotation
items may be required to eliminate ambiguity. No-
tably, two annotators classified approximately half
of the units as negative, while the third annotator
rated 34% as negative and 45% as neutral, indi-
cating that the most predominant sentiments were
negative and neutral (see Table 1).!.

By closely examining the sentences in the anno-
tation study, we can identify the causes of disagree-
ment. For instance, the sentence “In den Beziehun-
gen zwischen Polen und Czechen ist, trotz der vie-
len gegenseitigen Versicherungen briiderlicher Fre-
undschaft, in jlingster Zeit — wie fast regelmifig
vor jedem Wiederzusammentritte des Reichsrathes
— eine Spannung eingetreten.” (English translation:
“In the relations between Poles and Czechs, despite
the many mutual assurances of brotherly friendship,
a tension has recently arisen—almost always be-
fore each reconvening of the Reichsrat.”) is highly
ambiguous. It conveys both positive and negative
sentiments between the subjects (Czechs and Poles)
and suggests a possible disdain by the author (“al-
most always”). In contrast, sentences with com-
plete agreement, such as “Treibt auch Noth einen
Serben oder Walachen zur Arbeit, so strengt er sich
durchaus nicht an.” (English translation: “Even if

'A Jupyter Notebook outlining the evaluation can be found
at https://github.com/lucijakrusic/SentiAnno/
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necessity drives a Serb or Wallachian to work, they
do not exert themselves at all.”), present a clearer
sentiment and a more evident object of that senti-
ment.

6 Evaluation of annotator experience and
annotation tools

The questionnaire yielded valuable insights into
the attitudes and perceptions of the annotators re-
garding the annotation process. In terms of the
complexity of the text annotation process, two par-
ticipants rated it as "challenging" (4 on a 5-point
scale), while one rated it as "moderate" (3 on a
5-point scale). The estimated time required for
one annotation unit is between one and four min-
utes, with one annotation round taking between
three and over five hours. Two annotators reported
needing to take regular breaks from the annotation
process. However, two out of three annotators re-
port having high confidence (4 out of 5 on a Likert
scale) in their annotations, while one reports mod-
erate confidence (3 out of 5). In terms of specific
difficulties, annotating longer texts was identified
as particularly challenging, particularly when sen-
tences were complex and required close attention.
Another challenge identified was the need to re-
main objective, as one participant mentioned the
difficulty of not letting personal beliefs influence
the annotation process. The historical context and
language of the texts had a notable impact on the
annotation process. The participants indicated that
the historical context affected their ability to an-
notate, with one annotator finding it particularly
challenging. This emphasizes the importance of
familiarity with the historical background when
conducting sentiment analysis.

Moreover, all participants felt that the histori-
cal context significantly influenced their ability to
annotate sentiment, reporting the need to indepen-
dently research the historical background using re-
sources like Wikipedia, the University Library Cat-
alogue, Britannica, and the ANNO repository. The
historical language, including vocabulary, gram-
mar, and phrasing, also posed challenges, similarly
influencing their ability to annotate sentiment.

Participants indicated that the clarity of what
should be annotated—whether it was the sentiment
of the language, sentiment towards a group, or the
emotional state of the speaker—was not always
clear. They reported that regular discussions and
feedback sessions were useful for overcoming these



Annotation Annotator 1

Annotator 2

Annotator 3

negative 550 (54.7%) 435 (43.33%) 346 (34.36%)
neutral 236 (23.51%) 423 (42.13%) 453 (45.12%)
positive 147 (14.61%) 73 (7.27%) 79 (7.87%)

mixed 71 (7.07%) 73 (7.27%) 126 (12.55%)

Table 1: Annotation results across three annotators.

challenges.

The use of sarcasm and metaphors in the texts
presented a challenge for most participants. Two
respondents found metaphors challenging, while
one was affected by sarcasm, indicating a need
for additional training or guidelines on handling
figurative language in sentiment analysis.

Access to the previous and following sentences
(context) was generally seen as helpful, with all
participants agreeing that it aided in making more
accurate annotations. However, opinions were di-
vided on whether more context was necessary, with
one participant suggesting that additional context
could clarify ambiguous sentiments.

The overall NASA-TLX score was calculated
by averaging the scores on six dimensions: men-
tal, physical, temporal demand, performance, effort
and frustration level. This equates to a score of 3.09
out of 5, indicating that the perceived workload is
slightly above neutral. The annotators indicated
that the level of workload was moderate overall,
with some dimensions (such as mental demand, ef-
fort, and performance) rated higher than others. In
terms of the UEQ-S, the Pragmatic Quality (PQ)
achieved a score of 4.97 on a scale from 1 to 7
(1 reflects a poor experience in terms of usability,
and a higher score of 7 reflects a good experience).
This indicates that the task was moderately usable
and clear. The hedonic quality (HQ) was rated at
4.45 out of 7 (with 1 indicating a less enjoyable
experience and 7 indicating an emotionally satisfy-
ing one), indicating that the task was perceived as
somewhat enjoyable and not unpleasant.

The questionnaire also assessed the usability of
different annotation tools, with participants evalu-
ating Google Forms, Google Sheets, and Doccano.
All three annotators identified Doccano as the most
intuitive tool, citing its clear layout, ease of naviga-
tion, and effective display of context as key factors.
Additionally, the ability to leave comments and
track progress was identified as a valuable feature.
However, both Google Forms and Google Sheets
are also considered relatively straightforward to
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use and easily adaptable (see Figures 1 and 2). The
annotators found Google Sheets less practical for
navigating between the annotation units and view-
ing the full sentences. This is reflected in Figure
1, where one annotator noted that Google Sheets
were difficult to use.

Lastly, annotators provided constructive feed-
back on how to improve the annotation process.
One suggestion was to standardise the token length
of context provided for each sentence, as incon-
sistencies sometimes made interpretation difficult.
Another recommendation was to allow annotators
to "correct" incomplete sentences by adding parts
from adjacent sentences. These insights will be im-
plemented in the following rounds of annotation.

7 Discussion

In this study, a sentiment-annotated corpus of Aus-
trian historical newspaper texts was developed,
with three semi-expert annotators categorizing sen-
tences into four sentiment classes: positive, nega-
tive, neutral, and mixed. The inter-rater agreement,
measured using Fleiss’ kappa, resulted in a score
of 0.405, indicating fair to moderate agreement
and reflecting the inherent challenges in annotating
historical corpora. This aligns with previous re-
search ((Sprugnoli et al., 2023; Schmidt et al., 2019,
2018)) and highlights the difficulty of classifying
complex texts, particularly those with mixed senti-
ments. This category, indicating both positive and
negative sentiments within a single sentence, was
the most challenging due to its higher token count,
and presumably as a result, higher content ambi-
guity. This finding underscores the complexity of
historical texts, where sentiments can shift within
the same sentence or be expressed through nuanced
language, including sarcasm and metaphors, that is
difficult to categorise definitively. The study also
observed a notable imbalance in sentiment cate-
gories, with the majority of annotations marked
as negative or neutral. This distribution mirrors
the historical context of the periodicals, which fre-
quently adopted a critical stance toward migration
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Figure 2: Annotation tool comparison on speed of adaptation.

and minorities. Despite these challenges, the an-
notation process achieved an Average Percentage
Agreement (APA) of 45.7% for full agreement and
92.5% for majority vote (two out of three annota-
tors). These results validate the reliability of the
annotation process, allowing the creation of a gold
standard corpus comprising 930 sentences, which
will be extended in future annotation rounds.

Notably, the successful use of semi-expert an-
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notators—advanced students—demonstrates that
it is possible to achieve reliable annotations with-
out relying on fully trained experts. This finding
corroborates previous studies (Yeruva et al., 2020;
Schmidt and Burghardt, 2018), reinforcing the no-
tion that semi-experts, can serve as an accessible
yet effective alternative for similar tasks.

The annotation process was systematically sup-
ported by providing essential contextual informa-



tion, including references to the previous and
following sentences, newspaper name, and date,
which helped annotators interpret complex histor-
ical texts more accurately. Such contextual cues
were particularly important given the nuanced lan-
guage found in historical materials, where sen-
timents often shift within a sentence. The user
experience questionnaire (Appendix A) revealed
the cognitive and emotional demands on annota-
tors, especially when dealing with historical lan-
guage, figurative expressions like metaphors, and
sarcasm. This feedback is valuable for improv-
ing future annotation workflows and provides a
basis for comparing annotator experiences in simi-
lar tasks. Reusing the questionnaire, particularly its
sections on historical language and context, could
further enhance the systematic evaluation of annota-
tion processes within Digital Humanities projects.
The standardized usability assessments, NASA-
TLX and UEQ-S, highlighted the need to con-
sider both cognitive workload and user engagement
when designing annotation tasks. The NASA-TLX
results showed that while the task was manage-
able, it required significant cognitive effort, partic-
ularly for complex, sentiment-laden historical texts.
This finding aligns with Schmidt et al. (2019) and
highlights the importance of considering workload
when designing annotation tasks, particularly for
complex historical texts. The UEQ-S results reveal
a clear process (Pragmatic Quality) but suggest the
task could be more engaging (Hedonic Quality).
While Doccano proved to be the most user-friendly
tool, with a positive impact on annotator efficiency
and accuracy, there is room for improvement in user
experience, particularly regarding task engagement.
These results reinforce the need for comprehensive
guidelines and tool evaluations, as well as attention
to annotator workload, to ensure efficient and accu-
rate sentiment annotation in Digital Humanities.

8 Conclusion

This study contributes to the field of Digital Hu-
manities by presenting the first sentiment-annotated
corpus of Austrian historical newspaper texts in
Austrian German. Through the collaboration of
three semi-expert annotators, 930 sentences were
annotated for sentiment using a carefully designed
process supported by tools like Doccano, Google
Sheets, and Google Forms. The fair-to-moderate
inter-rater agreement (Fleiss’ kappa of 0.405) re-
flects the challenges of annotating historical texts,
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where sentiment is often complex and contextually
dependent.

A contribution of this study is the user expe-
rience questionnaire, which were specifically de-
signed to assess the cognitive and emotional chal-
lenges encountered during the annotation process.
The bespoke sections of the questionnaire not only
provided valuable insights for improving subse-
quent annotation rounds but also offer a reusable
framework for evaluating annotator experiences in
other historical and literary annotation projects.

Furthermore, this study highlights the feasibility
of employing semi-expert annotators in sentiment
annotation, achieving reliable results through thor-
ough guidelines and iterative feedback. Standard-
ized assessments of usability and user experience,
combined with the custom questionnaire, provided
critical insights into annotators’ cognitive demands
and areas where the task could be improved.

By making the corpus openly available, this re-
search offers a valuable resource for further sen-
timent analysis in Austrian German, particularly
on topics such as migration, minorities, and labor
rights. The findings and methodology outlined here
will serve as a basis for future annotation projects,
contributing to more nuanced and accessible senti-
ment analysis in historical and literary contexts.

Limitations

It should be noted that this study is subject to a
number of limitations. Firstly, the limited number
of annotators may impact the representativeness
of the findings, particularly in terms of inter-rater
agreement.

Secondly, the imbalance in sentiment categories,
with a predominance of negative and neutral an-
notations, may have had an impact on the over-
all results. This imbalance reflects the content of
the newspapers, but it also presents a challenge
for model training and evaluation, as models may
be biased towards these more common categories.
Further rounds of annotation will be added to the
corpus in the future, with the aim of reducing this
imbalance.

Thirdly, the historical context and language of
the texts presented significant challenges to the an-
notators, who had to navigate complex sentences
and cultural references that may not have been im-
mediately apparent. While the annotators were
semi-experts, additional training or the use of an-
notators with expertise in history or media studies



could help to overcome some of the challenges
identified.

Furthermore, the annotators indicated that they
would have benefited from additional context ac-
companying the annotation unit and the ability to
correct over-split annotation units, which will be
addressed at a future stage in the annotation pro-
cess.

The process of annotation of further data from
historical newspapers will continue (with an exten-
sion of the temporal coverage and the addition of
other newspapers with different political leanings).
These limitations can serve as lessons that can be
applied in the future to improve the creation of the
gold standard.

Ethics Statement

This study was conducted with careful considera-
tion of ethical principles, particularly in relation to
the sensitive nature of historical newspaper content.
The annotation units in this study included topics
such as migration, labour, and minorities, which
are often associated with discriminatory language
and sentiments. The annotators were instructed
to approach these texts with sensitivity and objec-
tivity, ensuring that their annotations reflect the
sentiment expressed in the text rather than their
personal beliefs or biases.

Moreover, the historical context of the texts was
acknowledged as a potential source of bias, both
in the content of the texts themselves and in the
interpretation by the annotators. To mitigate this,
the annotators were provided with extensive train-
ing and were encouraged to research the historical
background of the texts using reputable sources.

The study also adhered to ethical guidelines re-
garding the use of human participants. The annota-
tors were informed about the purpose of the study,
the tasks they were required to perform, and the
potential challenges they might face. Their partici-
pation was voluntary and paid.

The study recognizes the potential impact of cre-
ating a sentiment-annotated corpus for historical
texts, particularly in terms of how these texts may
be interpreted and used in future research. The
authors are committed to ensuring that the corpus
is used responsibly and that any findings derived
from it are presented in a manner that respects the
historical context and the individuals represented
in the texts.

59

Acknowledgements

We would like to express our sincere gratitude to
Melanie Frauendorfer, Clara Hochreiter and Leona
Miinzer for their diligence and hard work on the
corpus annotation. Their insights and feedback are
greatly appreciated.

References

Ali Al-Laith, Alexander Conroy, Jens Bjerring-Hansen,
and Daniel Hershcovich. 2024. Development and
Evaluation of Pre-trained Language Models for His-
torical Danish and Norwegian Literary Texts. In Pro-
ceedings of the 2024 Joint International Conference
on Computational Linguistics, Language Resources
and Evaluation (LREC-COLING 2024), pages 4811-
4819, Torino, Italia. ELRA and ICCL.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. BERT: Pre-training of
Deep Bidirectional Transformers for Language Un-
derstanding.

Paul Ekman. 1992. An argument for basic emotions.
Cognition and Emotion, 6(3-4):169-200.

Maarten Grootendorst. 2022. BERTopic: Neural topic
modeling with a class-based TF-IDF procedure.
ArXiv:2203.05794 [cs].

Sandra G. Hart and Lowell E. Staveland. 1988. Devel-
opment of NASA-TLX (Task Load Index): Results
of Empirical and Theoretical Research. 52:139-183.

Laura Hernandez-Lorenzo, Aitor Diaz, Alvaro Perez,
Salvador Ros, and Elena Gonzalez-Blanco. 2022. Ex-
ploring Spanish contemporary song lyrics through
Digital Humanities methods: Some thematic and
structural properties. Digital Scholarship in the Hu-
manities, 37(3):738-746.

Andreas Hinderks, Martin Schrepp, and Jorg
Thomaschewski. 2018. A Benchmark for the Short
Version of the User Experience Questionnaire:. In
Proceedings of the 14th International Conference on
Web Information Systems and Technologies, pages
373-377, Seville, Spain. SCITEPRESS - Science
and Technology Publications.

Nakayama Hiroki, Kubo Takahiro, Kamura Junya,
Taniguchi Yasufumi, and Liang Xu. 2018. {doc-
cano}: Text Annotation Tool for Human.

Julian HauBler and Evelyn Gius. 2023. Operationalizing
and Measuring Conflict in German Novels. In Pro-
ceedings of the Computational Humanities Research
Conference (CHR 2023), volume 3558.

Jasleen Kaur and Jatinderkumar R. Saini. 2014. Emo-
tion Detection and Sentiment Analysis in Text Cor-
pus: A Differential Study with Informal and Formal
Writing Styles. International Journal of Computer
Applications, 101(9):1-9.



Evgeny Kim and Roman Klinger. 2019. A Survey on
Sentiment and Emotion Analysis for Computational
Literary Studies. Zeitschrift fiir digitale Geisteswis-
senschaften. ArXiv: 1808.03137.

Philipp Koncar, Alexandra Fuchs, Elisabeth Hobisch,
Bernhard C. Geiger, Martina Scholger, and Denis
Helic. 2020. Text sentiment in the Age of Enlighten-
ment: an analysis of spectator periodicals. Applied
Network Science, 5(1):33.

Philipp Koncar, Bernhard C. Geiger, Christina Glatz,
Elisabeth Hobisch, Sanja Sari¢, Martina Scholger,
Yvonne Vo6lkl, and Denis Helic. 2021. A Sentiment
Analysis Tool Chain for 18th Century Periodicals:
Experimente in den Digital Humanities.

Bing Liu. 2012. Sentiment Analysis and Opinion Min-
ing (Synthesis Lectures on Human Language Tech-
nologies). Morgan & Claypool Publishers, Vermont,
Australia.

Mary L. McHugh. 2012. Interrater reliability: the kappa
statistic. Biochemia Medica, 22(3):276-282.

James A. Russell. 1980. A circumplex model of af-
fect. Journal of Personality and Social Psychology,
39(6):1161-1178.

Thomas Schmidt and Manuel Burghardt. 2018. An Eval-
uation of Lexicon-based Sentiment Analysis Tech-
niques for the Plays of Gotthold Ephraim Lessing. In
Proceedings of the Second Joint SIGHUM Workshop
on Computational Linguistics for Cultural Heritage,
Social Sciences, Humanities and Literature, pages
139-149, Santa Fe, New Mexico. Association for
Computational Linguistics.

Thomas Schmidt, Manuel Burghardt, and Katrin Den-
nerlein. 2018. Sentiment Annotation of Historic Ger-
man Plays: An Empirical Study on Annotation Be-
havior. pages 47-52. Sofia, Bulgaria. Conference
Name: Annotation in Digital Humanities (annDH)
Meeting Name: Annotation in Digital Humanities
(annDH).

Thomas Schmidt, Katrin Dennerlein, and Christian
Wolff. 2021a. Emotion Classification in German
Plays with Transformer-based Language Models Pre-
trained on Historical and Contemporary Language.
In Proceedings of the 5th Joint SIGHUM Workshop
on Computational Linguistics for Cultural Heritage,
Social Sciences, Humanities and Literature, pages
67-79, Punta Cana, Dominican Republic (online).
Association for Computational Linguistics.

Thomas Schmidt, Katrin Dennerlein, and Christian
Wolff. 2021b. Towards a Corpus of Historical Ger-
man Plays with Emotion Annotations. pages 11
pages, 741719 bytes.

Thomas Schmidt, Katrin Dennerlein, and Christian
Wolff. 2021c. Using Deep Learning for Emotion
Analysis of 18th and 19th Century German Plays.
Fabrikation von Erkenntnis: Experimente in den Dig-
ital Humanities -.

60

Thomas Schmidt, Brigitte Winterl, Milena Maul, Alina
Schark, Andrea Vlad, and Christian Wolff. 2019.
Inter-Rater Agreement and Usability: A Compar-
ative Evaluation of Annotation Tools for Sentiment
Annotation.

Stefan Schweter. 2020. Europeana BERT and ELEC-
TRA models.

Rachele Sprugnoli, Francesco Mambrini, Marco Pas-
sarotti, and Giovanni Moretti. 2023. The Sentiment
of Latin Poetry. Annotation and Automatic Analysis
of the Odes of Horace. Italian Journal of Computa-
tional Linguistics, 9(1).

Rachele Sprugnoli and Arianna Redaelli. 2024. How
to Annotate Emotions in Historical Italian Novels:
A Case Study on I Promessi Sposi. In Proceedings
of the Third Workshop on Language Technologies
for Historical and Ancient Languages (LT4HALA) @
LREC-COLING-2024, pages 105-115, Torino, Italia.
ELRA and ICCL.

Omri Suissa, Avshalom Elmalech, and Maayan
Zhitomirsky-Geffet. 2022. Text analysis using deep
neural networks in digital humanities and information
science. Journal of the Association for Information
Science and Technology, 73(2):268-287.

Vijaya Kumari Yeruva, Mayanka Chandrashekar, Yu-
gyung Lee, Jeff Rydberg-Cox, Virginia Blanton, and
Nathan A Oyler. 2020. Interpretation of Sentiment
Analysis with Human-in-the-Loop. In 2020 IEEE
International Conference on Big Data (Big Data),
pages 3099-3108, Atlanta, GA, USA. IEEE.

A Appendix A - Annotation questionnaire

A.1 Section 1 - General experience

1. How would you describe the difficulty of an-
notation of texts? (5 point Likert scale, very

easy - very difficult)

How much time did you approximately spend
on an annotation unit (sentence)? (short an-
swer)

. How much time did you approximately spend
on 150 annotation units - one annotation
round? (short answer)

. Did you need to take frequent breaks from
annotation due to the difficulty of the task?
(multiple choice - yes/no/other)

How would you describe your confidence in
your annotations? (5 point Likert scale, not
confident at all - really confident)

Provided for you were the texts from two Aus-
trian newspapers - "Neue Freie Presse" (NFP)



7.

and "Das Vaterland" (VTL). The name (or
the abbreviation) was also provided. Was one
of them more difficult to annotate, and if so,
which one? (multiple choice - NFP/VTL/not
sure/both were equal in difficulty)

What did you find most difficult about the
annotation process? (short answer)

A.2 Section 2 - Nasa Task Load Index (Hart

and Staveland, 1988)

Please rate your experience on the following as-
pects of the task:

1.

How mentally demanding was the task? (5
point Likert scale, very low - very high)

How physically demanding was the task? (5
point Likert scale, very low - very high)

How hurried or rushed was the pace of the
task? (5 point Likert scale, very low - very
high)

How successful were you in accomplishing
the task? (5 point Likert scale, very low - very
high)

. How hard did you have to work to accomplish

your level of performance? (5 point Likert
scale, very low - very high)

How insecure, discouraged, irritated, stressed
and annoyed were you? (5 point Likert scale,
very low - very high)

A.3 Section 3 - User Experience

Questionnaire (UEQ-S) (Hinderks et al.,
2018)

Please rate your experience on the following as-
pects of the task:

1.

Annoying - enjoyable (7 point Likert scale,
left extreme - right extreme)

Not understandable - understandable (7 point
Likert scale, left extreme - right extreme)

Slow - fast (7 point Likert scale, left extreme -
right extreme)

Unpleasant - pleasant (7 point Likert scale,
left extreme - right extreme)

Complicated - easy (7 point Likert scale, left
extreme - right extreme)
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A4

AS

1.

Boring - exciting (7 point Likert scale, left
extreme - right extreme)

. Demotivating - motivating (7 point Likert

scale, left extreme - right extreme)

. Difficult to learn - easy to learn (7 point Likert

scale, left extreme - right extreme)

Section 4 - Historical Language and
Context

. How much did the historical context of the

texts affect your ability to annotate the senti-
ment? (5 point Likert scale, not at all - signifi-
cantly)

How much did the historical language (e.g.,
vocabulary, grammar, phrasing) of the texts
affect your ability to annotate the sentiment?
(5 point Likert scale, not at all - significantly)

. Did you feel the need to investigate the his-

torical background of the texts on your own?
(multiple choice - yes/no)

If yes, which resources did you use for this
research (please specify)? (short answer)

. How clear was it what should be annotated:

the sentiment of the language, the sentiment
towards a person/group of people, the senti-
ment towards a subject or the emotional state
of the speaker? (5 point Likert scale, com-
pletely unclear - very clear )

If the task was unclear, what would have/has
helped you overcome it? (short answer)

Section 5 - Specific Language Properties

How much did the appearance of sarcasm in
the texts affect your annotation? (5 point Lik-
ert scale, not at all - significantly)

How much did the appearance of metaphors
in the texts affect your annotation? (5 point
Likert scale, not at all - significantly)

. How much did having access to the previous

and following sentences (context) help you in
making accurate annotations? (5 point Likert
scale, not at all - significantly)

Do you believe more context is necessary?
(multiple choice - yes/no/other)



A.6 Section 6 - Tool usability comparison

1. How easy was it to use the following tools for
annotation?

(a) Google Forms (5 point Likert scale, very
easy - very difficult)

(b) Google Sheets (5 point Likert scale, very
easy - very difficult)

(c) Doccano (5 point Likert scale, very easy
- very difficult)

(d) How quickly were you able to adapt to
using each tool for annotation?

(e) Google Forms (5 point Likert scale, took
a long time - immediately)

(f) Google Sheets (5 point Likert scale, took
a long time - immediately)

(g) Doccano (5 point Likert scale, took a
long time - immediately)

(h) Which tool did you find the most intu-
itive to use for annotation tasks? (mul-
tiple choice - Google Forms/ Google
Sheets/Doccano)

2. Please shortly elaborate why (short answer)

A.7 Section 7 - Additional feedback

1. This section is for any additional observations
and remarks. How would you improve the
annotation setup? Do you have any additional
feedback or advice on how to improve the
annotation process? (long answer)
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Abstract

Cross-references link source passages of text
to other passages that elucidate the source pas-
sage in some way and can deepen human un-
derstanding. Despite their usefulness, however,
good cross-references are hard to find, and ex-
tensive sets of cross-references only exist for
the few most highly studied books such as the
Bible, for which scholars have been collecting
cross-references for hundreds of years.

Therefore, we propose a new task: generate
cross-references for user-selected text on de-
mand. We define a metric, coverage, to evalu-
ate task performance. We adapt several mod-
els to generate cross-references, including an
Anchor Words topic model, SBERT Sentence-
Transformers, and ChatGPT, and evaluate their
coverage in both English and German on exist-
ing cross-reference datasets. While ChatGPT
outperforms other models on these datasets,
this is likely due to data contamination. We
hand-evaluate performance on the well-known
works of Jane Austen and a less-known sci-
ence fiction series Sons of the Starfarers by
Joe Vasicek, finding that ChatGPT does not
perform as well on these works; sentence em-
beddings perform best. We experiment with
newer LLMs and large context windows, and
suggest that future work should focus on de-
ploying cross-references on-demand with read-
ers to determine their effectiveness in the wild.

1 Introduction

A cross-reference is a connection between a source
passage of text and another passage with bearing on
the source passage. A cross-reference may contex-
tualize, define, reinforce, restate, or even rebut the
source passage, but a good cross-reference always
elucidates the source passage in some way.

Good cross-references are hard to find because
it takes familiarity with the text as a whole and a
focused search through the text to find connections.
While scholar-created sets of cross-references are

courtni.byun@gmail.com

kseppi@cs.byu.edu

rare, the concept of self-reference within a text
is ubiquitous. Consider the following two con-
versations from the film, “The Emperor’s New
Groove” (Dindal, 2000):

Yzma: Fired? What do you mean, fired?

Kuzco: Um, how else can I say it?
You’re being let go. Your department
is being downsized. You're part of an
outplacement. We’re going in a differ-
ent direction. We’re not picking up your
option. Take your pick. I got more.

<later>

Yzma: Just think of it as you’re being
let go, that your life’s going in a differ-
ent direction, that your body’s part of a
permanent outplacement.

Kronk: Hey, that’s kind of like what he
said to you when you got fired.

This type of cross-reference, known as a “call-
back” in screenwriting, reuses or paraphrases a
previous line. This type of cross-reference is easy
to identify, since its express purpose is to be iden-
tified by the audience and to recontextualize the
earlier line, often for laughs.

Most cross-references are subtler and more dif-
ficult to find, especially when not intended as
cross-references by the writer(s).! Subtle cross-
references can be found in one of two ways:

1. While reading, the cross-referencer happens
to remember another connected passage—like
Kronk recognizing the callback in “The Em-
peror’s New Groove”

2. The cross-referencer performs a focused
search through the text specifically looking
for connections to a source passage. When ap-
plied to each passage in a text, this translates
to a complexity of O(n?).

'See Appendix A for examples of subtler cross-references.
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For print books, all desired cross-references
must be discovered prior to printing since they
cannot be added later. Electronic texts make it
possible to discover cross-references dynamically
instead. We therefore propose a fundamentally new
task: provide cross-references on demand directly
to readers for any passage they select.

Our contributions are as follows:

* Define the task: cross-references on demand.

* Define a metric to evaluate the task.

» Adapt several models to accomplish the task.

* Evaluate the model performance on three
works in two languages, English and German.

We discuss prior work with cross-references in
Section 2, define the task, cross-references on de-
mand, in Section 3, discuss our methodology in
Section 4, and present results in Section 5.

2 Prior Work

Before the advent of computers, all cross-reference
sets were necessarily compiled manually. The more
than 500,000 biblical cross-references originally
published as the Treasury of Scripture Knowledge
around 1830, were collected by “many authors
...over centuries” (Morton, 2010).

In 1973, the Church of Jesus Christ of Latter-
day Saints formed a committee to create a new
edition of the Bible for use by their congrega-
tions. This committee and “hundreds of workers”—
mostly volunteers—took six years to create a cross-
reference set for the new edition, despite evaluating
existing Bible cross-references and using concor-
dance software (Anderson, 1979).

The labor-intensive nature of these manual cross-
referencing projects highlights the reasons why
scholarly cross-reference sets are so rare.

Lund et al. (2019) investigated reducing the
cost to create a cross-reference set by using topic
modeling to suggest cross-references and crowd-
sourcing to evaluate them. However, creating a
set of cross-references will be labor-intensive no
matter how much technology improves. Even
the Qur’an, although revered, was not extensively
cross-referenced until 2022, the culmination of a
project that took a decade to complete despite ac-
cess to modern technology (Sirry, 2022).

There are over 130,000,000 books in publica-
tion (Taycher, 2010). It would be impossible to
create sets of cross-references for all of them, but
it might be possible to cross-reference them on
demand instead.

Source Passage: “It is a truth universally
acknowledged, that a single man in posses-
sion of a good fortune, must be in want of
a wife.” — Pride and Prejudice, ch.1

ChatGPT: “Happy families are all alike; ev-
ery unhappy family is unhappy in its own
way.” — Anna Karenina, ch.1

Sentence Embeddings: “But there certainly
are not so many men of large fortune in the
world as there are pretty women to deserve
them.” — Mansfield Park, ch.1

Topic Modeling: “It must make you better
satisfied that your other four are single.”
— Pride and Prejudice, ch.53

Figure 1: The best examples from the top five sugges-
tions generated by our best-performing models on the
first sentence of Pride and Prejudice. ChatGPT suggests
first lines from various literary works.

3 Defining Cross-references On Demand

What would cross-references on-demand look like?
A reader selects a desired source passage, and a
model returns suggested cross-references; see Fig-
ure 1 for an example of what this might look like.
The difficulty of this task lies in finding good cross-
references and evaluating cross-reference quality.

A good cross-reference enhances the reader’s
understanding of the source passage. However
readers are not monolithic, so we cannot ex-
pect every suggested cross-reference to be a
good cross-reference for every reader. Even
scholar-produced sets—which should only contain
good cross-references—contain cross-references
that some readers find unhelpful. If experts cannot
produce universally good cross-references, we do
not expect models to do so. Instead, we consider
a model successful if a reader finds a satisfactory
number of good cross-references in a relatively
small number of suggestions.

To encapsulate this concept, we define the fol-
lowing metric which we refer to as coverage:

> f(d)
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where C'is the coverage, d is a source passage; n
is the total number of source passages for which
we evaluate suggested cross-references; x is a sug-
gested cross-reference from the model; ¢ is the
number of cross-references suggested, G is the set
of good cross-references, and ¢ is the number of
cross-references required to satisfy the reader. It is
similar to precision @k, but instead of calculating
the ratio of good suggestions to total suggestions,
we determine whether or not critical mass of good
suggestions has been achieved.

Coverage can be calculated for the entire text,
or, conveniently, for a sample of the text with the
result extrapolated to the rest of the text. Using
coverage we can now compare the performance
of various models to determine which produce the
most satisfactory results.

4 Methodology

We consider which models to apply to cross-
reference generation in Section 4.1; we discuss
the Datasets to which we will apply them in Sec-
tion 4.2; and we discuss using coverage to evaluate
model performance in Section 4.3.

4.1 Model Selection

While any number of models could be adapted to
cross-references on demand, we choose three to
represent them.

Since Lund et al. (2019) applies topic model-
ing to static cross-reference set creation with good
effect, it is logical to adapt their models to our
task—see Section 4.1.1. These models rank cross-
reference suggestions using topical similarity.

Sentence embeddings are a more mainstream
way of comparing semantic similarity; we therefore
adapt them as well-see Section 4.1.3.

Finally, it is unclear whether semantic similar-
ity is the most effective way to find good cross-
references. The context of the passage—including
context external to the work—may prove essential
to finding good cross-references. Large language
models (LLMs) such as ChatGPT have proven as-
tonishingly good at performing many difficult lan-
guage tasks (OpenAl, 2022), and ChatGPT has
recently been incorporated into a Bible study tool
with an option to suggest cross-references (Norton,
2024). Therefore, we experiment with ChatGPT-
see Section 4.1.5.
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4.1.1 Topic-based Models

We adapt variations of two different topic-
modeling-based models from Lund et al. (2019)
to use as cross-reference generators and create a
third, unique model using randomized topic-words.

We adapt the most successful model from Lund
et al. (2019) to serve as a baseline. This model
is based on Tandem Anchors (Lund et al., 2017),
an extension of the Anchor Words algorithm for
topic modeling (Arora et al., 2013) and uses 3000
topics. In order to generate cross-references, the
model is given the entire text split up into passages
(verses for the Bible and sentences for the other
two works). The topics are chosen by randomly
selecting a number of passages from the text equal
to the desired number of topics. For each of these
passages, we take the harmonic mean of the vec-
tor representation of all the words in the passage
and add a small epsilon of 1e~1? in each dimen-
sion to avoid zero weights. The topics and text
are then processed using the Anchor Words algo-
rithm to produce topical weights for each passage.
This topic-weight vector for each passage is then
compared to the topic-weight vector for the source
passage and the most topically similar passages
are suggested as cross-references. We adapt this
model further by sweeping the space of topics to
determine an optimum number—which has not been
done previously. We refer to models based on Tan-
dem Anchors with fand_n, where “n” represents
the number of topics.

The Anchor Words algorithm chooses words as
topics based on a variation of the Gram-Schmidt
process (Arora et al., 2013). Lund et al. (2019)
also employed this model, which performed on par
with their Tandem Anchors model. We therefore
also adapt this model to our task. Topics are chosen
by representing words in a high-dimensional space
and attempting to pick n words to use as topics
that maximally span that space, very similar to a
convex hull. We refer to variations on this model
with gram_n, where “n” represents the number of
topics chosen for the model, and we sweep the
topic space since this has not been done previously.

Using 3,000 or more topics for gram_n may not
be sensical. For perspective, our datasets have a
vocabulary between 9,000 and 20,000 words de-
pending on preprocessing, meaning 3,000 topics
is 15-30% of the vocabulary. This was not the ex-
pected use of topic modeling or Anchor Words, and
it is unclear how well the modified Gram-Schmidt



process for selecting topic words will work at such
high saturation. We therefore employ a model that
selects n words from the vocabulary at random, and
adds a small epsilon of 1e~1Y in each dimension.
We refer to this model as rand_n, where “n” repre-

sents the number of topics chosen for the model.

4.1.2 Preprocessing

For topic-based models—which use a bag-of-words
approach-we remove stopwords and employ a
stemmer: the Porter stemmer (Porter, 1980) for all
English datasets, and the Snowball German stem-
mer for Bible-GER (Porter, 2001).

4.1.3 Sentence Embedding

We employ SBERT sentence-transformer models
for sentence embedding (Reimers and Gurevych,
2019, 2020). For English data, we use all-mpnet-
base-v2 which currently has the best average perfor-
mance among available SBERT models. For Ger-
man data we use paraphrase-multilingual-mpnet-
base-v2, which currently performs best among mul-
tilingual SBERT models. Similar to the topic-based
algorithms, we use the embedding vectors to rank
the similarity of each passage to the source passage
and suggest the most similar passages.

4.1.4 Distance Metrics

Lund et al. (2019) explored several distance metrics
and ultimately evaluated their models using cosine
similarity. However, a close viewing of their metric
comparison results suggests that cityblock distance
performs on par with cosine similarity for the most
similar passages evaluated. We therefore include
both cosine similarity and cityblock/Manhattan dis-
tance to determine semantic similarity.

4.1.5 ChatGPT

Finally, we employ the GPT-3.5-turbo model using
default hyperparameters (OpenAl, 2022) to gener-
ate cross-references with the following prompt:

I am reading [TEXT_NAME)] and want
to find some good cross-references
for [REFERENCE_AND/OR_QUOTE].
Can you suggest some good cross-
references?

replacing [TEXT_NAME] with the name of the
book (e.g. the Bible) and replacing [REFER-
ENCE_AND/OR_QUOTE] with a reference to the
passage (only for Bible data), the text of the pas-
sage, or both (e.g. “Genesis 1:1 - In the beginning,

God created the heavens and the earth.”)>. We eval-
uate the cross-references generated, ignoring other
generated text. We evaluate the first generation
produced for each passage.

4.2 Datasets

We evaluate our models on their ability to sug-
gest good cross-references for three different texts.
First, the Bible for which there are expansive, freely
available cross-reference sets. Second, for the
works of Jane Austen which are widely known and
analyzed, but for which there are no existing cross-
reference sets. Third, for a science fiction series,
The Sons of the Starfarers, by Joe Vasicek, which
is less well-known and unlikely to be included in
ChatGPT’s training data.

4.2.1 The Bible

The Bible allows us to evaluate results at scale us-
ing existing cross-reference sets. “The Treasury of
Scripture Knowledge, Enhanced” (TSKE) (Mor-
ton, 2010) is a cross-reference resource based
on the original TSK. This set of cross-references
is especially useful since it contains an impres-
sive 670,000 cross-references and contains cross-
references for 96% of verses. While not the
most expansive cross-reference set—there is at least
one Biblical cross-reference set that boasts over
900,000 cross-references (Smith, 2016), the TSKE
is freely available for download.

OpenBible.info has cross-references seeded
from the TSK and other open source cross-
reference sets and allows users to upvote help-
ful cross-references and downvote unhelpful ones.
We use the OpenBible.info cross references and
attached up/downvotes. This yields multiple cross-
reference sets, allowing us to simulate readers with
different views of what is a good cross-reference.
We use the set of cross-references from Open-
Bible.info that have at least as many upvotes as
downvotes—and call this Open. We also use the set
of cross-references that have a minimum of 5 net
upvotes and call this Opens.

Beyond the existence of expansive cross-
reference sets, the Bible is a useful text because
of its many translations. At the time of this writ-
ing, there were 3,035 bible translations available
in 2,014 languages on Bible.com. For English

“When prompting ChatGPT with the passage text without
the reference, we change the last sentence to “Can you suggest
some good quotes as cross-references?” Without adjusting it,
ChatGPT tends to ask for a reference or describe a scene.



tand_2000 tand_3000 tand_4000 tand_5000

cos city cos city cos city cos city
TSKE 0.307 0.393 0.328 0.416 0.357 0.445 0.353 0.442
Open 0.231 0.299 0.248 0.320 0.272  0.345 0.270  0.340
Open5 0.141 0.190 0.146  0.202 0.161 0.216 0.158 0.211

Table 1: The results for the tandem anchors model using cosine and cityblock distance metrics. Tandem anchors

with 4,000 topics performs best for each dataset using the cityblock distance metric.

gram_2000 gram_3000 gram_4000 gram_5000 gram_10241

cos city cos city cos city cos city cos city
TSKE 0.290 0.327 0.334 0.379 0.381 0.447 0.380 0.443 0.379 0.445
Open 0.217 0.248 0.252  0.293 0.289 0.348 0.289 0.345 0.288 0.346
OpenS 0.108 0.127 0.135 0.160 0.163 0.204 0.161 0.206 0.162 0.203

Table 2: Results for the gram_n model using cosine and cityblock metrics. 4,000 topics performs best, except for
the Open5 cross-reference set with the cityblock metric for which 5,000 topics performs best.

Bible experiments, we use the text of the English
Standard Version (ESV) of the Bible, since that
is the version of the Bible on OpenBible.info. In
2022, the Luther Bible was the bestselling German
translation of the Bible according to the German
Bible Society (Bigl, 2023). We evaluate the cross-
reference sets using this translation of the Bible
which we refer to as Bible-GER.

4.2.2 The Works of Jane Austen

We know good cross-references exist for the Bible,
but it is unclear to what extent this is true for other
texts. Also, data contamination, specifically the
ubuiquity of Bible-cross-references, almost cer-
tainly gives ChatGPT an edge when it comes to
Bible data. Therefore, Jane Austen’s novels are a
great dataset to explore ChatGPT’s ability to per-
form on a text with which it is very familiar but for
which there are not existing cross-reference sets.

We ask our three best-performing models to sug-
gest 5 cross-references each for 100 randomly se-
lected sentences from the works of Jane Austen.
Two of our authors then hand-evaluate each sug-
gestion.

4.2.3 Sons of the Starfarers

We include Sons of the Starfarers by Joe Vasicek
because it is data that ChatGPT has never seen. We
experiment with both one-shot prompting, and fine-
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tuning chatGPT on this text, to see what ChatGPT
can do with an entirely unknown text.

4.3 Coverage

We report coverage at n = 1 and 7 = 5. In other
words, a passage adds to the coverage if at least one
good cross-reference appears in the first 5 sugges-
tions. We assume that a typical reader, interested
in the source passage, will be willing to read 5 sug-
gested cross-references before giving up on finding
a good one. Future research could be done with
actual readers to validate these assumptions. Cov-
erage results on Bible data for a range of values of
n and ¢ are given in Appendix B.

5 Results

We report results on the English Bible, followed by
Bible-GER, followed by the works of Jane Austen.

5.1 Topic sweeps

We sweep the topic space with a low of 50 topics,
increasing until we no longer see improvements
in coverage. Performance gains steadily from 50
topics with best results around 4,000 topics. We
report results for best-performing number of topics.

For the tand_n model, 4,000 topics always per-
forms best. See Table 1 for results for the tand_n
model surrounding 4,000 topics.



rand_4000 rand_8000 rand_9000 rand_10241 rand_14730

cos city cos city cos city cos city cos city
TSKE 0.363 0.421 0.443 0.506 0.461 0.529 0.465 0.547 0.469 0.546
Open 0.278 0.326 0.346  0.400 0.360 0.419 0.364 0.434 0.368 0.435
Open5 0.154 0.193 0.208 0.256 0.229 0.270 0.219 0.280 0.225 0.286

Table 3: Bible coverage results for the rand_n model using both cosine and cityblock metrics. This model performs
best when given the entire vocabulary as topics, sometimes with stemmed vocabulary (rand_10241), sometimes

with unstemmed vocabulary (rand_14730).

embeddings ChatGPT
cos city ref quote both
TSKE 0.564 0.562 0.50 0.60 0.66
Open 0.440 0.437 044 055 054
Open5 0.294 0.288 047 050 045

Table 4: Bible coverage results for the sentence embed-
ding and ChatGPT models.

The gram_n model also tops out at 4,000 top-
ics, except on Open5, where 5,000 topics using
the cityblock distance has a very slight advantage,
gaining 0.2% coverage. Interestingly, despite the
fact that the tand_n model outperforms the gram_n
model when creating a static set of cross-references
in Lund et al. (2019), here the gram_n model out-
performs the tand_n model in terms of coverage
for nearly all numbers of topics. See Table 2 for
the results for the topic sweeps surrounding 4,000
topics for the gram_n model.

Perhaps the most interesting of the topic-
modeling-based results is for the rand_n model
which continues to increase its performance be-
yond 4,000 topics, and in fact increases in cover-
age until we max out the vocabulary at rand_10241.
After maxing out the stemmed vocabulary, we run
the model without stemming. Maxing out the un-
stemmed vocabulary at gram_14730, we see very
small gains in most instances. See Table 3 for the
results for the rand_n topic sweeps.

Surprised by this outcome, we run gram_10241-
the whole vocabulary—to ensure that gram_4,000
is not a local minimum. However, gram_10241
fails to improve on gram_4000, performing slightly
worse in all cases. This is surprising since
rand_10241 and gram_10241 use exactly the same

68

set of topic words at this point. The only difference
between the two models is the epsilon of 1e~ 10
added in each dimension to the rand_10241 topics.
We do not know why this epsilon produces such
a large increase in coverage (7-10% depending on
the cross-referencing set). The epsilon represents
uncertainty about the exact position a particular
topic word should occupy in the topic space. Per-
haps this allows the model the leeway it needs to tie
topic words to words they might otherwise ignore
if they contained zero weights in some dimensions.
The best topic-based model is rand_14730.

5.2 Sentence Embeddings

The sentence embedding model outperforms
rand_14730 by 0.5-1.4% using cosine similarity.
See Table 4 for sentence embedding results.

5.3 Distance Metrics

Cityblock distance outperforms cosine similarity
for all topic-modeling models by a wide margin—up
to 9%. This is not too surprising since the cityblock
metric (L1 norm) has been shown to outperform
other norms in high-dimensional spaces (Aggarwal
et al., 2001). Cosine similarity outperforms city-
block distance by a small margin for all sentence
embedding models. This is likely due to the way
each model represents data. In topic models each
vector component represents a discrete topic. Sen-
tence embedding vector components represent data
more abstractly, with no single concept attached to
a particular component.

5.4 ChatGPT

ChatGPT outperforms all other models we employ
on the Bible dataset, achieving a performance 3.8-
20.6% better than the next best performance. See
Table 4 for the ChatGPT results. ChatGPT partic-
ularly outperforms other models on the Open5 set



tand_3000 (cos) rand_20984 (city) embeddings (cos) ChatGPT (quote+ref)
TSKE 0.270 0.490 0.432 0.588
Open 0.200 0.383 0.342 0.490
Open5 0.109 0.245 0.241 0.419

Table 5: Bible-GER coverage results for the baseline model (tand_3000), rand_20984 (the entire unstemmed
German vocabulary), multilingual sentence embeddings, and ChatGPT given both the reference and passage text.

of cross-references. This is most likely because
the Open5 cross-references tend to be very pop-
ular cross-references, and since ChatGPT almost
certainly contains Bible cross-references in its train-
ing data, very popular cross-references are highly
likely to reappear in ChatGPT-generated text.

5.5 German

For the Bible-GER dataset, ChatGPT also performs
best, followed by rand_20984 (using the entire un-
stemmed German vocabulary), followed by the sen-
tence embedding model, see Table 5. Each model
performs worse on the German data than on the
English data. Some of this may be because the
cross-referencing set we are using to evaluate the
data was compiled using English Bibles. Likely, it
is also because of the language-specific nature of
many of the models and tools we are employing,
including the stemmer we use for preprocessing,
the sentence embedding model, and ChatGPT.

We also saw one particular recurring error in the
ChatGPT generations for the Bible-GER dataset.
ChatGPT often merged the number in front of a
Bible reference into the structure of the list, (e.g.
“5. 5.1 Thessalonicher 2:3-4”, instead of “5. 1
Thessalonicher 2:3-4”). We do not see this behavior
in English ChatGPT generations, but for the Bible-
GER dataset it occurs in 37% of generations with
an average of 2.3 errors in those generations.

5.6 Jane Austen

Our authors rated cross-references for Jane Austen
wildly differently. However, sentence embedding
widely outperformed rand_20948 (the full Jane
Austen vocabulary), which widely outperformed
by ChatGPT. See Appendix D for the numerical
results for the Jane Austen data. Because Chat-
GPT performed so much worse for our Jane Austen
data, we perform an error analysis of ChatGPT’s
responses below.
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5.6.1 ChatGPT Error Analysis

For 28 source passages, ChatGPT did not produce
5 total suggestions.

In 19 suggestions (4% of the time), ChatGPT
gave recommendations for how to find cross-
references for a particular sentence instead of sug-
gesting cross-references (e.g ‘Social Class and
Morality: "Mansfield Park" explores themes of so-
cial class and morality. You can look for quotes that
delve into the moral values and social hierarchies
of the characters.”).

In 67 suggestions (14% of the time), ChatGPT
recommended an entire scene instead of the explic-
itly requested quote (e.g. “Mr. Collins’s proposal
to Elizabeth is a comical but cringe-worthy mo-
ment that relates to the theme of marriage and the
importance of character in choosing a spouse.”)

Of the 377 quotes that ChatGPT suggested, 149
(40%) were not accurate quotes; 42 contained
pieces of recognizable quotes and 107 appeared to
be entirely fabricated (e.g. “Truth is always truth,
either in the shape of a woman or a rhinoceros;”).

Of the remaining 227 verifiably accurate quotes,
47 (21%) were from other sources besides Jane
Austen’s work including movies based on her nov-
els and other literary works, and 142 (63%) had
at least one duplicate among cross-reference sug-
gestions for other sentences (e.g. “It is a truth
universally acknowledged . . . ” was suggested
12 times). In other words, it seems that the more
well-known a quote is, the more likely it is to be
suggested as a cross-reference by ChatGPT, indi-
cating that ChatGPT may not be cross-referencing
related passages so much as suggesting popular
quotes regardless of the context. This so-called
“Matthew Effect” (Merton, 1968) of ChatGPT has
been reported in citation generation and in envi-
ronmental science (Salleh, 2023; Petiska, 2023).
ChatGPT’s performance on this task suggests that
unless the cross-referencing task has already been
performed manually for a text, ChatGPT struggles



to find cross-references.

5.7 Sons of the Starfarers

As expected, when applying a one-shot prompt to
Sons of the Starfarers, ChatGPT cannot suggest
any real quotes from the novel. It either suggests
quotes from other literature—often classic literature,
which seems odd for the space genre. Or it sug-
gests unattributed quotes that seem to be entirely
fabricated.

After finetuning ChatGPT on a chapter comple-
tion task (see Appendix C for details), ChatGPT
was still unable to generate any real quotes from
the novel. The finetuned model also stopped sug-
gesting quotes from other literary works and only
suggested fabricated quotes. This may indicate that
ChatGPT’s performance on Jane Austen’s works
can be attributed to the prevalence of criticism and
well-known quotes in ChatGPT’s training data.

6 Discussion

The big winner on Bible data is ChatGPT. However,
ChatGPT has an unfair advantage over the other
models in this use case. Specifically, ChatGPT has
undoubtedly seen cross-references and discussion
of cross-references in its training data. We should
obviously use this unfair advantage to our benefit
when possible (for a Bible study tool, ChatGPT
may be the best option). However, we also need
to consider how ChatGPT will perform on texts
that do not already have extensive cross-references
available (the majority of texts).

For the works of Jane Austen and Sons of the
Starfarers, ChatGPT performs significantly worse
than the semantic similarity methods. There are
almost certainly some ways in which these prob-
lems could be mitigated, including using newer
models or embedding the entire corpus of text in
the prompt.

We do some prelimary experiments using large
contexts with ChatGPT and OpenAlI’s new gpt-40
model on quotes from Sons of the Starfarers. When
including large portions of the text in the prompt
both ChatGPT and gpt-40 were able to suggest
quotes that were recognizably from the novel, with
gpt-40 seemingly able to capture more nuanced
connections. These methods may quickly become
expensive (approximately $0.25 per source passage
when employing the widest possible context length)
which could make cross-references on demand less
widely available. The desired cross-referencing cor-
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pus for a particular work may also be too large for
even the largest context windows currently avail-
able, Google currently boasts a Gemini model with
a 1 million token context (Pichai, 2024).> However,
as LLM models improve and costs come down, this
may indeed be a viable solution. It may also be
possible to implement some form of retrieval aug-
mented generation (RAG) to achieve better results
without needing to use exceedingly large context
windows (Lewis et al., 2020). Indeed, we are hope-
ful that this task will be adopted broadly, and new
models and methods will be adapted and devel-
oped to improve on our results. Meanwhile, for
non-Biblical texts, we recommend using sentence
embeddings for cross-references on demand.

7 Related Works

Our work is most similar to work on intertextuality,
source attribution, and literary evidence retrieval.
Forstall and Scheirer provide an in-depth descrip-
tion of the use of computational tools, including
topic-modeling, to discover literary intertextual-
ity. Source attribution has been long-studied, but
recent work by Muther and Smith (2023) is simi-
lar to our work in that it uses language models to
rank candidate text. The most similar task to ours
is likely literary evidence retrieval as explored by
Thai et al. (2022) who created a novel dataset for
literary evidence retrieval to test the ability of mod-
els to match literary analysis with the quotation
described by that analysis. Source attribution, inter-
textuality, and literary evidence retrieval all seek to
find the source for a statement, working from the
assumption that a ground-truth source exists, gener-
ally in another body of work. For cross-references,
there is no assumed source. In stark constrast, the
“ground-truth” is how useful the cross-reference is
to the reader.

8 Conclusion

We proposed cross-references on demand, defined
coverage—a metric to evaluate performance on this
task, and showed the efficacy of three different
models on producing cross-references for three
texts in English and German.

ChatGPT outperforms other models on the Bible.
However, it performs significantly worse on texts
that do not have existing cross-references, includ-

*Some authors, such as Brandon Sanderson, routinely
write hundreds of thousands of words per year (Sanderson,
2018).



ing those represented in its training data. Topic-
modeling and sentence embedding models perform
comparably on the Bible, but hand-evaluation of
these models suggests sentence embedding per-
forms significantly better. We suggest applying
sentence-embedding models when implementing
interactive cross-references for texts for which no
cross-reference sets exist.

Further research could focus on validating model
performance directly with readers as well as adapt-
ing other models to cross-reference on demand.

9 Limitations

This work is still exploratory, and as such has sev-
eral limitations. First, and foremost is our heavy
reliance on Bible data. We are largely restricted
in the ability to evaluate texts at scale by the lim-
ited existence of other large-scale cross-referencing
resources.

Second, while we did use ChatGPT to pro-
duce cross-references, many other LLM models
are available including more sophisticated models.
Future work could explore these and ways to im-
prove large language model performance for cross-
referencing. It may be that fine-tuning a model on
a large dataset of cross-references from a variety
of sources could yield better results. However, the
lack of available cross-referencing resources out-
side the Bible could make this a difficult endeavor.

Thirdly, while coverage is a useful quantitative
representation of overall reader satisfaction, it does
not take into account more qualitative aspects such
as the relevance or explanatory power or cross-
references. Future work with users should both
validate the coverage metric and explore qualitative
attributes of the cross-references suggested when
determining the success of an on-demand cross-
reference system.

Finally, we limit ourselves to cross-references
from within a single body of work. Future work
could assess whether these approaches are as effec-
tive when texts from multiple sources are included
in the corpus.
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A Examples of Subtle Cross-references

Below we give two examples of cross-references
more subtle than the Emperor’s New Groove call-
back in the Introduction.

A.1 Harry Potter Example

In J.K. Rowling’s first book Harry Potter and the
Philosopher’s Stone (Rowling, 1997), at one point
Harry thinks:

Could Snape possibly know they’d found
out about the Philosopher’s Stone? Harry
didn’t see how he could—yet he some-
times had the horrible feeling that Snape
could read minds.

In the fifth Harry Potter book, Harry Potter and
the Order of the Phoenix (Rowling, 2003), we find
the following quote from Snape:

Those who have mastered Legilimency
are able, under certain conditions, to
delve into the minds of their victims and
to interpret their findings correctly.

In other words, in an early book Harry wonders
if Snape can read minds, and in a later book he
finds out that Snape can read minds, at least after
a fashion. However, unlike the callback from the



n\i 1 2 3 4 5 6 7 8 9 10

1 0.341 0436 0.494 0.534 0.564 0.589 0.611 0.628 0.642 0.655
2 - 0.114 0.176 0.221 0.258 0.289 0.313 0.336 0.354 0.372
3 - - 0.039 0.073 0.099 0.122 0.143 0.162 0.179 0.195
4 - - - 0.013 0.027 0.042 0.056 0.069 0.081 0.093
5 - - - - 0.005 0.012 0.019 0.027 0.033 0.041
6 - - - - - 0.002 0.005 0.009 0.012 0.016
7 - - - - - - 0.001 0.002 0.004 0.006
8 - - - - - - - 0.000 0.001 0.002
9 - - - - - - - - 0.000 0.000
10 - - - - - - - - - 0.000

Table 7: This table shows the coverage as evaluated for various values of n and ¢ on Bible data using sentence
embeddings and the cosine similarity metric, the random words topic model using the entire unstemmed vocabulary

as topics.

Emperor’s New Groove given above, Harry’s sup-
position in the first book is not emphasized enough
that it will easily be remembered 4 books later, nor
does the fifth book refer back to the earlier thought,
making this a much more difficult cross-reference
to find.

We found this cross-reference in Renfro (2020),
an article discussing this reference as well as other
“foreshadowing” in the Harry Potter series.

A.2  Scriptural Example

One example of a more subtle cross-reference is
given below between the Bible and the Book of
Mormon-a book of scripture for The Church of
Jesus Christ of Latter-day Saints.

John 9:1-3 — As he passed by, he saw a
man blind from birth. And his disciples
asked him, “Rabbi, who sinned, this man
or his parents, that he was born blind?”
Jesus answered, “It was not that this man
sinned, or his parents, but that the works
of God might be displayed in him.

After which, Jesus proceeds to heal the man of his
blindness.
In Ether, God is speaking, and says:

Ether 12:27 — And if men come unto me
I will show unto them their weakness. 1
give unto men weakness that they may
be humble; and my grace is sufficient for
all men that humble themselves before
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me; for if they humble themselves before
me, and have faith in me, then will make
weak things become strong unto them.

The connections between the two passages are
as follows:

* Both of these verses begin by mentioning a
“flaw.” In John it is a physical disability, blind-
ness, and in Ether it is the abstract concept of
weakness.

* In each case the individual with the flaw is
not blamed for the flaw. In John the idea of
blame is specifically rejected by Jesus, and in
Ether God assumes blame for weakness: "I
give unto men weakness . . ."

In each there is a different purpose given for
the flaw. In John "that the works of God might
be displayed," and in Ether “that they may be
humble.”

Finally, the flaw is at the center of a transfor-
mation. In John Jesus heals the blind man so
that he can see, and in Ether God promises,
“I will make weak things become strong unto
them.”

While there are very strong connections between
these verses, they would not appear together in
any kind of word-based search, and so would be
difficult to identify without great familiarity with
the texts.



rand_20984 (city) embeddings (cos) ChatGPT (quote)
Author 1 0.36 0.70 0.16
Author 2 0.79 0.95 0.52

Table 8: Manually evaluated Jane Austen coverage results for rand_12753 (the entire unstemmed vocabulary),
sentence embeddings, and ChatGPT given the source passage.

B Coverage Results for multiple values of
n and 7

See Table 6 for the coverage for various values of n
and ¢ for the unstemmed random word model with
14730 topics—the whole vocabulary—using the city-
block distance metric, i.e. the best-performing
topic-based model.

See Table 7 for the coverage for various values
of n and ¢ for the sentence embedding model using
cosine similarity.

Remember that ¢ is the number of suggested
cross-references evaluated, and n is the minimum
number of valid cross-references that must be
found for a source passage of text to be consid-
ered covered. In other words n = 2 and ¢ = 2
means that two cross-references are suggested and
both must be valid cross-references in order for
that passage to add to the overall coverage. The
bottom left side of the table is blank because it is
impossible to find more valid cross-references than
verses examined, so n can never be larger than i
and produce a valid result.

It may be of interest to note that although the
sentence embedding model performs better than
the rand_14730 model at n = 1, ¢+ = 5, as the
value of n increases, rand_14730 performs better
than the sentence embedding model including for
some values of ¢ when the value of n is 2. By the
time n is 3, rand_14730 outperforms the sentence
embedding model for all values of <.

C Finetuning ChatGPT

We used the following prompt to finetune ChatGPT
with the text of Sons of the Starfarers:

What does the [NTH] chapter, [CHAPTER-
NAME] of [TITLE] by Joe Vasicek say? It’s impor-
tant that you know this so you can cross-reference
it later. [CHAPTERTEXT]

We replaced [NTH] with the ordinal number of
the chapter, [CHAPTERNAME] with the name of
the chapter, [TITLE] with the title of the book,
and [CHAPTERTEXT] with the actual text of the
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chapter. Note that when using a similar prompt
with Pride and Prejudice, ChatGPT is capable of
reproducing Jane Austen’s writing.

We trained on a total of 1.3 million tokens, for
3 epochs with a batch size of 1, and a learning
rate multiplier of 2—these were the default settings
suggested by OpenAl. The total cost to finetune
was $10.49 USD.

D Jane Austen Hand-evaluation

See Table 8 for the numerical results of our authors
hand-evaluating the Jane Austen cross-reference
suggestions.
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Abstract

This paper explores the automated extraction
of job titles from unstructured historical job
advertisements, using a corpus of digitized
German-language newspapers from 1850-1950.
The study addresses the challenges of work-
ing with unstructured, OCR-processed histor-
ical data, contrasting with contemporary ap-
proaches that often use structured, digitally-
born datasets. We compare four extraction
methods: a dictionary-based approach, a rule-
based approach, a named entity recognition
(NER) mode, and a text-generation method.
The NER approach, trained on manually anno-
tated data, achieved the highest F1 score (0.944
using transformers model trained on GPU,
0.884 model trained on CPU), demonstrating
its flexibility and ability to correctly identify
job titles. The text-generation approach per-
forms similarly (0.920). However, the rule-
based (0.69) and dictionary-based (0.632) meth-
ods reach relatively high F1 Scores as well,
while offering the advantage of not requiring
extensive labeling of training data. The results
highlight the complexities of extracting mean-
ingful job titles from historical texts, with im-
plications for further research into labor market
trends and occupational history.

1 Introduction

Historical job advertisements provide unique in-
formation about the history and development of
the labor market. Analyzing the positions offered
and sought over time offers insights into tempo-
ral and regional differences and development, as
well as into social aspects, such as gender-specific
job offers. The first step in such an analysis is
the extraction of job titles. However, when using
historical data from digitized newspapers, rather
than digitally-born structured data, the automatic
extraction of job titles proves to be a non-trivial
task.

In the JobAds Project (FWF P35783), we study
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historical job advertisements from digitized news-
papers from the ANNO corpus (Osterreichische
Nationalbibliothek, 2021). The advertisements
are predominantly in German, and our defined
time span is 1850-1950. The newspaper pages
were initially obtained in the form of images and
transformed into textual data by conducting the
processes of page segmentation, optical character
recognition (OCR), and automatic post-correction
based on manually transcribed ground truth. Af-
terwards, the job advertisements were extracted. A
result of such a pipeline is a corpus containing tens
of thousands machine-readable yet unstructured
job advertisements.

Contemporary research often works with mod-
ern, digitally-born data, and usually benefits from
their structure, such as HTML tags, to identify
position titles. Modern research in the context
of job advertisements addresses challenges such
as extracting or grouping requirements in the job
ads, e.g. (Gnehm et al., 2022; Ternikov, 2022;
Griiger & Dr. Schneider, 2019; Wowczko, 2015;
Litecky et al., 2010), automated matching process
between the position requirements and the skills of
a candidate written in their CV, e.g. (Ferndndez-
Reyes & Shinde, 2019; Sayfullina et al., 2018;
S. Chala et al., 2017; Guo et al., 2016; J. Mali-
nowski et al., 2006), job advertisements classifi-
cation/categorization, e.g. (Gnehm & Clematide,
2020; Boselli et al., 2018; Malherbe et al., 2015;
Amato et al., 2015), and job title classification, e.g.
(Colace et al., 2019; Boselli et al., 2017; Zhu et al.,
2017); with some works covering more than one
research focus. In contrast, we face the challenge
of working with unmarked text, and need to find an
automated way to extract this information.

In this paper, we present a comparison of four ap-
proaches to identification of position titles in histor-
ical job advertisements. On the one hand, we con-
sider dictionary-based and rule-based approaches,
which do not require a time-consuming creation of
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an annotated training dataset. On the other hand,
we use a machine-learning (ML) approach, specif-
ically named entity recognition (NER) and text-
generation models training. This requires manually
annotated training data, but yields better results and
can recognize position titles beyond those seen in
the training data. Please note that in this paper, we
aim to extract position titles appearing inside the
advertisement, in contrast to some of the aforemen-
tioned research works which aimed to classify jobs
into the occupation categories.

The following section summarizes existing re-
search related to job title identification and infor-
mation retrieval from unstructured text. Section 3
describes our dataset and the process of job titles
annotation. Section 4 presents in detail various ap-
proaches we used to identify the job titles and the
evaluation methodology, while section 5 presents
and discusses the results. Section 6 concludes this

paper.
2 Related Work

While most of the modern research benefits from
the structure of ads to extract job titles, as exempli-
fied above, some research addresses the challenge
of their extraction nevertheless. One reason for this
can be the noisy information included within the
job title tags, such as the name of the company, or
the need to work with ads from newspapers that
were obtained in the form of the image.

Rahhal et al. (2023) develop a methodology for
matching a job ad with its standardized occupa-
tion in French language. Although the job title
is included within a dedicated HTML tag, the au-
thors further process it because other words, such
as ‘looking for’, are sometimes included. They re-
move these extraneous words based on a manually
created to-delete list to obtain cleaned job titles.

Bandara et al. (2021) work with unstructured
text, as they scrape job ads in the form of images
from job web portals and newspapers. They ap-
ply an OCR process to convert them into machine-
readable text. Aiming to create a structured dataset,
they extract information such as the position name,
skills, company name, and contact information.
They use a rule-based approach, matching regex
patterns or phrases. However, the accuracy of job ti-
tle identification is only 56% (Bandara et al., 2021,
p. 148). The authors do not explicitly state which
specific regex patterns were used for job titles ex-
traction.
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Neculoiu et al. (2016) focus on job title normal-
ization, where job titles are normalized according
to a predefined set of occupations. Researchers
dealing with this question also need to extract job
titles; however, they often rely on external tax-
onomies, structured text, or manual labeling. In
(Neculoiu et al., 2016, p. 152), “the job titles were
manually and semiautomatically collected from re-
sumes and vacancy postings.”

Not having found a suitable approach in the exist-
ing literature, we focus on other ways to extract job
titles from the advertisements. Information extrac-
tion (IE) is the process of automatically extracting
entities, objects, and their roles from text, often
within a specific domain or topic (Hobbs & Riloff,
2010), with named entity recognition (NER) being
one of the common technologies used (Tjong Kim
Sang & De Meulder, 2003; Collins & Singer, 2002;
Cucerzan & Yarowsky, 2001). While the standard
entities in NER models are typically proper names,
locations, or dates, custom NER models can be
trained to recognize new entities. Therefore, we
can consider job titles entities, and having created
appropriate training data, use the same approach to
extract job titles from the unstructured text.

The emergence of large language models
(LLMs) has also opened up the possibility to ap-
proach NER as a text generation or translation task
(Keraghel et al., 2024). While this approach has,
to the best of our knowledge, not been evaluated
on historical data, it has seen promising results in a
variety of fields, e.g., (Tavan & Najafi, 2022; Wang
et al., 2023), and we shall include this method in
our evaluation.

While no work specifically addresses position
extraction from historical data, several works deal
with historical data and NER. Grover et al. (2008)
addressed recognition of person and place names
within a digitized corpus of British parliamentary
proceedings from 1685-1691 and 18141817 using
a rule-based approach. Working with the output of
an OCR software, they reach total f-scores from
70.35 to 76.94 on individual datasets (Grover et
al., 2008, p. 1346). The main challenge were the
OCR mistakes, namely the noise, misrecognition
of characters and issues with separating the text
from the marginal notes.

Won et al. (2018) focus on toponyms in two
collections of historical letters, one collection in
early-modern English, another in modern English.
As obstacles they mention e.g. “language changes
over time, spelling variations, OCR errors, sources



written in multiple languages, and general ambi-
guity in language use” (Won et al., 2018, p. 2).
The authors do not train new models but evaluate
the performance of existing modern tools for the
task of location extraction, including two different
types of pre-processing and experimenting with
re-writing early-modern English text into modern
English. They evaluate five different NER systems
and an ensemble method which works based on a
voting system among the individual NER models.
All experiments reached a best minimum F1 score
of about 70 (Won et al., 2018, p. 8).

Labusch et al. (2019) trained a pre-trained BERT
model for a NER task in contemporary and histori-
cal German corpora, containing entities of location,
organisation and person. Working with historical
corpora is hindered through the less standardized
languages and errors in the OCR. Combining unsu-
pervised pre-training on historical German corpus
with supervised pre-training using contemporary
German NER ground-truth, they achieve the high-
est F1 score of 84.6 on historical data for 5-fold
cross validation.

3 Dataset

Using digitized historical newspapers from the
ANNO corpus, we manually annotated, OCRed
and corrected several thousands job advertisements
spanning the period 1850-1950 from 14 different
newspapers. Within a subset of these job ads, we
annotated position names using the doccano soft-
ware (Nakayama et al., 2018), yielding 1,486 job
advertisements as training data and 637 as testing
data. The split into training and testing dataset was
random.

Ads that did not explicitly mention a position
or contained errors, such as inconsistent spacing,
were mostly not included within the datasets for
the evaluation task (Tab. 1), however, after the
training and evaluation during a human control
we discovered a small number of ads containing
errors that were included in the dataset by mistake.
Additionally, we standardized the text by replacing
the long s with the letter s in all ads. The training
data was used to train the NER and text-generation
models and also served as a basis for creating part-
of-speech (POS) and syntax rules, as well as for
adding entries to the dictionary, both established
through human observations. The testing data was
consistently used for evaluation purposes.

Although all duplicate ads were removed and the
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training and testing datasets are mutually exclusive,
we cannot exclude the possibility that very similar
ads appear in both datasets, given the homogeneity
of ads and their structure defined by their genre.
Each advertisement could contain more than one
position offered/sought for.

4 Methods

Based on preliminary results, four approaches were
selected and compared: a dictionary-based ap-
proach, a rule-based approach, a NER and a text
generation approach.

4.1 Dictionary-based Approach

The dictionary-based approach searches for posi-
tion titles based on the database of historical oc-
cupations HISCO! (Leeuwen et al., 2002). The
HISCO (historical international classification of oc-
cupations) database is based on the coding of 1,000
most frequent male and female occupational titles
in datasets from Belgium, Britain, Canada, France,
Germany, the Netherlands, Norway and Sweden.
It contains titles included in parish and civil regis-
tration documents (International Institute of Social
History, 2023). The dictionary of German occupa-
tions contains 1297 job titles and was subsequently
further enriched based on our observations by collo-
cations (e.g. Mddchen fiir alles [girl servant, lit.girl
for everything|, Stiitze der Hausfrau [housewife’s
help]) and positions related to apprenticeship (e.g.
Lehrmddchen [apprentice {.], Praktikant [intern)),
which we also aim to identify. Every exact match
of the collocations was identified as a position.

To overcome difficulties of different spelling
variants (Commis and Kommis [assistance]), we
lemmatized every entry in the dictionary as well
as each token in the advertisement using the
DTA::CAB web-service (Jurish, 2012)*> which
serves for an ‘error-tolerant linguistic analysis for
historical German text’. If a lemmatized token
matched a position from the dictionary, regardless
of the upper/lowercase, the entire word contain-
ing this string was identified as a position. Even
when this approach introduces some false posi-
tives (e.g., identifying Architektur [architecture]
because it contains Architekt [architect]), it helps
to identify true positives that are not in the dictio-
nary (e.g., Steinbrechermeister [stone crusher mas-

"https://iisg.amsterdam/en/data/data-websites/history-of-
work [15.6.2024]

Zhttps://www.deutschestextarchiv.de/demo/cab/
[26.8.2024]



Advertisement text

Part of the
corpus

Annotated entities

Kinderliebendes M#dchen zu 2 Kindern und Mithilfe dringend
gesucht. Zuschriften unter ,,Kinderliebend 2148 an Rasteiger,
Joanneumring 6. 1559

[Child-loving girl urgently wanted to 2 children and assistance.
Send letters under ‘Kinderliebend 2148’ to Rasteiger, Joanneum-
ring 6. 1559]

No (no posi-
tion title)

Suche eine tiichtige Wirt schafterin. 35—40 J. spitere Ehe nicht

No (wrong

ausgeschlossen. Un ter ,,Ehrlich 2270 Neue Zeit spacing)

[Looking for a hard-working housekeeper. 35-40 yrs. later mar-

riage not excluded. Under Sincere 2270’ Neue Zeit]

Ein Commis in einer Eienhandlung wird acceptirt. 2936 Yes Commis

[An assistance will be accepted in an ironmonger. 2936]

Maschinenschlosser resp. Automatenschlosser wird gesucht. Yes Maschinenschlosser,
Vorzustellen Ing. Gasser-Steiner Graz Strauchergasse 16. Automaten-
[Machine locksmith or automatic locksmith is wanted. To be schlosser

introduced at Ing. Gasser-Steiner Graz Strauchergasse 16.]

Table 1: Example of annotated position names in job advertisement and of advertisements excluded from our

dataset.

ter], Tapezierergehilfen [paperhanger’s assistant],
Weifindherin [seamstress]), often because they are
composed of more words that specify the position.
The number of positions identified is equal to the
number of matches.

4.2 Rule-based Approach

The rule-based approach benefits from the strong
linguistic structure of job ads. First, the same collo-
cations are searched for as in the dictionary-based
approach (e.g., Mddchen fiir alles [girl servant, lit.
girl for everything], Stiitze der Hausfrau [house-
wife’s help]). If a match is found, the collocations
are identified as positions. If no match is found, the
word ‘ als ’ [as] (or ‘Als © [As]) is searched with
whitespaces as stated. If this word is found, the
first noun after it is identified as a position, e.g.:

Suche Stelle als Hausgehilfin in Bdckerei od.
Gastwirtschaft. [Looking for a job as a maid in
a bakery or restaurant.]

If this search is unsuccessful, the search contin-
ues for the word ‘stelle’ [position]. Note that in
German, stelle beginning with lowercase can only
be found in the middle of a word. If this is found,
the string containing it is considered a position,

e.g.

Alleinstehende Frau mit kl. einjihr. Buberl bittet
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um Hausmeisterstelle. [Single woman with a small
one-year-old boy asks for a caretaker position.]

If none of these conditions is met, the ad is
searched for the first noun which is subject, root,
or conjunct in the sentence. These syntactic roles
were chosen based on observations in training data,
including the observed miss-classifications caused
probably by concise and archaic language. This
noun is predicted as a position. If it is followed by
‘und’ [and] or ’oder’ [or] and the word after this
conjunction is a noun, this second noun is consid-
ered another position.

The advantage of this approach is its indepen-
dence from an external dictionary, spelling varia-
tions and words that do not appear in the dictio-
nary. The main drawback is handling advertise-
ments that offer more than one position, as it is
hard to define rules that include multiple true pos-
itives without introducing false positives. In the
testing data, 514 instances contain one single po-
sition, while 123 of them contain more than one
position. For the POS tagging and dependency
parsing, the SpaCy library (Honnibal & Montani,
2017) with the ‘de_core_news_lg’ model was used.

4.3 Named Entity Recognition Approach

The NER approach treats the positions in the adver-
tisements as named entities and attempts to iden-
tify them accordingly. As positions are not among



the standard entities, a custom model needs to be
trained.

We trained two different models, one with the To-
ken2Vec architecture, and one with a transformer-
based architecture. The spacy.Tok2Vec.v2 model
contains two steps: it creates context-independent
word vector representation, and it encodes context
into the embeddings, using architecture like a CNN,
BiLSTM or transformer (SpaCy, n.d.). In compari-
son, the spacy-transformers.TransformerModel.v3
uses transformer models from the HuggingFace
transformers library to create more advanced,
context-aware embeddings, leading to better perfor-
mance in tasks like NER (SpaCy, n.d.). Training on
GPU allows for faster training times, particularly
for transformer-based models, which involve com-
plex matrix operations (Kelleher, 2019, pp. 92-94),
and they reach generally higher performance than
training on CPU.

For the training, we used default SpaCy settings.
In both cases, the language is set to ‘German’, and
the optimization is set to efficiency. In the first
case, we set the hardware to CPU, while in the
second case, we select GPU. For further details on
the training parameters, we point readers to SpaCy
official documentation?.

In both cases, the NER model was trained on
the training dataset and evaluated on the testing
dataset, as specified in the Dataset section. The
advantage of this approach is some ability to gen-
eralize; however, the disadvantage is the need for
manual training data creation, which can be time-
consuming, and may limit model’s effectiveness if
the training data is not selected appropriately.

4.4 Text Generation Approach

Whereas the NER approach identifies and extracts
entities within text, the text generation approach
creates new text that directly facilitates the identifi-
cation of relevant entities. In the chosen approach
a given text, e.g. “Machine locksmith or automatic
locksmith is wanted.” is rewritten into “<Machine
locksmith> <automatic locksmith>". If no posi-
tion is found within a given text, it is rewritten into
“none”.

We used a hmByT5 model* as our base model
due to two major reasons. The first one being that
the hmByT5 models are all trained on multilin-
gual historical data, which overlaps with the time

3https://spacy.io/usage/training [29.7.2024]
“https://huggingface.co/hmbyt5-preliminary/byt5-small-
historic-multilingual-span20-flax [25.8.2024]
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period of our dataset. The second one being that
ByTS5 encoded text byte-wise instead of the word
or subword level. Therefore, the model requires no
internal vocabulary and is more adaptable to words
that were not included in the base model training.

Because a significant number of job ads exceeds
the maximum encoding length of the chosen model,
all ads concerned were split into segments of up to
120 bytes for training and evaluation. Afterwards
the model was trained for 15 epochs and the epoch
with the highest sacreBLEU score was chosen as
the final model. Due to splitting up ads into smaller
segments, the model is evaluated in two different
ways (Tab. 2). First, based on the prediction for
each segment. Since not all segments contain po-
sitions, properly predicting “none” as a result is
included when calculating evaluation metrics. The
second evaluation re-merges the predictions from
all segments into the original ads and evaluates only
the predicted positions without including “none”
predictions, as this is most comparable to the NER
approach.

4.5 Evaluation

The evaluation involves a pre-processing step, in
which we aim to standardize both the annotated
positions, and the predicted ones, to avoid penaliz-
ing a model for e.g., including white spaces. First,
we delete the word ‘stelle’ [position] if it is in-
cluded, e.g. Hausmeisterstelle [caretaker position]
becomes Hausmeister [caretaker]. Afterwards,
both annotated and predicted positions are lemma-
tized using the DTA::CAB web-service (for details,
see section 4.1).

In the next step, the two lists of annotated and
predicted positions are compared for each adver-
tisement. Certain tolerance is included by allowing
Levenshtein distance (Levenshtein, 1965) of 0.1
between the two strings in order not to penalize
the generative approach if it makes minor mistakes,
such as generating (position> instead of <position>.
The number of True Positives, False Positives and
False Negatives is identified as follows:

* True Positives (TP): The model correctly pre-
dicts a position that is present in the list of
annotated positions.

* False Positives (FP): The model predicts a po-
sition that is not present in the list of annotated
positions.

* False Negatives (FN): The model misses a



Advertisement segment Model out- Aggregation of en-
put tire output

Aelterer Herr, Beamter i. P. gesund und riistig, alleinstehend sucht <Beamter> <Beamter>,

Posten in Schlof3, Kloster <Ausseher>,

[Older gentleman, civil servant, healthy and sprightly, single seeks <Pfortner>, <Haus-

position in castle, monastery] gehilfe>

als Ausseher, Pfortner, Hausgehilfe zu Gartenarbeiten auch <Ausseher>, <Beamter>,

auswirts. Gute Zuschrifen <Pfortner>, <Ausseher>,

[as external, doorman, housekeeper for gardening work also <Hausge- <Pfortner>, <Haus-

away from home. Good applications] hilfe> gehilfe>

unter: "Vertrauenswiirdig und verldsslich Nr 85368" an das Welt- none <Beamter>,

Blatt. Wien, I. Schulerstraf3e. <Ausseher>,

[under: "Trustworthy and reliable no. 85368W to the Welt-Blatt. <Pfortner>, <Haus-

Vienna, 1. Schulerstrasse.] gehilfe>

Table 2: Example of segmented job advertisement along with text generation model output and aggregation of
position names found for the whole add without including "none" predictions. Evaluation is performed directly on

the outputs as well as the aggregated predictions.

position that is present in the list of annotated
positions.

Using this information, we calculate F1 Score,
Recall, and Precision (Powers, 2011), where the
metrics are calculated as follows:

¢ F1 Score: 2 * (Precision * Recall) / (Precision
+ Recall)

e Recall: TP/ (TP + FN)
¢ Precision: TP / (TP + FP)

This evaluation is identical for all four ap-
proaches, making their scores comparable.

5 Results and Discussion

Table 3 presents the results using F1 Score, Recall,
and Precision for the above described methods on
the testing dataset.

The NER approach (Fig. 1) reached the high-
est F1 score of 0.944 using the transformer archi-
tecture, resp. 0.884 when trained on CPU on the
testing dataset, indicating that this method is more
flexible than the rule-based and dictionary-based.
However, a significant drawback of this approach
is its reliance on a manually created training set.

The generative approach shows comparable per-
formance with an F1 score of 0.920 when evaluated
based on segments and 0.902 when evaluated on
the aggregated results for entire ads. Since the only
difference between the two evaluation approaches
is the exclusion of "none" predictions when aggre-
gating, the decrease from the segment based score
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Fesche solide 12599  Kassierkellnerin position  und tichtige ~Kéchin position  finden sofort

Stellung. Stadtparkrestaurant, Saaz.

Figure 1: Example of positions identified by the NER
model. [Good-looking, solid 12599 cashier waitress
and hard-working cook are wanted immediately. City
park restaurant, Saaz.|

to the ad based score indicates that the model is
slightly better suited to determine that no positions
are mentioned in a line of text instead of extract-
ing all mentioned positions. A preliminary check
of prediction mistakes has, however, shown that
some false positives occur from identifying ambigu-
ous words such as Mann [man], Mddchen [girl] or
Franzosinnen [French women], which are also used
to advertise positions but were not labeled in our
dataset as well as words with misplaced spacing,
such as Wirt schafterin [ho usekeeper], which was
also not included as a labeled position. This be-
havior indicates potentially interesting and useful
generalization ability.

The rule-based approach appears to be well-
suited for this task, given the strong linguistic struc-
ture of job advertisements. It is also immune to
certain spelling variations or typographic mistakes,
as long as they do not include spacing errors, or
do not hinder the correct POS classification. The
problematic aspect of this approach is when more
than one position is advertised within an ad, lead-
ing to either incomplete detection of all positions
or the introduction of false positives in other ads.
Another technical obstacle is the misclassification



Method F1score Recall Precision
Dictionary-based approach 0.632 0.646 0.617
Rule-based approach 0.690 0.613  0.789
NER approach (CPU) 0.884 0.866  0.903
NER approach (GPU) 0.944 0.932  0.956
Text Generation approach (segment)  0.920 0918 0.922
Text Generation approach (whole ad) 0.902 0.894  0.909

Table 3: Results for different approaches for predicting position names on the testing dataset.

of parts-of-speech or dependencies due to archaic
and elliptic language used within historical job ad-
vertisements, while the modern tools are generally
designed for modern data and contemporary lan-
guage. They may also not handle advertisements
containing a large number of abbreviations, which
is often the case because every line in a newspaper
was costly.

The dictionary-based approach reached the low-
est F1 score. While lemmatizing/standardizing of
the tokens mainly solves the issue of spelling vari-
ants, it is time-consuming to lemmatize the en-
tire text of the advertisement. However, this ap-
proach without lemmatization reaches lower score
as usually only one form is present in the dictio-
nary, while the text contains several variants (e.g.,
Commis and Kommis [assistance], Kontoristin and
Comptoiristin [clerk f.]). Additionally, some pro-
fessions are simply not present in the dictionary,
especially those that were less common or highly
specialized. This approach also fails when typo-
graphic errors are present in the text (Ko chin with
line-breaker in the original text instead of Kochin
[cook f.]). Moreover, all mentioned positions are
identified, even if they appear as part of a name of
a street, or if they are not the primary focus of the
advertisement but just mentioned within it, e.g.:

Kinderarzthilfe. mit zweijdhriger Praxis, sucht
Stelle bei Arzt oder in einem Laboratorium. [Pe-
diatric assistant with two years of experience is
looking for a position with a doctor or in a labora-

tory.]

Our dataset contained advertisements in their
ideal form, i.e., manually corrected with only oc-
casional typographic errors. In reality, the thou-
sands of ads can only be post-corrected automat-
ically rather than manually, and more errors will
thus be present in the data. This will mostly affect
the dictionary-based approach, which needs exact
matches with correct spelling, and partially the rule-
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based approach, which is in theory immune to the
spelling variations but fails to correctly identify the
POS and syntax dependencies if too many errors
occur.

The last consideration is the ambiguous nature
of what a job title in historical job advertisements
is. Many ads contain words like Mann [man], Mdd-
chen [girl] without specifying a clear job title, al-
though it is implicitly understood that e.g., the girl
is wanted to help in the household. Another exam-
ple is Franzosinnen [French women], mentioned
alongside other job titles for women, where it is
implied that they are sought to teach the French
language or to provide companionship while con-
versing in French (Fig. 2). These advertisements
were not included in our dataset for this evalua-
tion task, however, they appear commonly in the
corpus.

Tiidptige
Ergicherinnen,

Stundenlehrevinnen, Kindee-
garinerinnen, Franzdiinnen,
Gefellidiafterinnen, IWixvth-
fdhafievinnen und Vonnen
emprichil umd placirt Deftend
Regina Sobn, Placirungdbsr.,
Herrengafle 4, 1. Stod.

[Regina Kohn, Placement Office, Her-
Ist floor, recommends and places
educators, class teachers, kinder-
garten teachers, French women, companions,
housekeepers, and maids.] Source: Prager Tag-
blatt, 23.8.1896, p. 30, https://anno.onb.ac.at/cgi-
content/anno?aid=ptb&datum=18960823 &seite=30

Figure 2:
rengasse 4,
competent

Further research could help to address these lim-
itations by focusing on the semantic context of the
advertisements, perhaps using techniques like aver-
age embeddings to represent the average meaning



of the whole advertisement. This approach could
help overcome the challenges posed by the ambigu-
ous and context-dependent nature of job titles in
historical advertisements. Also, the potential of
text-generation methods shall be further investi-
gated.

6 Conclusion

Historical job advertisements offer many opportuni-
ties to study the transformation of the labor market.
The first step in analyzing these ads is the extraction
of job titles, which allows for the exploration of
positions offered and sought, their frequency anal-
ysis, and temporal and regional variations. In this
study, we compared four approaches for job title ex-
traction: a dictionary-based approach, a rule-based
approach, a NER approach, and a text-generation
approach. The NER approach achieved the high-
est F1 score of 0.944 when a transformer-based
model was trained on GPU, resp. 0.884 when a
model was trained on CPU, as we treated position
names as entities and trained a model specifically
for their identification. The generative model fol-
lows closely with a F1 score of 0.920 and offers
potential viability for identifying ambiguous posi-
tions. The rule-based (0.69) and dictionary-based
(0.632) approaches had lower F1 Scores but offered
the advantage of not requiring the time-consuming
creation of a training dataset.

While extracting position names is a crucial first
step, two important considerations remain:

1. Not all job advertisements explicitly state the
position being offered or sought.

. As noted in (Wowczko, 2015, p. 36), “job
titles can oftentimes be ambiguous and fail
to reflect the true nature of the work”. This
is particularly true for generic titles such as
Arbeiterin [worker f.], Bedienerin [servant
1, Praktikant [intern], Lehrling [apprentice],
which do not express sufficient information
about the work involved.

Given these challenges, our future research will
focus on grouping job advertisements by sector
and exploring methods to predict job titles based
on the job description, as demonstrated by (Huynh
et al., 2019). This approach could help address the
ambiguity and lack of specificity often found in
historical job titles.
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Limitations

One limitation encountered during our work was
a lack of definition of what a job title is. While
in most ads, the titles are explicit, there is a not-
negligible number of ads containing just words like
Mdidchen [girl] or Mann [man]. The lack of defini-
tion caused minor inconsistencies among annota-
tors which may slightly skew the results. It is also
important to note, that the two machine learning
approaches, namely NER and text generation, are
not trained on the same task. The NER approach
is trained on token classification and predicts the
exact location of a job position. Whereas the text
generation approach rewrites the original text to
only consist of job positions. While this differ-
ence is not of major significance for our specific
task, this can be relevant to consider for potential
use cases. Another limitation is found during the
lemmatization step. Only a very limited number of
resources for lemmatization of historical german
texts are currently available and are mostly rule
based. As such, job positions may not be prop-
erly normalized for evaluation, when they are not
covered by the utilized set of rules.
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Abstract

The digital humanities (DH) community fun-
damentally embraces the use of computerized
tools for the study and creation of knowledge
related to language, history, culture, and hu-
man values, in which natural language plays a
prominent role. Many successful DH tools rely
heavily on Natural Language Processing meth-
ods, and several efforts exist within the DH
community to promote the use of newer and
better tools. Nevertheless, most NLP research
is driven by web corpora that are noticeably
different from texts commonly found in DH
artifacts, which tend to use richer language and
refer to rarer entities. Thus, the near-human
performance achieved by state-of-the-art NLP
tools on web texts might not be achievable on
DH texts. We introduce a dataset! carefully cre-
ated by computer scientists and digital human-
ists intended to serve as a reference point for
the development and evaluation of NLP tools.
The dataset is a subset of a born-digital textbase
resulting from a prominent and ongoing experi-
ment in digital literary history, containing thou-
sands of multi-sentence excerpts that are suited
for information extraction tasks. We fully de-
scribe the dataset and show that its language
is demonstrably different than the corpora nor-
mally used in training language resources in
the NLP community.

1 Introduction

The digital humanities (DH) research community
makes up a large user base for natural language pro-
cessing (NLP) tools and algorithms (McGillivray
et al., 2020; Biemann et al., 2014). Digital human-
ists have long been using cultural heritage data for
meaningful NLP work, where NLP in DH includes
everything from linguistic analysis of change over
time within large linguistic corpora (Schlechtweg
et al., 2020) to narratology (Piper et al., 2021) to

*Contributed equally to this work.
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literary history (Underwood et al., 2018) and sty-
lometry (Stamatatos, 2009).

However, there are risks associated with LLMs
that are particularly relevant to DH. Unlike the av-
erage web document, texts in the humanities tend
to use rich and complex writing styles, historical
language, and references to under-represented long-
tail entities (Olieman et al., 2017; Nurmikko-Fuller,
2023). LLMs have known problems with bias to-
wards the contemporary and popularity bias (Dai
etal.,2024). Chen etal. (2024) warn of a "Spiral of
Silence" where over time, by iteratively training on
LLM-generated content, LLLM-based retrieval sys-
tems deprioritize accurate human-generated con-
tent and lose diversity in the information they re-
turn. If future NLP is dominated by LLMs that
ignore the outliers that are so important to humani-
ties scholarship (D’Ignazio, 2021; Jockers, 2013),
this will negatively impact humanities research,
our sense of history, and the public. As Brown and
Simpson (2013) assert, "marginality and unique-
ness are what humanities scholars often seek to
discover and analyse". We need curated datasets
for evaluating and fine-tuning LLMs with the prior-
ities and expertise of humanists at their core.

For LLMs to effectively and responsibly lever-
age this data and become reliable for DH needs,
researchers developing these models and the tools
that use the models, need to collaborate with data
experts. As McGillivray et al. (2020) point out,
there is a need for cross-fertilization of ideas and
more communication across the NLP and DH com-
munities. LINCS (Brown et al., 2023) is an ex-
ample of computer science (CS) and humanities
practitioners working together to extract knowledge
from DH texts in the form of linked data connected
to web pages to create machine-readable data that
could ultimately enhance LL.Ms. However, the in-
ability of current systems to handle the ontological
nuances of the source data plus the absence of en-
tities from popular knowledge bases (KBs) like

Proceedings of the 4th International Conference on Natural Language Processing for Digital Humanities, pages 85-104
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Wikipedia and Wikidata (Vrandecic and Krotzsch,
2014) necessitates manual entity linking, ontology
mapping, and data validation. There is an oppor-
tunity here for NLP developers to better support
such projects with systems optimized for cultural
heritage data.

To contribute to these efforts, we create an NLP
dataset through a collaborative effort between
computer scientists and humanists. Our dataset,
Orlando (Release) (Hervieux et al., 2024), con-
sists of 12,627 unique text chunks with over 40,000
entity mentions across four entity types that are
manually linked to external entity URIs and anno-
tated with 79 unique inter- and cross-sentence rela-
tions. The source texts are biographies of historical
writers from a large and representative born-digital
humanities corpus created by the Orlando Project
(Brown et al., 2022) (Appendix A). These source
biographies are originally expressed as XML docu-
ments, written and thoughtfully hand-annotated in
English by DH scholars, using language demonstra-
bly richer than that found in typical LLM training
corpora. We extract our dataset from the source
while ensuring a high rate of long-tail entities, and
preserving the ontological nuances of the source
texts’ entity and relationship annotations, which
we augment with manually-confirmed entity URIs
(§3). This makes the dataset particularly well-
suited for information extraction tasks such as en-
tity linking (EL) and relation extraction (RE), as
elaborated in §5.

Orlando’s text complexity (examples in Ap-
pendix A.1) makes it an interesting subject of study
for what machine-aided tools can process. We con-
duct a series of linguistic analyses (§4) to show
that, compared to other genres of text such as news,
encyclopedia, or web pages, the Orlando data is
more complex in terms of both lexical and syn-
tactic aspects. In light of that, we test whether
the Orlando data is out-of-distribution for state-
of-the-art large language models such as Llama
2 (Touvron et al., 2023), using metrics based on
Mahalanobis distance (Ren et al., 2023) and kernel
density estimation (Kirchenbauer et al., 2024). The
test highlights that the Orlando data is evidently fur-
ther from the distributions of the training corpora
of LLMs than baseline corpora. This suggests that
LLMs, when used out-of-the-box, may suffer from
poorer generalization, lower accuracy and higher
aleatoric uncertainty (Baan et al., 2023) when pro-
cessing complex DH text like that from Orlando.

We hope that this data will encourage NLP tool
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developers to embrace the challenges posed by DH
texts and seek collaboration with the data experts,
leading to research, data, tools and systems that
would be valuable across disciplines.

2 Related Work

Our dataset is a unique addition to the important
yet disproportionally scarce collection of informa-
tion extraction datasets derived from humanities
texts and created collaboratively by NLP and DH
researchers. There are countless datasets created to
benchmark information extraction models (Nasar
et al., 2022) and many works that perform such
benchmark evaluations (Wang et al., 2022; Chang
et al., 2024), but they typically lack the humanities
perspective. There are exceptions, with examples
including but not limited to Menini et al. (2022)’s
information extraction benchmark relevant to cul-
tural historians interested in textual descriptions
of smells in historical documents; Delmonte and
Busetto (2023)’s investigation of BERT’s limita-
tions when applied to linguistically complex italian
poetry; Pedinotti et al. (2021)’s diagnostic dataset
and evaluation of transformer-based language mod-
els on generalized event knowledge; and Bamman
et al. (2020)’s challenging coreference resolution
dataset for literary texts. These works focus on
other genres of text than that of Orlando, and our
domain allows us to provide hand-curated cross-
database annotations for entity mentions, which
is crucial for the evaluation of EL. Compared
to works that evaluate BERT and other special-
ized models, we focus on the suitability of LLMs
for humanities-related information extraction tasks.
This is critical as LLMs are becoming the status
quo for many NLP tasks (Chang et al., 2024) and
LLMs are often used with a different paradigm:
zero-shot prompting rather than fitting to the target
domain.

There are many other valuable datasets coming
out of the humanities>>*. Major differences be-
tween these datasets and ours are that most of these
projects release their entire research corpora as raw
text with humanities research as the target task
rather than information extraction or LLM bench-
marking or fine-tuning. Our approach was to look
at a prominent humanities dataset with challenging
language, consult with DH scholars to understand

https://rutgersdh.github.io/dh-sources/

Shttps://humanitiesdata.com/resources

4https://melaniewalsh.github.io/
Intro-Cultural-Analytics



what level of information was important to keep,
and then selectively sample it with the intent of
keeping difficult chunks that contain many diverse
entities and relations.

Our text analysis of Orlando draws on work in
evaluating text readability (Crossley et al., 2011;
Lu, 2010), but our work deviates as we apply read-
ability measures to compare corpora used in NLP
models. We use the popular Flesh-Kincaid grade
level (Kincaid et al., 1975) which suits our chunk-
level data compared to other metrics like Coh-
Metrix (Graesser et al., 2004) which requires para-
graph statistics and discourse coherence. See Lu’s
(2014) work for a corpus linguist’s review of com-
putational corpus analysis. Our work interrogates
whether a corpus is out-of-distribution of an LLM’s
training corpus, picking the best-performing indica-
tors in recent discussions (Ren et al., 2023; Yauney
et al., 2023; Kirchenbauer et al., 2024).

3 Creating the Orlando Dataset

Derived from the original Orlando XML docu-
ments, we release a simplified and easily ma-
chine processable JSON dataset, Orlando (Release).
Through this collaboration with the data experts,
we simplify the complexly nested embedded an-
notations into an easy-to-use benchmark, without
abstracting the nuance of the original entity and
relation types.

According to the license, we can release 10% of
the Orlando textbase. Instead of uniformly sam-
pling from all sentences or entire documents, we
release text chunks of up to 4 sentences each that
capture valuable cross-sentence relationships and
helpful context for coreference resolution and EL
tasks. We filter out text chunks containing too
few entities or relations to ensure a high density
of useful text. When our extractions come from
overlapping chunks, we merge smaller ones into
larger ones. We select the included text chunks
randomly but with constraints to keep the original
frequency distribution for relations and to priori-
tize the inclusion of person mentions with external
entity links. Our sampling process does not alter
the distribution of data as it is uniform sampling
in a stratified fashion that preserves the long tail
distributions of relation and entity types.

Orlando (Release) has 12,627 unique text chunks
with over 40 thousand entity mentions across four
entity types, with the majority being person men-
tions. Table 1 lists entity mention counts by type
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Mentions Entities
person
bio subjects 14,168 1,389
bio subjects with links 14,122 1,379
others 10,627 6,257
others with links 6,951 3,145
organization 2,910 1,466
place 11,638 4,785
creative work 1,127 928

Table 1: Mention and unique entity count for each entity
type in Orlando (Release). Place and creative work types
were not de-duplicated so entity count is the number of
unique mentions. “with links” rows are subsets of the
row directly above.

and presence of external entity links, and breaks
down person mentions into the primary subjects of
the biographies and other mentioned persons.

Compared to typical RE benchmarks with few
broad relations, our dataset contains 79 unique re-
lations, 30 of which are present in at least two
contextual categories. The full list of relations and
categories with frequency statistics are in the Ap-
pendix B Tables 8, 9, and 10.

3.1 Source Textbase

The original Orlando documents are densely anno-
tated XML biocritical profiles of authors (biogra-
phies). Tags are applied on the word level to iden-
tify and add context to entities and concepts, and
on the sentence or paragraph level for contextual
themes and relations. Figure 1 presents an exam-
ple. The annotations signal what is most relevant
to the domain researchers, which means that not
all possible entities and relations are tagged. The
data is unique in that the included annotations are
extremely detailed, as we discussed in noting the
wide range of relations.

Each biography focuses on one person, who we
refer to as the biography subject. The biographies
are sectioned in two: (1) their birth, death, and the
people, places, and activities in between; (2) their
writing and its reception. We sample only from
the first to prioritize capturing relations between
persons without the added complexity of written
and often fictional works.

Entity Tags There are four entity types explicitly
tagged in the XML documents that we include in
our dataset: person, place, organization, and cre-
ative work. Pronouns are not flagged by annotators



HEADING>Marriage</HEADING:
FAMILY.
="HUSBAND"

CHRONSTRUCT ="COMPREHENSIVE"
DATE ="1834-09-24">24 September 1834</DATE.
CHRONPROSE
NAME ="Adams, Sarah Flower"
="...d68lef"
Sarah Flower
NAME> married
NAME ="Adams, William Bridges"
="...9£83e2"
William Bridges Adams
NAME>,
JOB>engineer</JOB> and
JOB>inventor</JOB>, at
PLACE
PLACENAME ="St John's Church, Hackney"
St John's parish church</PLACENAME>,
SETTLEMENT ="London">Hackney</SETTLEMENT!
REGION ="Middlesex"
GEOG ="England"
PLACE>.
CHRONPROSE.
CHRONSTRUCT:!
MARRIAGE

Sarah Flower Adams

22 February 1805 - 14 August 1848
Marriage

24 September 1834

Sarah Flower married William Bridges Adams, engineer and inventor, at St John's parish church,
Hackney.ss

(b) Author profile corresponding to the XML in Figure 1a.

(ison]

—J =N
\ _

On 24 September 1834, Sarah Flower married
husband /

William Bridges Adams, engineer and inventor,

paid_occupation
at St John's parish church, Hackney.

(a) The original Orlando documents are XML in which text
is embedded within deeply-nested relation and entity tags.

(c) We release JSON documents with the same information as
the XML but with text extracted and cleaned and lists of relations
and entities enhanced with external identifiers.

Figure 1: Representation of an Orlando text chunk displayed as its source XML document (a), its published form on
the web (b), and its extracted form in our released dataset (c).

and thus do not appear as mentions in our data.
However, there are cases where a person’s relation-
ship to another is used as the mention. For example,
“Elizabeth Singer Rowe returned to Frome to live
with her father” contains the mention “father”. We
include such mentions because a human annota-
tor could confirm a match using the context, so a
sophisticated EL. method may also be able to.

Relation Tags The XML relation tags indicate
how something in the text relates back to the bi-
ography subject, making them the subject of all
extracted relations. There is, therefore, no specific
text span to connect them to a given relation. The
only exception is that the occupations of family
members are explicitly tagged.

Rather than tagging specific verbs to represent
explicit relations, the annotators tag multi-sentence
and sometimes multi-paragraph chunks with spe-
cific categorical terms’. For each category, there
are certain nested tags that we use to extract rela-
tions. For example, within a <FAMILY> tag, there
can be a nested <MARRIAGE> element, within which
the first <NAME> element represents the biography
subject’s spouse, and within <DEATH>, we may find
<DATE>, <CAUSE>, and <PLACE> with details of the
biography subject’s death.

5https://orlando.cambridge.or‘g/index.php/
about/tag-diagrams

3.2 Extracted Dataset

Pre-processing We apply an automated text-
cleaning step before extracting our dataset from
the XML, correcting typographic whitespace er-
rors and integrating dates at the starts of sentences
rather than as headings. Originally, the biogra-
phy subjects are mentioned with project-specific
acronyms, which we replace with full names as
defined by the annotators. As such, a subject is
always mentioned with the same text, except for
female subjects when called their birth name early
on and their married name later.

Finding Entity Links 20 annotators with back-
grounds in humanities and CS® manually searched,
using OpenRefine (Delpeuch et al., 2024), for exter-
nal identifiers for a subset of the over 27,000 unique
person entities. To get a broad sample, the review
began with the first 8,500 persons by alphabeti-
cal order, then 3,240 remaining persons with the
highest mention count across all biographies. All
biography subjects had been previously searched
for by earlier annotators who also found matches
for many places in GeoNames (Unxos, 2013).

We instructed annotators to choose one match
per entity from VIAF (Tillett, 2002), Wikidata,
or Getty ULAN (Harpring, 2010). The Orlando
Project leads deemed those sources useful for creat-

®The annotators were undergraduate students enrolled in

humanities and CS programs and were paid employees of the
authors’ universities.
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ing meaningful linked open data. Using any avail-
able context from the biographies or the web, an-
notators confirmed matches when they were “def-
inite” or “reasonably certain” on our four-point
scale. These scores required multiple pieces of evi-
dence, such as matching birth and death dates, titles
of written works, or family members. When annota-
tors could not confirm a match, either because of in-
adequate evidence or absence of a viable candidate,
our data specifies “unable to confirm match.” If an
entity was not reviewed by our annotators, we mark
it as “match not searched for.” Using the confirmed
matches, we query Wikidata’s SPARQL endpoint
to get equivalent URIs across the three sources
and Wikipedia. All found /inks are included in our
dataset to facilitate benchmarking systems that use
different KBs.

4 Corpus Comparison

We compare Orlando with corpora of varying gen-
res to determine its complexity for human readers
and automated processing.

4.1 Baseline Corpora

We select baselines by two criteria. They spread
across diverse genres, including news, encyclope-
dia, and webpages. They also represent the typ-
ical corpora used in training LLMs to provide a
more accurate projection of the difficulty of Or-
lando for LLMs. Each corpus is pre-processed
using the same pipeline as Orlando (detailed in
Appendix C.1). The corpora are:

C4 Common Crawl’ is a large corpus of web-
pages, reflecting the proportions of different tex-
tual content available on the Internet. We use the
derived C4 dataset (Raffel et al., 2020a), a cleaned
version of Common Crawl that only contains En-
glish webpages, as it is the backbone training cor-
pus for many LLMs (Raffel et al., 2020b; Chalkidis
et al., 2022; Groeneveld et al., 2024).

CC-News We use the subset of CC-News (Nagel,
2016) prepared by Liu et al. (2019) using news-
please (Hamborg et al., 2017), which is a dataset of
708,241 English-only news articles extracted from
Common Crawl. It is part of the mixture of training
corpora of smaller scale language models such as
RoBERTa (Liu et al., 2019).

"https://commoncrawl.org

&9

Corpus FKGL Avg. Entities
C4 9.56 1.13
CC-News 9.66 1.88
Wikipedia 11.75 2.84
Simple Wiki 8.93 2.16
Orlando (Full) 11.47 2.40
Orlando (Release) 11.90 3.15

Table 2: Flesch-Kincaid Grade Level (FKGL) and aver-
age number of entities per sentence of the corpora.

Wikipedia The English Wikipedia is a large en-
cyclopedia that is also widely used as a training
corpus for a full spectrum of language models as
summarized by Alshahrani et al. (2023).

Simple Wiki As a reference point for text com-
plexity, we include Simple English Wikipedia. It
is a version of Wikipedia that is written in simple
English and is intended for people with different
language proficiency levels.

Orlando (Full) As a baseline, our comparison
includes the full text of all biographies in the Or-
lando Project (Brown et al., 2022). The dataset
we release, designated as Orlando (Release), is a
subset of the full Orlando dataset that only contains
high-quality chunks of text satisfying the criteria
described in §3.

4.2 Lexical Complexity

Metrics We count the number of entities in
each sentence and report the Flesch-Kincaid Grade
Level (FKGL; Kincaid et al., 1975) in Table 2.
FKGL maps the number of syllables and words
in a sentence to the number of years of education
required to understand the sentence, and is widely
used in the automatic evaluation of text complexity
(Alva-Manchego et al., 2019).

Discussion Overall, Orlando is among the most
complex corpora in terms of lexical complexity
which could pose difficulties for human readers.
The similarity between Orlando and Wikipedia is
expected, as they share a similar genre with bio-
graphical text comprising a large part of Wikipedia.
They contain more named entities per sentence than
the other corpora. In particular, the distribution of
the number of entities in our released subset skews
towards the right, with the highest mean.

From an information extraction perspective, the
high number of entities per sentence makes Or-
lando harder to process as it requires more EL,



coreference resolution, and RE operations. The
released subset is selected with a preference to
contain sentences with more entities and relations,
which makes it more suitable for EL and RE bench-
marking and leads to a more challenging dataset.

4.3 Syntactic Complexity

Metrics We use the L2 Syntactic Complexity An-
alyzer (L2SCA; Lu, 2010) to analyze the syntactic
complexity of the corpora. This widely adopted
tool enumerates a list of patterns in a parse tree
and produces 13 variables associated with five as-
pects of syntactic complexity: length, subordina-
tion, coordination, overall complexity, and phrasal
sophistication. We plot the scores of the corpora
concerning each of the five aspects in Figure 2.

Discussion L2SCA shows that Orlando has
higher syntactical complexity than the other cor-
pora. It ranks high in all five aspects of syntactic
complexity, with the highest scores in length of
production units and amounts of coordination. In
comparison, CC-News has high number of subor-
dinations, but fewer coordination and shorter pro-
duction units. Wikipedia has more subordinations
than CC-News and the highest ratio of complex
nominals, but it has fewer coordination and shorter
production units.

4.4 In-distribution Assessment

Metrics There is mounting theoretical (Saunshi
et al., 2021) and empirical (Razeghi et al., 2022;
Kandpal et al., 2023; Ren et al., 2023; Kirchen-
bauer et al., 2024) evidence that suggests a positive
correlation between the similarity of the distribu-
tions of training and test data and LLM’s perfor-
mance. Therefore, assessing whether a test dataset
(Orlando in our case) is in-distribution, i.e. it fol-
lows the same distribution of a model’s training
distribution, could be indicative of the model’s rel-
ative performance on the Orlando dataset.

We adapt two metrics to measure whether Or-
lando is in-distribution: Mahalanobis distance
(MD; Ren et al., 2023) and kernel density estima-
tion (KDE; Kirchenbauer et al. 2024) with respect
to the training data distribution. The metrics are
shown to be correlated with model’s performance
on translation and language understanding respec-
tively. Both methods represent training and test
samples in the embedding space. Ren et al. (2023)
fits the training data to a Gaussian distribution
N (11, %) and computes the squared Mahalanobis

90

distance M D(x) = (z — p)" ¥~ (z — p) for each
test sample. Kirchenbauer et al. (2024) takes a non-
parametric approach and estimates the probability
density of each test sample directly from the train-
ing data using the approximate KDE algorithm by
Karppa et al. (2022).

The two metrics both require access to the train-
ing data of a model, while MD also relies on the
internal activations of LLLMs. The former is gen-
erally unavailable except for works from the LLM
open-science community such as (Soldaini et al.,
2024) and (Groeneveld et al., 2024). The latter is
also unavailable for blackbox LLMs such as GPT-
4. For MD, we analyze two open-weight LMs:
decoder-only Llama-2-7B (Touvron et al., 2023)
and encoder-decoder BART-1large (Lewis et al.,
2020), and assume C4 to be a good approxima-
tion of the training data based on the observations
in §4.1. For KDE, we use Soldaini et al.’s (2024)
open-science replica to approximate frontier LLMs’
training data.

Discussion As shown in Figure 3, both MD and
KDE show that Orlando as test data has lower den-
sity in LLM’s training data distribution, indicating
that Orlando contains more long-tail information
(to be discussed in §4.5) and is more likely to be
out of the distribution, compared to general web-
pages, news or Wikipedia articles. While existing
research does not establish a clear density threshold
for ensuring the acceptable performance of LLMs,
the findings indicate a need for extra caution, as the
use of LLMs with DH data may lead to relatively
degraded performance. As a future direction, we
suggest more directly benchmarking LLMs on DH
datasets such as Orlando.

4.5 A High Percentage of Long-tail Entities

Thanks to our URI attribution, we find the percent-
age of Orlando (Full) person entities in common
KBs: Wikipedia for notable people, Wikidata as
a larger and more diverse KB, VIAF for people
with publications which are relevant to Orlando,
and Getty ULAN as an example relevant to many
humanities texts but less so Orlando.

Table 3 presents the results for 1,434 subjects
and 8,510 randomly sampled other people. Unsur-
prisingly, over 90% of subjects notable enough to
have biographies written about them are found in
each of the three relevant KBs. However, 50.8%,
41.1%, and 37.5% of the other people could not be
found in Wikipedia, Wikidata, and VIAF, respec-



Wikipedia

cTm
DC/C

Orlando
(Release)

Overall Complexity Length of Units Amounts of Subordination Amounts of Subordination Phrasal Sophistication

Figure 2: L2SCA values of the six corpora, with each corpus plotted as an individual circle. Within a circle,
each polygon represents an aspect of L2ZSCA and each vertex represents a variable. Starting from 12 o’clock and
iterating counterclockwise, the respective aspects of the polygons are listed in the legend. The area of the polygon is
proportional to the scores of the aspect. For illustration, the values are normalized by min-max scaling. Definitions
of the abbreviated variable names and raw values of the 14 variables of L2SCA (Lu, 2010) in Tables 11, 12 and 13.

CcC- i ._ Simple Orlando Orlando
€4 News Wikipedia “yiki™ “(Full)  (Release)
Hama-2_ 00 102 239 306 187.2 261.1
BART- 00 96 157 233 1021 134.6
-large
(a) Mean squared Mahalanobis distance.
C44
CC-News 1
Wikipediaq — e————
Simple | ——
Wiki
Orlando | ———
(Full)
Orlando | —
(Release)

15.0 17.5 20.0 22.5 25.0 27.5 30.0
Density (LMD3, x1073)

(b) Kernel density estimation.

Figure 3: Both MD and KDE show that Orlando is
relatively more out-of-distribution. Higher chance of
samples being out-of-distribution results in higher MD
and lower KDE.

tively by our human annotators — either because
the entity was not present or there was insufficient
evidence to make a match. These rates highlight
that a large percentage of Orlando entities are not
considered notable and demonstrate Orlando’s high
concentration of long-tail entities (Kandpal et al.,
2023).

Kandpal et al. (2023) explore the relationship
between question answering performance and the
number of documents about an entity in the training
data, and report reduced performance in connection
with long-tail entities. This raises questions about
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how LLMs and associated tools will perform on
entity-based tasks with data such as Orlando. There
is an opportunity here for LLMs to harness more
humanities data to work better for long-tail entities
— ultimately reducing historical biases and uplifting
historically silenced and overlooked individuals. It
also highlights the importance of datasets such as
ours so that systems can be evaluated on a mix of
popular and long-tail entities.

Bio Subjects Others
Wikipedia 93.6% 49.2%
Wikidata 98.7%  58.9%
VIAF 943% 62.5%
ULAN 13.2% 8.0%

Table 3: Percentage of unique person entities reviewed
by annotators that have matches in each KB. This is
a sample of 1434 biography subjects and 8510 others
mentioned in Orlando (Full).

5 Exploring Dataset Use Cases

The unique linguistic features of Orlando texts have
made them subjects of study in applications like
text simplification (Yao et al., 2024). Our dataset
enriches the texts with annotations focused on en-
tity and relation mentions, making it well suited for
information extraction tasks. We demonstrate the
data’s usefulness through off-the-shelf EL and RE
systems simple to use without customization.

Entity Linking We use the zero-shot EL sys-
tem BLINK (Wu et al., 2020, details in Appendix
D.1), which uses transfer learning and is potentially
useful when applied to the humanities because it
should not require training data from the target do-



Bio Subjects Others
By Entity 0.89 0.80
By Mention 0.92 0.81

Table 4: BLINK entity linking accuracy on Orlando
(Release) using BLINKs pre-trained Wikipedia model.

main. We link the 13,727 mentions of the 1,307
unique biography subjects and the 5,920 mentions
of the unique 2,528 other persons that have con-
firmed Wikipedia links in Orlando (Release).

Many EL systems consist of an end-to-end
pipeline for both recognition (finding mentions to
entities) and linking (matching each mention to a
database entry). Orlando (Release) enables the eval-
uation of both steps, but we limit this evaluation to
the linking step because BLINK uses a third-party
named entity recognition (NER) system. As such,
and as is standard in this setting where the system
is not able to abstain from making a prediction, we
report only accuracy® (Wu et al., 2020; Botha et al.,
2020; Hoffart et al., 2011).

Table 4 presents the accuracy broken down by
mention and unique entity for each person type.
The two rows “By Mention” and “By Entity” refer
to two common ways to aggregate results in EL lit-
erature. “By Mention” accuracy is micro-averaged
as in Hoffart et al. (2011) or the number of cor-
rect matches divided by the number of mentions.
“By Entity” is the macro-average, calculated as the
number of correct matches divided by the number
of mentions of entity e, for each entity e in our
dataset and then taking the average.

BLINK performs similarly on Orlando subjects
to what Wu et al. (2020) report on TACKBP-
2010 (0.92 here compared to their best accuracy
of 0.945). However, we see a 0.09 to 0.11 point
decrease between the notable subjects set and that
of the other people, which contains more long-tail
entities. It is also important to note that, follow-
ing Wu et al. (2020)’s problem setup and because
of BLINKs inability to make NIL prediction, we
report accuracy only of the entities for which we
have confirmed Wikipedia links. This results in
artificially inflated scores that are not reflective of
the reality of EL on humanities texts. These issues
highlight the potential our data has as a challenging
entity linking benchmark.

8 Accuracy and precision are equal in this task setting.
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Relation Extraction We use the end-to-end RE
system PURE (Zhong and Chen, 2021) on a ran-
dom sample of 50 text chunks from Orlando (Re-
lease), pre-processed as described in Appendix D.2.
PURE uses a small set of generic predicates based
on those used in the ACEO5 dataset (Walker et al.,
2006), where a predicate is the connecting term
in the subject-predicate-object representation of
an extracted relation. On this sample, PURE’s re-
sults include six unique predicates, while Orlando
(Release) includes 34. Table 5 shows our map-
ping between Orlando and PURE predicates for
the relations that were correctly present in both the
Orlando annotations and in PURE’s results for this
sample.

PURE Orlando
General- relocation
Affiliation
brother, husband,
Person- interpersonal_relationshi
Social 1nterp - P,
instructor
Physical habitation, relocation,

travel, visit

Table 5: The mapping between PURE predicates and
Orlando predicates on the relations that both PURE and
Orlando correctly identify on a sample of 50 random
Orlando (Release) text chunks. This is only 8 of 34
unique Orlando predicates from this sample that PURE
found equivalents to.

Even in this small sample of overlapping pred-
icates, we see PURE abstracting away the valu-
able specificity in Orlando’s thoughtfully created
predicates. Of course there are systems with predi-
cate sets ranging in size and specificity, but we use
PURE as a demonstration that our data can be used
to evaluate and improve systems across that range.

We manually verify each relation in PURE’s
results. Of the 115 relations that PURE extracts,
83% are correct and 65% are both correct and not
found in our Orlando annotations. However, the
predicates that PURE uses are so high-level that
it is challenging to derive meaning from many of
the new extractions. PURE only finds 10% of the
174 annotated relations in this sample. This indi-
cates that the detail contained in Orlando poses
a significant challenge for such RE systems. Ta-
ble 6 provides an example, showing the relations
that PURE finds for the text in Appendix D.3 that



subject predicate object
her Person-Social parents
student Organization-Affiliation school
her Organization-Affiliation school
school General-Affiliation Canada

Annie Louisa Walker social_class

Annie Louisa Walker nationality
Annie Louisa Walker race_colour
Annie Louisa Walker religion
Annie Louisa Walker religion

Annie Louisa Walker
Annie Louisa Walker

gendered_political_activity
political_involvement

professional but not wealthy
rank among the middle classes
English

white

Christian

Evangelicals

Temperance movement
Temperance movement

Table 6: An example of PURE (top) and Orlando (Release) (bottom) relations on the same text sample.
PURE abstracts away Orlando’s valuable detailed predicates.

subject predicate object

Philip Larkin  school St John’s College, Oxford

Philip Larkin  subject_studied English language and literature

Philip Larkin  degree Honours BA

Philip Larkin education_companion Bruce Montgomery

Philip Larkin education_companion Kingsley Amis

Philip Larkin contested_behaviour =~ Amis and Larkin constituted themselves a two-man

parody factory mocking every aspect of university life:
the syllabus, the dons, and the aspiring
writers such as John Heath-Stubbs.

Table 7: An example of Orlando (Release) relation annotations on text where PURE was not able to

identify any relations.

are technically correct, but that lack specificity —
even if we were to incorporate coreference reso-
lution into the results. Table 7 shows the detailed
and varied relation annotations included in Orlando
(Release) for the text in Appendix D.4 on which
PURE returns no results.

6 Conclusion

We argue that the impressive results reported by
fast-paced NLP research might not reach tools in
the DH community due to inherent differences in
the kinds of texts they use. In particular, we note
that LLMs have been shown to underperform with
out-of-distribution inputs compared to experiments
where test data comes from the same distribution
as the training data (which is the norm in NLP
research). While there is currently no machinery to
predict the gap in observed performance for a given
dataset, we report statistics derived using state-of-
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the-art methods that indicate noticeable differences
between a corpus derived from a prominent born-
digital DH textbase and corpora commonly used
as training data in NLP research. We contribute
this collaboratively developed dataset and argue
for its potential to help close the gap between DH
scholars and NLP system developers by serving as
a benchmark for existing (and future) tools, as well
as a resource for tool development.

Limitations

While we provide extensive statistical analysis us-
ing state-of-the-art methods, we consider only one
(albeit prominent) DH dataset. Many avenues for
future work exist. First, a similar analysis with
a larger sample of prominent texts from the DH
community, covering a range of genres, is needed.
From a tool development point of view, an im-
mediate use of our dataset would be fine-tuning



existing large language models to improve their
ability to handle similar texts. We hope that our
data will also be used in the evaluation and devel-
opment of NER, EL, and RE tools that are better
equipped to handle rich and complex texts with
mentions of rarer entities compared to news and
other kinds of texts found on the web. More impor-
tantly, we see tremendous potential in using other
extant resources from the DH community in the
development and evaluation of NLP tools. Such an
approach can only lead to more robust tools.
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A The Orlando Project

The Orlando Project is an ongoing experiment in
digital literary history that began in 1995. Its flag-
ship output is a regularly updated online “textbase”,
Orlando: Women’s Writing in the British Isles
from the Beginnings to the Present. As of 2023,
the textbase comprises 1444 biocritical profiles
of authors from 612 BCE onward, 1261 of them
women, contextualized by more than 29,361 free-
standing events. 2,995,455 semantic tags anno-
tate its 9,043,111 words with structured references
to 37,374 unique persons, 8,696 organizations,
12,114 place names, 47,067 titles, and 30,441 bib-
liographic sources, as well as embedding relation-
ships among them.

The textbase data has been used for analysis,
visualization, and interface design research; its con-
tent has fed other DH projects in women’s writing;
and its XML schema has served as a foundation for
similar projects in the Canadian Writing Research
Collaboratory'?.

Few born-digital DH resources feature such ex-
tensive annotation, since hand-annotation is costly.
However, Orlando is representative of much DH
work in being organized around profiles of signifi-
cant individuals that refer to other related entities,
and in using complex, nuanced language. Linking
entities is a key component of DH infrastructure
(Waters, 2023). More efficient and accurate EL
for text such as Orlando’s would provide immense
benefits to DH scholars wishing to enhance their
data for publication or analysis, and relationship
extraction would provide even further value. Suit-
ably packaged fine-tuned LL.Ms better equipped to
deal with the long and elaborate sentences found
in Orlando would be equally welcome by the DH
community.

2https://cwrc.ca/



A.1 Illustrating Orlando’s Complexity

The density of facts and complex sentence struc-
tures in Orlando make it a valuable DH research
tool and present an interesting and potentially quite
challenging dataset for NLP systems trained on
simpler text.

Sentences contain lists of people with multiple
parenthetical clauses and nested relations:

“Dora Carrington formed a lively group
(the Wild Group, as they were known at
the Slade) with women she remained in
close contact with for many years, includ-
ing Dorothy Brett (later the Honourable),
Barbara Hiles (later Bagenal), Ruth
Humphries, and Alix Sargant-Florence
(the daughter of painter Mary Sargant-
Florence and later the wife of James Stra-
chey).”

It is often ambiguous, even to a human reader, as
to which relationship is referring to which entity:

“One of her sisters and a niece, Horatia
Katherine Frances Gatty (later Eden) and
Christabel Maxwell, published writings
about her.”

There are multi-step person relations with an un-
named mother in the middle:

“Rosina’s mother’s uncle, Sir John
Doyle, was Lieutenant Governor of
Guernsey at this time.”

With a high count of meaningful clauses per sen-
tence:

“Louisa Baldwin’s mother, a Welsh-
woman born Hannah Jones, was George
Macdonald’s second wife.”

“Her mother, born Ann Bee, died on 5
October 1766, and a widowed aunt, an-
other Cassandra, came to keep house for
the family.”

B Understanding the Benchmark Dataset

Here we describe and contextualize the fields
present in the Orlando (Release) JSON dataset.
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Entities For each text chunk, we list entity men-
tions under entities with their start and end offsets
using utf-8 encoding. For each mention, we include
all text tagged by the annotators, as well as con-
textual information they added as attributes. This
includes full_name, which for persons and organi-
zations is a more explicit name or a reformatted
name, while for places it is typically the name of
the encompassing region. Person and organization
mentions have manually deduplicated internal Or-
lando identifiers, id.

For each person mention, we indicate if the asso-
ciated entity is the primary subject of an Orlando
biography through biography_subject. This does
not necessarily indicate the source document of a
text chunk as the subject of one biography could
be mentioned in another biography. It can be used
as one indicator of a person’s notoriety and allows
for separate analyses of the writers and the people
connected to their lives.

Relations We use the subject-predicate-object
formation to represent extracted relations as triples.
Many relations are commutative but we only explic-
itly list one direction. Table 8, Table 9, and Table
10 detail the relations and contextual categories
present in our released dataset.

The predicate_category for a relation represents
the high level XML tag for the text chunk while
predicate_id and predicate_name represent the
specific relation. The predicate_name is the
relation, while, when available, predicate_id is
a URI from the CWRC Ontology'? that either
exactly represents the relation or gives more
specific information about the relation. For
example, the number_of children relation can
have predicate_id cwrc:adoption to contextualize.
Note that the same relation can be present under
multiple categories, giving the relation slightly
different meaning. For example subject_studied
can have institutional_education_context,
self _taught education_context, or domes-
tic_education_context.

We do provide utf-8 text spans for the objects
of the triples. object_text contains the exact men-
tion text of that entity, while object_id gives con-
text about that entity from the annotations, when
available. For places, the id is either a GeoNames
URI for the place or an encompassing region, or
a string listing such regions. For people and orga-
nizations, it is the de-duplicated Orlando ID. For

Bhttps://sparql.cwrc.ca/



other types like occupations, id can be an identifier
from sources such as the CWRC ontology or Li-
brary of Congress Subject Headings'#. For dates,
it is standard form YYYY or YYYY-MM-DD, and
for nationalities, it is an ISO 3166-2 code.

C Details of Baseline Corpora

C.1 Dataset Version and Pre-processing

The English Wikipedia and Simple English
Wikipedia corpora that we use in our com-
parisons are compiled from recent dumps:
enwiki-20230320 for ordinary English Wikipedia
and simplewiki-20230101 for Simple English.

Every corpus is pre-processed using the same
pipeline as Orlando, including sentence splitting
using PySBD (Sadvilkar and Neumann, 2020) fol-
lowed by tokenization and entity recognition using
the en_core_web_sm model of spaCy (Honnibal
et al., 2020). For a consistent comparison across
corpora, we count all entities identified by the en-
tity recognition model of spaCy without relying on
the manual entity annotations of Orlando.

C.2 Additional Lexical Complexity Statistics

We count the number of characters, tokens, and
entities in each sentence and report the distribu-
tions in Figure 6 and 5 for each corpus. The lexical
complexity score we use is proposed by Martin
et al. (2018) which is based on the mean log-rank
of word frequencies in a sentence and yields higher
scores if more rare words are present in the sen-
tence.

The distribution of sentence length in Orlando,
measured by the number of tokens or characters,
is similar to that of Wikipedia, with a mean higher
than that of C4, CC-News, and Simple Wiki. Sen-
tences in Orlando and Wikipedia contain more syl-
lables and tokens, which is also reflected in the
higher FKGL.

C.3 L2SCA Variables

Definitions of the 14 variables of L2SCA (Lu,
2010) are listed in Table 11. For illustration pur-
poses, when plotting the L2SCA variables in Fig-
ure 2, we normalize the variables by min-max scal-
ing to the range of [0, 1]: suppose z is the vector of
raw score of a variable across all corpora, then the
normalized score is

ST min(x)

max(z) — min(x)’

“http://id.loc.gov/authorities/subjects/
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The raw values of the variables are reported in
Tables 12 and 13.

D Configuration and Results of Dataset
Use Cases

D.1 BLINK Entity Linking Configuration

We use the model that Wu et al. (2020) trained on
a 2019 Wikipedia dump. We set the parameter k
to 10, according to the authors’ suggestion, so the
candidate generation step selects 10 candidates, the
ranking step ranks those 10, and we compute accu-
racy using the one highest ranked prediction. We
test three options for the maximum number of con-
textual tokens: (1) full right and left context within
the given text chunk, (2) maximum of 32 tokens
on each side of the mention, and (3) maximum of
32 total context tokens as Wu et al. (2020) suggest,
but the treatments all had the same results.

D.2 PURE Relation Extraction Configuration

We pre-process the chunks with PySBD (Sadvilkar
and Neumann, 2020) for sentence splitting and
NLTK (Bird et al., 2009) for word tokenization.

D.3 PURE Relation Extraction Example 1

PURE results are identified with square brackets
and Orlando’s with curly brackets.

“Coming from a {professional but not
wealthy rank among the middle classes},
she seems to have had to contribute to the
family income, by teaching and writing,
even before [her] [parents]’” deaths. A
[student] at [her] [school] in [Canada]
described the Walker sisters as very
{English}, very dignified, and somewhat
exclusive, but... excellent teachers, espe-
cially in the departments of history and
English literature. Presumably she was
{white} and a {Christian} —, one of her
verses was appropriated as a hymn by
the American {Evangelicals} Dwight L.
Moody and Ira Sankey —and she may
well have supported the {Temperance
movement}.”

D.4 PURE Relation Extraction Example 2
Orlando’s annotations are identified with curly

brackets.

“In October 1940 he went up to {St
John’s College, Oxford}. He studied



{English language and literature}, and
took a {first-class Honours BA} in 1943.
Important friendships formed in his un-
dergraduate days were those with {Bruce
Montgomery} (who became a highly suc-
cessful detective-novel writer under the
name of Edmund Crispin, and dedicated
one of his earliest books to Larkin) and
especially the future writer {Kingsley
Amis}. {Amis and Larkin constituted
themselves a two-man parody factory
mocking every aspect of university life:
the syllabus, the dons, and the aspiring
writers such as John Heath-Stubbs.}”
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predicate_category count

spatial_context 6818
friends_and_associates_context 5633
cultural_form_context 3275
occupation_context 3101
family_context 2236
birth_context 2210
significant_activity_context 1896
death_context 1816
institutional_education_context 1814
political_context 1676
religion_context 1006
domestic_education_context 826
intimate_relationship_context 728
social_class_context 296
self taught_education_context 229
nationality_context 141
race_ethnicity_context 113
sexuality_context 107

Table 8: Orlando contextual categories that the relation predicates belong to, with mention counts in our Orlando
(Release) dataset.

Simple Orlando Orlando
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Figure 6: Distributions of the number of entities in sentences of the six corpora.
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predicate_name count predicate_name count
interpersonal_relationship 5700 sexuality 137
paid_occupation 2952 brother 136
travel 2336 sister 110
habitation 1846 family_based_occupation 109
relocation 1554 occupation_income 103
subject_studied 1477 son 93
religion 1256 emigration 87
social_class 1011 daughter 85
member_of 974 education_award 55
occupation 940 ethnicity 48
visit 839 cohabitant 47
date_of_birth 803 education_companion 45
place_of_birth 748 other_family 42
date_of_death 695 non_erotic_relationship 42
birth_position 659 intimate_relationship 41
place_of_death 600 contested_behaviour 40
school 594 linguistic_ability 40
nationality 545 grandfather 38
employment 540 uncle 36
activist_involvement_in 525 degree_subject 36
national_heritage 498 wife 35
husband 461 cousin 25
gendered_political_activity 424 grandmother 24
father 399 aunt 21
erotic_relationship 384 native_linguistic_ability 19
cause_of_death 361 spatial_relationship 15
volunteer_occupation 353 forebear 13
political_involvement 336 stepfather 9
mother 307 niece 9
instructor 288 grandson 8
number_of children 262 nephew 8
political_membership 246 stepmother 7
race_colour 242 granddaughter 5
possibly_erotic_relationship 239 child 3
education_text 179 stepbrother 2
political_affiliation 175 partner 2
burial_location 160 guardian 2
degree 155 stepsister 1
migration 141 stepdaughter 1
geographic_heritage 138
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predicate_name count predicate_name count predicate_name count

birth_context friends_and_associates_context religion_context
date_of_birth 803 interpersonal_relationship 5608 religion 572
place_of_birth 748 cohabitant 25 member_of 346
birth_position 659 institutional_education_context social_class 28
cultural_form_context subject_studied 736 nationality 18
social_class 768 school 585 national_heritage 11
religion 657 instructor 154 activist_involvement_in 7
nationality 434 degree 152 race_colour 4
member_of 432 education_award 52 gendered_political_activity 3
national_heritage 406 education_companion 43 geographic_heritage 3
race_colour 193 degree_subject 36 political _affiliation 3
geographic_heritage 106 education_text 29 sexuality 3
political_affiliation 44 contested_behaviour 27 ethnicity 2
political_involvement 41 intimate_relationship_context linguistic_ability 2
sexuality 39 erotic_relationship 384 political_involvement 2
ethnicity 35 possibly_erotic_relationship 239 political_membership 2
activist_involvement_in 29 non_erotic_relationship 42 self_taught_education_context
linguistic_ability 28 intimate_relationship 41 subject_studied 174
political_membership 27 cohabitant 22 education_text 32
gendered_political_activity 23 nationality_context instructor 15
native_linguistic_ability 13 nationality 50 education_award 3
death_context national_heritage 46 contested_behaviour 2
date_of_death 695 social_class 16 degree 2
place_of_death 600 geographic_heritage 8 school 1
cause_of_death 361 religion 8 sexuality_context
burial_location 160 race_colour 5 sexuality 93
domestic_education_context member_of 4 activist_involvement_in 3
subject_studied 567 ethnicity 2 gendered_political_activity 3
instructor 119 native_linguistic_ability 2 social_class 3
education_text 118 occupation_context nationality 1
contested_behaviour 11 paid_occupation 1560  political_affiliation 1
school 8 employment 540 political_membership 1
education_companion 2 occupation 520 race_colour 1
degree 1 volunteer_occupation 314 religion 1
family_context occupation_income 103 significant_activity_context
husband 461 family_based_occupation 64 paid_occupation 1392
father 399 political_context occupation 420
mother 307 activist_involvement_in 481 family_based_occupation 45
number_of_children 262 gendered_political_activity 391 volunteer_occupation 39
brother 136 political_involvement 289 social_class_context
sister 110 political_membership 213 social_class 183
son 93 member_of 177 nationality 32
interpersonal_relationship 92 political_affiliation 123 national_heritage 20
daughter 85 religion 2 member_of 12
other_family 42 race_colour 29 race_colour 10
grandfather 38 national_heritage 15 geographic_heritage 9
uncle 36 social_class 13 religion 9
wife 35 geographic_heritage 12 activist_involvement_in 4
cousin 25 nationality 10 gendered_political_activity 4
grandmother 24 linguistic_ability 9 political _affiliation 4
aunt 21 ethnicity 8 political_involvement 3
forebear 13 religion 7 political_membership 3
niece 9 native_linguistic_ability 4 ethnicity 1
stepfather 9 member_of 3 linguistic_ability 1
grandson 8 activist_involvement_in 1 sexuality 1
nephew 8 political_involvement 1 spatial_context
stepmother 7 sexuality 1 travel 2336
granddaughter 5 habitation 1846
child 3 relocation 1554
guardian 2 visit 839
partner 2 migration 141
stepbrother 2 emigration 87
stepdaughter 1 spatial_relationship 15
stepsister 1

Table 10: Orlando relation predicates with mention counts in our Orlando (Release) dataset. Predicates are repeated
in each contextual category (bolded text) in which they appear.
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Code Measure Definition

MLC Mean length of clause # of words / # of clauses

MLS  Mean length of sentence # of words / # of sentences

MLT  Mean length of T-unit # of words / # of T-units

C/S Sentence complexity ratio # of clauses / # of sentences

C/T T-unit complexity ratio # of clauses / # of T-units

CT/T Complex T-unit ratio # of complex T-units / # of T-units
DC/C Dependent clause ratio # of dependent clauses / # of clauses

DC/T Dependent clauses per T-unit  # of dependent clauses / # of T-units

CP/C  Coordinate phrases per clause # of coordinate phrases / # of clauses
CP/T  Coordinate phrases per T-unit  # of coordinate phrases / # of T-units
T/S Sentence coordination ratio # of T-units / # of sentences

CN/C Complex nominals per clause # of complex nominals / # of clauses
CN/T  Complex nominals per T-unit  # of complex nominals / # of T-units
VP/T  Verb phrases per T-unit # of verb phrases / # of T-units

Table 11: Descriptions and definitions of variables of L2ZSCA. The code is used in Figure 2. The table is adapted
from Lu, 2010 (pp. 479).

Corpus MLC MLS MLT C/S C/T CT/T DC/C

C4 11.4955 17.7755 16.8636 1.5463 1.467 0.3563 0.3292
CC-News 11.4438 215108 19.6258 1.8797 1.715  0.4279 0.3662
Wikipedia 145312 21.079  19.6803 1.4506 1.3543 0.2726 0.2524
Simple Wiki 11.8485 155475 149764 1.3122 1.264 0.2092 0.2056

Orlando (Full) 13.8285 24.5383 21.1579 1.7745 1.53 0.4033 0.3378
Orlando (Release) 16.0128 26.7895 23.6033 1.673 1474 0.3696 0.3138

Table 12: Raw scores of the first seven L2SCA variables of the six corpora.

Corpus DC/T CP/C CP/T T/S CN/C CN/T VPIT

C4 0.4829 0.305 04474 1.0541 1.2147 1.7819 1.9977
CC-News 0.6281 0.2355 0.4039 1.096 1.2628 2.1656 2.2858
Wikipedia 0.3419 0.3694 0.5003 1.0711 1.6486 2.2327 1.6942
Simple Wiki 0.2599 0.2829 0.3576 1.0381 1.3151 1.6622 1.4589

Orlando (Full) 0.5169 0.3188 0.4877 1.1598 1.3471 2.0611 1.9369
Orlando (Release) 0.4625 0.3607 0.5316 1.135  1.4648 2.1592 1.8236

Table 13: Continuation of Table 12. Raw scores of the rest of L2SCA variables of the six corpora.
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Abstract

The paper focuses on the integration of Natu-
ral Language Processing (NLP) techniques to
analyze extensive chronological text corpora.
This research underscores the synergy between
humanistic inquiry and computational methods,
especially in the processing and analysis of se-
quential textual data known as lexical series. A
reference workflow for chronological corpus
analysis is introduced, outlining the methodolo-
gies applicable to the ChronoPress corpus, a
data set that encompasses 22 years of Polish
press from 1945 to 1966. The study showcases
the potential of this approach in uncovering cul-
tural and historical patterns through the anal-
ysis of lexical series. The findings highlight
both the challenges and opportunities present
in leveraging lexical series analysis within Dig-
ital Humanities, emphasizing the necessity for
advanced data filtering and anomaly detection
algorithms to effectively manage the vast and
intricate datasets characteristic of this field.

1 About Digital Humanities

Digital humanities (DH) today is a broad domain
of research and practical applications of various
techniques for automatic processing of data, repre-
senting linguistics, literary studies, history, art his-
tory, cultural anthropology, or archaeology, among
others. It can be defined as a system of interrelated
resources, functionalities, and cognitive practices
created by transferring to the digital realm and cre-
atively expanding the heritage of the humanities
that grew out of print culture (Terras et al., 2013;
Schreibman et al., 2008; Sinatra and Vitali Rosati,
2014). However, behind the apparent plethora of
different descriptions of digital humanities lies the
same recurring set of characteristics, among which
the most important are: the study of large data sets,
the linked open data approach, the extensive use of
metadata, the fusion of natural and artificial intel-
ligence, transdisciplinarity, multimedia, an almost
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radical empiricism, and last but not least, the domi-
nance of interactive, dynamic infrastructures over
the static products of the Gutenberg era, such as
articles, chapters, or monographs.

Describing the current state-of-the-art of digi-
tal humanities is therefore a task that is all the
more difficult because the discipline is undergo-
ing a phase of rapid, dynamic expansion today.
Moreover, the efforts of many DH centers focus on
digitizing the resources produced by humanity in
the past centuries and enriching them with the tools
of computational intelligence. The obsolescence
of DH definitions, theories, and research practices
is hence rapid. Here, we adopt a research perspec-
tive in which digital humanities is a strand at the
intersection of applied computer science and nat-
ural language processing (NLP). This assumption
does not contradict the principles of HC, but it ex-
poses the methodological aspects on which NLP’s
attention is focused, rather than the problem of
digitizing and/or sharing resources.

2 Language and NLP vs Digital
Humanities

Language has not been a major area of digital hu-
manities in recent years. As the topics of papers
submitted to major DH conferences' show, inter-
disciplinary topics dominated there, combining his-
tory, art history, cultural anthropology or archival
science. The formats processed in DH were, in
varying proportions, text, but also image, sound,
geographic coordinates (used to formally repre-
sent geolocation of objects) and time (dates, hours).
However, on a more general level of reflection, nat-
ural language preserves its privileged role in the
humanities, and this is something that the digital
world will not change. After all, language is the pri-
mary and universal tool of communication, shaping

'See https://adho.org/conference/, section ’Past
Conferences’.
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in the human mind a system of representation of
the world and modeling the processes of thinking.

Taking the above statement about the privileged
role of language in the digital humanities as correct,
the potential for collaboration between humanists
and language engineers is enormous. NLP applica-
tions start with simple text string processing tasks,
including segmentation, disambiguation, and mor-
phosyntactic annotation of lexemes, followed by
calculating the frequency of any segments. A more
advanced level of NLP applications involves gener-
ating segment relationships (lexemes or multiword
units) that take the form of networks (e.g., word-
nets), hierarchical structures (e.g., dendrograms) or
point clouds. The next level of NLP application
is semantics analysis, which is usually based on
distributional relationships of segments (e.g., topic
modeling) and/or uses neural networks. A specific
class of textual resources is the so-called chrono-
logical corpora, which contain samples arranged
on a timeline. Below is an example of the applica-
tion of NLP methods and mathematical statistics to
such a corpus.

3 Sequential Data and Chronological
Corpora

By textual sequential data, we mean data represent-
ing consecutive segments of a corpus on a linear
time axis. Representation here means the moment
of text production, but is not related to style, genre,
age of the writer, or context. Out of the wide spec-
trum of discourses, the best material to construct
chronological corpora are media texts generated by
the press, radio, television and all Internet formats.
The press is of particular importance here, since
it covers long time spans: media institutions in
the modern sense have existed in various countries
of the world for at least two hundred years. The
granularity of the existing resources varies. The
earliest texts may have daily or even monthly dates,
whereas contemporary news is marked with minute
or second accuracy. The chronology of texts can
also be discovered in corpora of literary and ap-
plied texts, but the granularity in such a situation is
at least annual, which makes it necessary to have
really large volumes of evenly distributed data.
Sequential text data, which by analogy with time
series can be referred to as ’lexical series’, obvi-
ously have their weaknesses. When extracting elec-
tronic text from print, acquiring clean OCR output
is a problem. Recordings from radio, television,

and the Internet require transcription supervised by
a human. Cleaning and curing the data thus adds
significantly to the cost of producing press corpora
suitable for chronological analysis. As a result, re-
search on such corpora is not as developed as on
large corpora of general language.

An important issue here is to distinguish chrono-
logical analysis from diachronic studies. The for-
mer deals with changes in the frequency of rele-
vant lexemes at fixed intervals of time, while the
latter describes the evolution of language forms
over time. Diachronic research can be carried out
with quantitative methods, but the nature of the
phenomena under study is quite different: it is
about change, disappearance and/or appearance
of new lexical (rarely morphological or syntactic)
forms. An example of a quantitative diachronic
research is a study of lexical changes in the Polish
language over a period of 600 years (Goérski and
Eder, 2023). One of the methods for quantitative
modeling the dynamics of language change is Pi-
otrovsky’s law. This Soviet linguist with Polish
roots noted that linguistic changes usually have
non-linear patterns, resembling a logistic function
(Leopold, 2005; Gérski and Eder, 2023).

For the above reasons both approaches should
not be confused: they deal with completely differ-
ent problems, and the reference to time is only an
apparent similarity. Bringing them together is all
the more difficult because chronological research
by NLP methods assumes stable orthography and
does not require corpora, derived from long (prefer-
ably several hundred years) periods. In contrast,
the object of chronological studies are corpora cov-
ering shorter periods with stable orthography.

4 Purpose of the Project and Test Data

The purpose of the project is to create a reference
processing workflow for textual chronological data
and to prepare NLP tools that would serve for lexi-
cal series analysis. The first step of the processing
flow is to determine the characteristics of the data
that are suitable for such analyses and to prepare
the test material. The second stage involves the
definition of patterns of lexical series, relevant to
the needs of the humanities (in particular, linguis-
tics and cultural anthropology), and the preparation
of algorithms for extracting such patterns (a priori
approach). For some lexemes (represented by lexi-
cal series), this stage may include the estimation of
trend models and/or stochastic processes if the se-
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ries contains periodic oscillations. The third stage
involves conducting an unsupervised taxonomy of
lexical series, leading to the empirical extraction of
semantic classes (a posteriori approach).

As to the first issue, sequences of text samples
of the same volume, produced at equal intervals
of time (the benchmark example of such a source
is the press) should be considered the data best
suited for chronological analysis. Additionally, the
volume of such samples must be large enough to
generate statistically significant lexeme frequen-
cies. Equal sample lengths eliminate in the sim-
plest possible way a troublesome feature of linguis-
tic systems, which is that the dependence of the
frequency of the vast majority of lexemes and the
volume of the sample is not linear, and, in addition,
for each lexeme follows a slightly different curve
(in simple terms, if the frequency of a lexeme L in
a sample of volume N is L;, it does not mean that
in a sample of 10 * NV it will be 10 * L; - actually
it will be lower due to the constant appearance of
new words). Thus, only comparing samples of the
same length gives reliable and indisputable results.

As for the sought-after patterns in lexical series,
they duplicate and minimally extend the patterns
identified in classical time-series analysis, that is,
stable trend and periodic oscillations (Box and
Jenkins, 1976). In addition, random series and
anomalies (‘“catastrophes”) as non-deterministic
patterns are also important in lexical series analy-
sis. The first two types of series express either long-
term processes of cultural change (trends) or peri-
odic phenomena, driven by natural cycles (weather,
agricultural work, seasonal diseases, etc.) and rit-
uals of culture (anniversaries, holidays, cyclical
political events). A non-deterministic pattern with
significant informational value is an anomaly, i.e.,
a sudden jump in the value of a series, caused by
some sudden event (the death of a well-known fig-
ure, a natural disaster, a change in the name of a
great city, etc.). Interestingly enough, in the con-
text of language and culture, researchers may also
be interested in random lexical series.

The third stage of the lexical series processing
flow potentially includes two modules. If periodic-
ity of the series is detected, a process model (AR,
MA, ARMA, ARIMA) can be estimated. How-
ever, in the digital humanities, the usefulness of
such models is low and it is also difficult to inter-
pret their parameters. As for trend estimation, only
working on large datasets covering long periods

gives reliable results. On the other hand, a much
more interesting and so far unused approach in this
respect is the taxonomy of series. Each lexical se-
ries can be treated as a vector representing a point
in some multidimensional space. Thus, all lexical
series can be projected into this space and can, af-
ter dimension reduction, generate human-readable
dendrograms or point clouds. It can be expected
that such a taxonomy will not be very transpar-
ent since placing tens or hundreds of thousands
of points in a single space produces a result that
is opaque and difficult to interpret. Nevertheless,
lexical series (and thus lexemes) with similar fre-
quency characteristics are likely to form at least
some visible clusters.

The above processing workflow was tested on
the ChronoPress corpus, which represents 22 years
of Polish press from the period 1945-1966 2. This
corpus has a volume of ca. 24 milions of segments,
evenly distributed by year and month. The texts are
lemmatized and chronologically annotated. One
year is represented on average by 1,098,526 seg-
ments with a standard deviation of 69,843, and
the average volume of monthly segments is 91,544
with a standard deviation of 6,201. The volume
of the corpus thus allows for annual and monthly
granulation. Here, monthly granulation was used,
which made it possible to generate lexical series
(or vectors) of 264 (=22*12) units in length.

5 Research Methods

In the case of linguistic data, the study of time se-
ries consists of two modules. The first comprises
NLP tools necessary to generate the input data
from the corpus, and the second includes numeri-
cal methods of time-series analysis and taxonomy.
As for the NLP methods module, the corpus was
lemmatized using the WCRFT?2 tagger for Polish
(Radziszewski, 2013). Each sample includes publi-
cation data, allowing us to calculate the number of
lexeme occurrences in each month by summing the
lexeme numbers obtained from samples published
in that month, obtaining time series.

In terms of time series analysis, we rely on the
standard model of Box and Jenkins (Box and Jenk-
ins, 1976), exposing, however, the specifics of text
corpora. The standard model assumes that any time
series consists of a trend, periodic oscillations, and
noise. The processing flow includes: (1) identi-
fying the trend and cutting it off from the data,

2https: //chronopress.clarin-pl.eu/
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thus making the series stationary; (2) identifying
periodic oscillations by calculating the autocorre-
lation function (ACF) and partial autocorrelation
function (PACF). The shape of the ACF and PACF
functions allows one to choose the optimal type
and order of the model - autoregressive, moving
average, or mixed (ARMA, ARIMA). After cutting
off the trend and periodic oscillations from the time
series, the residual series that remains should meet
the criteria of white noise, and the percentage of
explained variance indicates the contribution of the
deterministic component to the series.

However, from the perspective of the digital hu-
manities and text processing, some of the function-
alities of the standard Box and Jenkins model are
not as useful as in economics or engineering. This
model, as the title of the cited work indicates (Time
series analysis: forecasting and control), was cre-
ated to predict and/or steer processes. So, while
one can understand an economist trying to predict
in advance the price of some raw material or the
exchange rate of a currency, a humanist does not
wonder what the frequency of some lexeme in a
stream of media texts will be next month. There-
fore, the module for modeling stochastic processes
in lexical series of the type described here is not
particularly important. An autoregressive model
identified in a lexical series would at most show
the depth of cultural or societal 'memory’. The
previous application of this method in linguistics
or textual studies confirms this statement, since
the object was to explain some linguistic phenom-
ena, not predict them (Pawtowski, 1997; Pawlowski
and Eder, 2001; Mikros and Macutek, 2015). For
the above reasons, the ACF and PACF functions
should be considered key tools for the humanities
to identify periodic phenomena in the great mass
of data. This situation raises a fundamental chal-
lenge for NLP, namely the need to generate and
filter data from a corpus. Chronological analysis
of a corpus of texts assumes that there are as many
time series as there are different lexemes in the
corpus, and the task of the researcher is to identify
among them those that are for some reason signif-
icant. Despite the great cognitive capabilities of
human mind, this task is not feasible without the
support of NLP. For example, in the ChronoPress
test corpus processed here, the initial number of
series was close to 100,000, and this is more likely
to be the lower limit, since we are talking about a
corpus with an average volume. An additional dif-

ficulty is that the anomaly (catastrophe) pattern can
involve series that have subsequent values close
to zero almost throughout the run but once their
value unexpectedly spikes. An example of such a
lexeme is ‘’comet’. Normally, the press does not
write about comets, so the word is almost absent
from the media discourse. But, like a real comet, it
suddenly appears every few or a dozen years and
has higher frequencies. Similarly, lexemes with
relatively low frequency, and therefore irrelevant
in the perspective of big data, can appear rhyth-
mically. Therefore, the low average frequency of
a lexeme is not a sufficient criterion for its elim-
ination. The same applies to the variance of the
series, which may be too low to indicate interesting
cases of anomalies. To overcome these difficulties,
we have developed algorithms for automatic series
filtering and anomaly detection.

6 Results

6.1 Overview

From the ChronoPress corpus, a total of 99,528
lexical series with monthly granularity were gen-
erated, each with a length of 264 units. The initial
issue that required attention was the normalization
of the data in order to facilitate comparison. We
divided each occurrence of a lexeme by the total
occurrences of that lexeme. This allowed us to
obtain the probability density function of lexeme
occurrences over the analyzed time period.

6.2 Linear Regression

In the first set of experiments, we applied linear re-
gression to normalized time series to calculate the
slope and the coefficient of determination R? for
each lexeme. Next, we have planned to identify the
lexemes with the highest, closest to zero, and low-
est slopes, representing those that were the most
rising, flat, and descending, respectively. However,
a decision needed to be made regarding the inclu-
sion of all series in the analysis. Empirical evidence
suggested that many series deviated significantly
from linearity. Therefore, we excluded series with
R? values less than 0.5, resulting in the retention
of 138 lexical series. The results, including the 10
lexemes with the largest slope, the slope closest to
zero, and the smallest one, are presented in Table 1.
First of all, we can observe that the majority of
lexemes (99.86%) are non-linear, with a coefficient
of determination smaller than 0.5. Among those
assumed to be linear, functional words, such as
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rising flat descending
West German my self-help
specialized such  rebuilding
television set  just fascism
currently afew rebuild

set very  fascist

Table 1: Lexemes with the most rapidly increasing, con-
sistently flat, and sharply declining time series among
linear ones (i.e., time series with an R? greater than
0.5).

old, at the same time, valuable, date, prove, put in,
get to know, upbringing, beginning, leave

Table 2: The 10th most stationary lexemes. Those for
which their time series yield the smallest p-values for
the Augmented Dickey-Fuller test (the p-values for pre-
sented lexemes are approximately e~30).

pronouns and adverbs, tend to have a flat shape,
with a slope close to 0. The most rapidly declining
words are those associated with World War II and
the process of rebuilding after the damage of war.
The interpretation of this result is very positive
from the point of view of the efficiency of the
model. The ChronoPress corpus reflects the events
of post-war Poland, where the trauma of World War
2 is very strong right after 1945, but is gradually
dying out, replaced in the official propaganda by
Cold War events (e.g., the Korean War). In con-
trast, the behavior of function words is completely
different. Their frequency is largely independent
of the sample size, which is the reason why they
are massively used in stylometry. Our research has
shown that they are also immune to the time fac-
tor: successive samples of texts on the timeline are
stable in this respect. Finally, technology-related
lexemes (e.g., television set) are trending upward.

6.3 Autoregresive Model

In order to detect lexemes with seasonal patterns,
we applied the Partial Autocorrelation Function
(PACF), which helps to determine the order of an
autoregressive model. PACF assumes the station-
arity of the underlying time series. We used the
Augmented Dickey-Fuller (ADF) test to check the
stationarity of the time series with a periodic com-
ponent. Table 2 shows the most stationary lexemes,
where the ADF test p-value is the smallest. These
lexemes express cultural rituals (such as religious
and national celebrations) and cycles of nature.

20

10 - 2

07 | | | | | |
01/45 06/50 12/55 06/61 11/66

Figure 1: Occurrence of the lexeme 'Lenino’ as a time
series.

Christmas Eve, New Year, Lenino, August,
Barbour, Christmas, April, May, September,
Christmas tree

Table 3: The lexemes with the highest values of partial
autocorrelation at lag 12 among those assumed to be
stationary. The partial autocorrelation values range from
0.66 (for Christmas Eve) to 0.54 (for Christmas tree).

To choose stationary time series, we only con-
sider lexemes with a p-value of <= 0.05. This
allows us to reject the null hypothesis, indicating
that the time series does not have a unit root and
is stationary. Resulting in the retention of 93,039
lexical series. The lexemes with the highest PACF
values for lag 12 are shown in Table 3. We can
notice some expected events occurring once a year
like Christmas Eve, New Year or name of months.
However, Lenino looks at first surprisingly (refer
to Figure 1 for Lenino time series). But, as the bat-
tle of Lenino (12.10.1943) was an important event
for communist propaganda, the algorithm found
it to be as oscillating as Christmas. The battle of
Lenino was the the baptism of fire of Polish troops
organized in the USSR, and from 1950 to 1991 it
was celebrated as the Polish Army Day>. Of course
the event had an important press coverage.

Table 4 presents the lexemes with the highest
Partial Autocorrelation Function (PACF) values for
a lag of 1. These lexemes are associated with the
theme of postwar reconstruction in Poland. The
high PACF values, ranging from 0.85 to 0.91, may
indicate that these lexeme time series likely follow
an AR (1) (AutoRegressive) process. This means
that the present value of each series is primarily
influenced by its immediate past value.

Shttps://en.wikipedia.org/wiki/Battle_of_
Lenino
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reconstruction, occupation, Poland, fascism,
Polish, democracy, war, UNRRA, destroyed,
allied

Table 4: The lexemes with the highest values of partial
autocorrelation at lag 1 among those assumed to be
stationary. The partial autocorrelation values range from
0.91 (for reconstruction ) to 0.85 (for allied).

100 - 2

50

07 | | | | | |
01/45 06/50 12/55 06/61 11/66

Figure 2: Occurrence of the lexeme ’plebiscite’ as a
time series.

6.4 Catastrophe Detection

In order to identify sudden spikes in a series, we
calculate the difference between the current value
of a normalized time series and a moving average
with a length of 5. We have defined a catastrophe
(anomaly) index as the maximum absolute value
of this difference. An issue we needed to address
was determining which series should be included
in the catastrophe (anomaly) analysis. We decided
to exclude series with a low sum (less than 500
occurrences in the entire series). After this exclu-
sion, we were left with 6612 lexical series, which
we then analyzed for anomalies. The lexemes with
the highest values of the ’catastrophe index’ are
displayed in Table 5. The values for these lexemes
range from 0.17 to 0.07.

An analysis (refer to Figure 2) of the time series
for the anomaly of the lexeme ’plebiscite’ reveals
that it originates from the National Plebiscite for
Peace held in Poland in May 1951 under the aus-
pices of the Polish Committee of the Defenders of
Peace (Dawid, 2018). The lexeme ’Dzerzhinsky’
(peaking in June 1951) is linked to the 25th anniver-
sary of his death and the unveiling of a monument
in his honor in Warsaw.

6.5 Clustering and Dimension Reduction

In the next step, we cluster the analyzed lexemes
using the normalized time series as vectors. We
have utilized the Hierarchical Density-Based Spa-
tial Clustering of Applications with Noise (HDB-
SCAN) algorithm (Campello et al., 2015). How-

plebiscite, Dzerzhinsky, senate, ratification
Communist Party of Poland, coffin, referendum
rally, constitution, pre-convention, Stalin
Indochina, Grunwald, Potsdam, capitulation

Table 5: The lexemes with the highest values of the
catastrophe index.

Figure 3: UMAP projection of lexems - represented by
264 dimensional vectors (default parameters of UMAP
method).

ever, it did not detect any distinct groups (only one,
large group was identified). Modifying the default
values of the HDBSCAN parameters and trying
different metrics (the default being Euclidean) did
not yield different results. To better understand the
issue, we employed the Uniform Manifold Approx-
imation and Projection (UMAP) (Mclnnes et al.,
2020) technique to reduce dimensions and visual-
ize the similarities in the data. The results are pre-
sented in Figure 3. It is clear that UMAP does not
reveal any distinct groups in the data, suggesting a
relatively equal distribution of vectors in multidi-
mensional space. This is probably why HDBSCAN
was unable to identify any well-defined clusters in
the data.

Should this result be evaluated entirely nega-
tively? In our opinion, the method described above
is not inefficient per se, but it may well be that it
performs well when processing data are structured
differently (smaller granularity, higher volume of
samples, representing years or even decades).

6.6 Similarity of Lexems

A distance metric between vectors defined by nor-
malized time series could be used to identify lex-
emes that have a similar ’longitudinal shape’, i.e.
the pattern of their distribution over time line. The
results for exemplary lexemes are displayed in Ta-
ble 6. Some of the results are predictable, such as
the similarity between ’harvest’ and semantically
related terms. However, others, such as the pair-
ing of worker’ with ’fight’ or *forefront’ reveal
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war harvest flood
Poland harvesting simple
government  July flooded
representative harvest like  touch
series July loss
camp harvester water
association rye dear
Polish June last

area grain height
huge barley bridge
state cartload none
Stalin Gomutka worker
leadership Wiadystaw female worker
Stalinist tendency fight
brilliant self-gover. mass
successor common sense association
proletarian of course fighting
Leninism environment people
invincible opinion working
Leninist surely forefront
leader demand factory
generalissimus view segment

Table 6: Lexeme similarity results. The lexemes most
similar to the exemplar lexemes (those in bold) in order
of increasing distance defined over normalized time
series vectors.

specific features of the communist propaganda dis-
course of the post-war period not present in the
general language.

7 Conclusions

While traditional time series analysis seems to be a
task of fortune-telling (who wouldn’t want to know
next week’s stock prices...), lexical series analysis
is akin to looking for a needle in a haystack. In the
research presented here, the "needle’ was the time
series, containing the trend, periodic oscillations
and anomalies, and the haystack was the corpus
of 24 million words, divided into 264 sections. In
addition, we were looking for lexemes that display
similar shapes of time series.

The techniques elaborated during our research
allowed us to identify automatically a set of lex-
emes from the corpus of nearly 100,000 that we
found relevant in some way. In particular anomaly
/ catastrophe detection helps us to pinpoint lexemes
that undergo rapid changes in occurrence, with
some unexpected cases like "plebiscite" or "Dz-
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erzhinsky". Another promising technique involves
detecting lexemes with similar time-series patterns.
The semantic similarity between words has been
a foundational concept in modern NLP, based on
deep neural networks and generative models. The
Transformers architecture (Vaswani et al., 2017;
Devlin et al., 2019) originates from the word2vec
method (Mikolov et al., 2013), which creates word
representations using large data sets and word oc-
currences in similar contexts. The method pre-
sented here, utilizing normalized time series, shares
similarities with word2vec, as it constructs vectors
from a large corpus. However, the novelty of our
approach is the reliance on co-occurrence in recur-
ring units of time (e.g., years) rather than cooc-
currence in the text. The results shown in Table
6 reveal natural recurrence patterns, such as "har-
vest" and "July," but also provide insights into the
communist perspective on the world, identifying
semantic clusters typical for the totalitarian pro-
paganda of the communist period. Last but not
least, the great advantage of the method developed
is that it is language-independent — any chronologi-
cal (longitudinal) corpora can be processed in this
way.

Limitations

The processing workflow presented here was devel-
oped and tested on a single corpus of Polish. How-
ever, linguistic aspects seem to be the easiest to
overcome, as the workflow can be easily extended
to other languages by using appropriate, language-
specific taggers, such as those available from the
spaCy framework (Honnibal et al., 2020). The
main limitation of a reliable analysis of chronolog-
ical corpora is their volume and time distribution.
To derive statistical patterns, the corpus must be
sufficiently large and balanced in terms of the dis-
tribution of analyzed time slots over time. While
large corpora of contemporary language are nu-
merous, balanced coverage of long time periods
is rare. And the essence of chronological analy-
sis is precisely to describe the “long duration” —
far longer than the Internet era — which allows the
correct identification of events, processes, cultural
phenomena, etc. Practice shows that the most effec-
tive method of expanding chronological corpora is
to scan the press, which significantly increases the
cost of such an activity. Filling in data gaps could
be achieved by subsampling underrepresented time
periods, but this would result in data loss.



Another limitation is the number of parameters
that must be set to use the proposed methods, which
can influence the results obtained. These parame-
ters include the minimum value of the coefficient
of determination in linear regression analysis and
the minimum size of the analyzed time series in the
case of anomaly (catastrophe) detection.
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Abstract

Classical Chinese poetry has a long history,
dating back to the 11th century BC. By in-
vestigating the sentiment expressed in the po-
etry, we can gain more insights in the emo-
tional life and history development in ancient
Chinese culture. To help improve the senti-
ment analysis performance in the field of clas-
sical Chinese poetry, we propose to utilize the
unique information from the individual short
lines that compose the poem, and introduce a
multi-task framework with hierarchical atten-
tion enhanced with short line sentiment labels.
Specifically, the multi-task framework com-
prises sentiment analysis for both the overall
poem and the short lines, while the hierarchical
attention consists of word- and sentence-level
attention, with the latter enhanced with addi-
tional information from short line sentiments.
Our experimental results showcase that our ap-
proach leveraging more fine-grained informa-
tion from short lines outperforms the state-of-
the-art, achieving an accuracy score of 72.88%
and an F1-macro score of 71.05%.

1 Introduction

Classical Chinese poetry generally refers to Chi-
nese poetry composed in certain traditional forms
and written in classical Chinese, a special terse,
rhythmic and musical version of Chinese that is dif-
ferent from the modern Chinese today and mainly
used in classical literature. As one of the earliest
forms and most important genres of traditional lit-
erature, classical Chinese poetry is a crucial carrier
of the thoughts and emotions of ancient Chinese
literati. ! In fact, it is widely believed that “emo-
tion” is the essence of classical Chinese literary
culture (Xia, 2021). By investigating the emotion
expression in classical Chinese poetry, we are able
to have a glimpse of the personal and social is-
sues involved in the poetry, through which we can

1https ://www. zgbk.com/ecph/words?SiteID=1&ID=
389600&Type=bkztb&SubID=683

Veronique Hoste
LT3, Ghent University
Groot-Brittanniélaan 45, 9000 Gent
Flanders, Belgium
veronique.hoste@ugent.be

ancient modern
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Figure 1: Pronoun changes from ancient Chinese to
modern Chinese.

gain more insights into the ancient Chinese culture
(Hou and Frank, 2015; Wei et al., 2020; Zhang
et al., 2023).

However, compared with the study of emotion
in other text genres we encounter in modern life,
such as news articles (Nemes and Kiss, 2021) and
reviews (Yi and Liu, 2020), there is less research
on poetry (Ahmad et al., 2020a), not to mention on
classical Chinese poetry (Tang et al., 2020). Ac-
tually, it is more challenging to process ancient
Chinese texts than modern Chinese text. On the
one hand, the classical Chinese has some old vo-
cabulary and phrases that have been replaced or
fallen out of usage in modern Chinese. For instance,
the pronouns in ancient Chinese are quite different
from those in modern Chinese, as shown in Fig-
ure 1. On the other hand, the grammar of ancient
Chinese is more concise and flexible compared to
modern Chinese. As for classical Chinese poetry,
it is considered as a more complicated synthesis of
imagery and symbolism, allusions, quotations and
derivation, and antithesis (Liu, 2022). All these
factors make it a difficult task to conduct sentiment
analysis in classical Chinese poetry.

To analyse sentiment in classical Chinese po-
etry, previous studies have explored different meth-
ods, for example, constructing sentiment lexicons
(Hou and Frank, 2015; Zhang et al., 2023), trans-
ferring knowledge from modern Chinese (Zhao
et al., 2014), or extracting imagery words (Shen
et al., 2019; Su et al., 2023). Although these stud-
ies improved the general performance for the task
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of sentiment analysis in classical Chinese poetry,
by utilizing special words in the poems or draw-
ing upon knowledge beyond the poems, they did
not consider the compositional structure of the po-
ems. Usually, a classical Chinese poem comprises
several short lines, which may show different emo-
tions, and in return, contribute to the overall emo-
tion expression of the poem. Thus in this paper,
for the task of sentiment analysis of classical Chi-
nese poetry, we propose to take the sentiment of
short lines into consideration by using a multi-task
framework with a hierarchical attention network,
which includes the sentiment analysis task of both
the overall poem and the short lines of which the
poem is comprised. We will show that, by leverag-
ing the sentiment information from the short lines,
we can outperform the current state-of-the-art in
sentiment analysis of ancient Chinese poetry.

2 Related Work

2.1 Sentiment analysis for computational
poetry studies

Sentiment analysis using computational method-
ologies is receiving increasing attention in literary
studies (Kim and Klinger, 2021). In 2012, Kao and
Jurafsky applied sentiment lexicons to investigate
whether the affect expressed in a poem makes it
more beautiful or not. Later, Delmonte et al. (2013)
introduced the SPARSAR system for the syntactic,
semantic and prosodic analysis of poetry, which
also includes a sentiment analysis module. In the
comparison of formal and informal texts, Kaur and
Saini (2014) found that taking into account genre-
specific features helped to improve sentiment analy-
sis performance on formal texts (including poetry).
More recently, the advantages of machine learning
further promoted the task of sentiment analysis in
poetry. Promrit and Waijanya (2017) used Con-
volutional Neural Networks (CNNs) for category
classification and sentiment analysis for Thai po-
ems. Ahmad et al. (2020b) proposed an attention-
based C-BiLSTM model to classify poetry texts
into different emotional states, while Rajan and
Salgaonkar (2020) employed a Naive Bayes clas-
sifier on Konkani Poetry. Similar researches were
also carried out on classical Chinese poetry (Tang
et al., 2020), Punjabi poetry (Kaur and Saini, 2020)
and Latin poetry (Sprugnoli et al., 2022).

2.2 Sentiment analysis for classical Chinese
poetry

Although classifying the sentiment in classical Chi-
nese poetry helps to investigate the ancient cultural
and emotional life, this task is not as popular as
in texts of other fields. Most studies in this field
focus on the poems from the Tang Dynasty, which
is believed to be the Gold Age of poetry, with over
50,000 poems created and surviving to this day.”
On the basis of the Complete Anthology of Tang
Poetry, Hou and Frank (2015) proposed a novel
graph-based method to create a sentiment lexicon
for classical Chinese poetry, with which they ana-
lyzed the association of sentiments with different
poets and a variety of topics. To take full advantage
of deep learning and linguistic knowledge, Zhang
et al. (2023) combined supervised sentiment term
extraction and classification to incorporate linguis-
tic knowledge into deep learning models for the
task of sentiment lexicon construction.

Besides the construction of sentiment lexicons,
scholars also investigated extracting more infor-
mation from the poems. Li and Li (2018) intro-
duced the Frequent Pattern Growth Algorithm with
the Term Frequency-Inverse Document Frequency
to capture the hidden relationships between each
word. (Shen et al., 2019) explored ways to extract
sentimental imageries at the levels of both charac-
ter and word and integrated this information in the
task of sentiment analysis. To utilize the imagery
words, Su et al. (2023) introduced related visual
modality information and obtained better perfor-
mance in sentiment analysis of classical Chinese
poetry.

In addition to the information present in clas-
sical Chinese poetry, some scholars also tried to
incorporate external knowledge into the task of sen-
timent analysis. Zhao et al. (2014) introduced the
modern translations of ancient texts and transferred
this knowledge in the translation to the classical
Chinese poems. Liu et al. (2020) incorporated the
knowledge of classical Chinese poetry from appre-
ciation/translation annotations into the knowledge
graph construction.

Furthermore, more recently, the development of
large language models also aided in the promotion
of research on classical Chinese literature. In 2021,
Tian et al. released AnchiBERT, a pre-trained lan-
guage model based on the architecture of BERT

2https 1/ /www. zgbk . com/ecph/words?SiteID=1&ID=
272482&Type=bkdzb&SubID=808
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and trained on large-scale ancient Chinese corpora.
Then, based on BERT-base-Chinese from Google *
and Chinese-BERT-wwm (Cui et al., 2021), Wang
et al. (2022) designed the pre-trained model Siku-
BERT and SikuRoBERTa specifically for ancient
Chinese. There are also other similar models for an-
cient Chinese, e.g., BERT-ancient-Chinese (Wang
and Ren, 2022), GuwenBERT, 4 GujiBERT (Wang
et al., 2023), and BERT_CCPoem, 5 which is par-
ticularly designed for classical Chinese poetry.

2.3 Sentiment analysis with multi-task
learning and a hierarchical attention
network

Traditional sentiment analysis is approached as an
independent single task, but recent research has
shown that it can also be considered as one of
the sub-tasks in multi-task learning. Balikas et al.
(2017) incorporated two sentiment analysis tasks
(one with a 3-category label set and the other with a
more fine-grained 5-category label set) into a multi-
task model and demonstrated benefits by jointly
learning the two sub-tasks for tweets. Aspect-based
sentiment analysis is also a field where it is a com-
mon practice to simultaneously model the aspect
term extraction and the corresponding sentiment
classification (He et al., 2019; Zhao et al., 2023;
Wau et al., 2023; Rani and Jain, 2024). Scholars
also investigated combining with sentiment anal-
ysis other emotion-related tasks, e.g., complaint
identification (Singh et al., 2022) and sarcasm de-
tection (Tan et al., 2023). Chauhan et al. (2020)
even proposed an all-in-one multi-task framework
that incorporates five sub-tasks, including humour,
sarcasm, offensive content, motivational content
detection and sentiment analysis.

Following the “Attention is all you need" credo
from Vaswani et al. (2017), the attention mecha-
nism has been investigated in many variants and
the hierarchical attention network (HAN) (Yang
et al., 2016) is one of them. HAN contains the
attention mechanisms at different levels, such as
the word-level and sentence-level, capturing im-
portant words/sentences in the task context. It has
been shown that HAN performs well with long-
sequence information, especially when the infor-
mation is ordered in a certain structure, for exam-
ple in document-level classification (Pappas and
Popescu-Belis, 2017) and translation (Werlen et al.,

3https://huggingface.co/google-bert/bert-base-chinese
*https://github.com/ethan-yt/guwenbert
>https://github.com/THUNLP-AIPoet/BERT-CCPoem
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Figure 2: Sentiment label distribution in FSPC, with
negative and positive abbreviated as neg. and pos. re-
spectively.

2018). HAN is also applied in sentiment-related
tasks. Cheng et al. (2017), for example, designed a
network with aspect attention and sentiment atten-
tion for aspect-level sentiment analysis. Mirroring
the structure of the social media content, Cheng
et al. (2019) proposed a network with HAN for
cyberbullying detection on Instagram. HAN is also
used to detect depression from transcripted clinical
interviews (Mallol-Ragolta et al., 2019). More re-
cently, Chanaa et al. (2021) exploited HAN for the
task of E-learning text sentiment classification.

As mentioned above, previous studies suggest
that multi-tasking helps to improve the perfor-
mance of sentiment analysis, but there is little
such research in the field of classical Chinese po-
etry, which is mainly investigated by constructing
auxiliary lexicons or by fusing knowledge from
sources beyond the poetry. On the other hand,
as classical Chinese poetry is highly structured
and information-condensed, we hypothesize it is
promising to apply HAN for sentiment analysis of
this special genre, which has never been done be-
fore. In this paper, we aim to utilize the sentiment
knowledge of the short lines to help predict the
overall sentiment of the poetry with a HAN-based
multi-task framework.

3 Dataset

Building a classical Chinese poetry corpus for sen-
timent analysis is not trivial, since full comprehen-
sion of the poems is one of the most important
preconditions for sentiment labelling, which sets
high expectations for annotators. Thanks to the
work of Chen et al. (2019), we now have a fine-
grained sentimental poetry corpus (FSPC), which
we are going to utilize in our experiments.

FSPC is composed of 5,000 classical Chinese
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sentiment

BEDEED

The lords divide the land of Chu
IR HIREE

Feasting and bidding farewell in the
spring of Five Rivers

IV - 57

The distant beauty of mountains and |neutral
waters shines clear
Bt —ZE

All pity this one exiled courtier

neutral

positive

negative

negative

Figure 3: An example of the different sentiment labels
at the line level and the overall sentiment of a given
poem. Note that the English translation comes from
ChatGPT and works only as reference.

poems. Each poem and each line in the poem are
manually annotated by experts in Chinese litera-
ture with five classes, ranging from negative and
implicit negative, over neutral, and to implicit posi-
tive and positive, as shown in Figure 2. Compared
with negative and positive, implicit sentiments re-
fer to the emotions that are suggested or hinted at
but not directly stated. Due to the unbalanced la-
bel distribution, the implicit sentiments are merged
into negative or positive, respectively, in later ex-
periments. It should also be noted that the senti-
ment of each line can be different from each other,
as shown in Figure 3, with the sentiment of the
first line being neutral or implicit while the last
line is often aligned with the overall sentiment of
the poem (Chen et al., 2019). This suggests each
line of the poem may have a varied contribution
to the holistic sentiment of the whole poem, and
it would be beneficial if we take into considera-
tion the unique sentiment label of each line in the
sentiment analysis of the whole poem.

4 Method

To investigate whether the task of sentiment analy-
sis for the whole poem can benefit from the intro-
duction of short line information, we use a frame-
work that fine-tunes a pre-trained model with labels
of both the lines and the overall poem, as shown in
Figure 4.

Data pre-processing Each poem consists of 4
lines, and along with the poem, sentiment labels
of both the lines and the overall poem are used for
the pre-trained model fine-tuning. The use of “I” as
separators between short lines in FSPC makes it
easy to identify the line border.

classifier 1

with word-level attention | ™ predicted labels

of individual lines

line 1 L)
I!ne - —>»1 pre-trained model
line 3
line 4 v
classifier 2 predicted label of

with word- and sentence- overall poem

level attention

Figure 4: Framework to fine-tune the pre-trained model
to predict labels of individual lines and the overall poem.

Feature extraction and fine-tuning The pre-
trained model is used both in the feature extrac-
tion and fine-tuning stage. In the former case, the
architecture of the pre-trained model is preserved,
taking in the texts and outputting the feature vec-
tors for the next stage. In the fine-tuning stage, two
linear transformation layers are added at the end of
the pre-trained model as classifiers for sentiment in
the short lines and the overall poem, respectively.
Both classifier 1 and classifier 2 use word-level at-
tention, and sentence-level attention is also applied
in classifier 2. For both the lines and the overall
poem, the cross-entropy loss between the predicted
logits and the true labels is calculated. The two
loss values are then added to get a combined loss,
based on which backpropagation is performed to
compute gradients for model parameter updates.

It should be noted that for the short lines, each of
them is independently encoded, and the encoding
of the whole poem and the short lines are conducted
separately.

Enhanced sentence-level attention To exploit
the short line label information in the sentiment
prediction task of the overall poem, additional in-
formation derived from the line labels is integrated
into the sentence-level attention scores.

Output evaluation For the evaluation of the
model predictions, both accuracy and F1-macro
score are applied. Accuracy is one of the most intu-
itive performance evaluation metrics, but it may be
misleading due to its sensitivity to class imbalance,
which is why we also report the F1-macro score.

5 Experiment and Results

5.1 Experimental set-up

To evaluate the influence of sentiment analysis for
short lines as a sub-task in the multi-task frame-
work, we take the single task of sentiment analysis
for the overall poems as the baseline.
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We choose the dataset FSPC in our experiments.
Considering the imbalanced distribution of the orig-
inal five category labels, as shown in Figure 2, we
merge the label implicit negative into negative, and
implicit positive into positive. As the prediction
difficulty of each poem may vary, ten-fold cross-
validation (Kohavi, 1995) is applied in the exper-
iment, providing a more reliable estimate of the
model’s performance compared to a single train-
test split. The results reported later are the average
results of the ten folds.

We designed two experiments: experiment 1
compares the influence of the framework complex-
ity on the model prediction, while experiment 2
compares the performance of frameworks based on
different pre-trained models.

Experiment 1 In this experiment, two modes are
designed with the pre-trained model SikuBERT,
namely the multi-task mode and the single-task
mode, with the latter including only the sentiment
analysis task of the overall poem, used for the abla-
tion study. For the multi-task mode, HAN is added
and then additional information from the short line
labels is combined with HAN to the network. It
is expected that HAN is able to better capture the
hierarchical structure of classical Chinese poetry.

Experiment 2 Apart from SikuBERT, we also in-
vestigated other pre-traind models, i.e. BERT-base-
Chinese, SikuRoberta, BERT-ancient-Chinese and
BERT_CCPoem within the best framework from
Experiment 1.

Hyperparameters For a fair comparison, all ex-
periments are performed with the same dataset and
hyperparameter settings. The optimizer is AdamW,
with a learning rate of le-6. The epoch is set to 10
in experiment 1 and 20 in experiment 2, while the
batch size is always set to 8. The mechanism of
early stopping is applied in the experiment and the
monitor is set as evaluation loss while the patience
is set to 3. It should be noted that in both experi-
ment 1 and 2, the early stopping is always triggered
before the training reaches the epoch limit.

5.2 Experimental results

Benchmark To the best of our knowledge, there
are recently 2 published studies on 3-class senti-
ment prediction with FSPC, evaluated with accu-
racy or F1 scores, and the best model achieved
an Fl-macro score of 64.8%, as shown in Table
1. Zhang et al. (2022) proposed to extract word

Studies Acc F1
Zhang et al. (2022) NA  64.38
Hong et al. (2023) 67.10 64.80

Table 1: Benchmark results on the sentiment analysis
task trained and evaluated with the FSPC dataset only.

Method Acc F1

single-task 69.00 66.27
multi-task 69.32  66.50
multi-task + HAN 70.06 67.49
multi-task + HAN + line label 70.96 68.51

Table 2: Accuracy and F1-macro scores on the overall
poem sentiment analysis task on the FSPC dataset based
on the SikuBERT pre-trained model.

vectors with two pre-trained models separately and
then fuse them to enrich text vector information,
while Hong et al. (2023) built a hybrid corpus of
classical Chinese poetry with its modern Chinese
translation, on the basis of which they fine-tuned a
ChineseBERT model (Sun et al., 2021). Both these
studies experimented with overall poem sentiment
only.

Experiment 1 As shown in Table 2, the senti-
ment analysis performance improves with the in-
crease in model complexity. To start with, the ac-
curacy and F1-macro of the single-task model are
69.00% and 66.27% respectively, which already
outperforms previous models in Table 1, which sug-
gests the advantage of pre-trained models specifi-
cally designed for ancient Chinese, as the studies of
both Zhang et al. (2022) and Hong et al. (2023) are
based on pre-trained models for modern Chinese
only.

Compared with the single-task model, the multi-
task model achieves slightly higher scores in both
accuracy (+0.32%) and F1 (+0.23%), suggesting
the positive influence of the additional short line in-
formation on the performance of the overall poem
sentiment prediction. Moreover, when the HAN
is applied to the framework, a more noticeable im-
provement is witnessed, with an increase of 0.74%
in accuracy and 0.99% in macro F1, indicating the
advantage of HAN in dealing with structured texts.
Furthermore, the introduction of short line labels
has a positive influence on the model performance,
reaching an accuracy score of 70.96% and an F1-
macro score of 68.51%. We could thus conclude
that leveraging both the poem structure and the
fine-grained sentiment information at the line level
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Method Acc F1

BERT_CCPoem 67.54 65.24
BERT-base-Chinese 69.60 67.33
BERT-ancient-Chinese 70.28 68.31
SikuBERT 70.96 68.51
SikuRoBERTa 72.88 71.05

Table 3: Accuracy and F1-macro scores of the overall
poem sentiment analysis task using different pre-trained
models in combination with the best framework in Ex-
periment 1 (multi-task+HAN+line label).

is advantageous for sentiment classification of the
classical Chinese poems.

Experiment 2 Results of other pre-trained mod-
els with the best framework in Experiment 1 are
shown in Table 3. The F1-macro scores range from
65.24% to 71.05%, the latter being obtained by
SikuRoBERTa.

BERT-base-Chinese is the only model that is
not pre-trained specifically for ancient Chinese.
Considering the difference between ancient Chi-
nese and modern Chinese, it is not surprising that
BERT-base-Chinese does not perform better with
classical Chinese poems than most of the other
models, except the model BERT_CCPoem. Al-
though BERT_CCPoem is the only model pre-
trained specifically for Chinese ancient poems in
the experiments, it shows worse accuracy and
macro Fl-scores compared to the other models.
One possible reason could be that the training data
of BERT_CCPoem is limited to poems, resulting
in a smaller vocabulary of 11,809, while other mod-
els, such as BERT-base-Chinese and BERT-ancient-
Chinese have a larger vocabulary of 21,128 and
38,208 respectively.

The SikuRoBERTa-based model within the pro-
posed framework (multi-task+HAN-+line label) in
our experiments achieves the best performance,
with an accuracy of 72.88% and an Fl-macro
score of 71.05%, outperforming previous studies,
as shown in Table 1.

6 Prediction Analysis

With the ten-fold cross-validation in Experiment
2, we obtained predictions for all 5,000 poems
using the SikuRoBERTa model in the multi-task
framework with line-label-enhanced hierarchical
attention, as shown in Figure 5.

First of all, it is clear that the model performs
better with poems with clear sentiment polarities,

True.
1420 254 81
0,
NeE | (80.91%) | (14.47%) | (4.62%) | 100%
194 691 443 .
e | (14.61%) | (52.08%) | (33.36%) | 00
63 321 1553 .
POS | (3.20%) |(16.74%) | (79.97%) | 1%
nee neu pos  Pred.
Figure 5: Sentiment prediction distribution of

SikuRoBERTa-based multi-task framework with en-
hanced hierarchical attention. The X-axis represents
the predicted labels, while the Y-axis stands for the true
labels

i.e., negative and positive, reaching an accuracy of
around 80%, while the model has only fair predic-
tions with neutral poems, with an accuracy of about
52%. For the negative and positive poems, more
wrong predictions are distributed on their nearest
sentiment neighbour, i.e., neutral, rather than the
far/opposite sentiment neighbours, i.e., positive and
negative respectively, suggesting the model’s abil-
ity to differentiate between positive and negative
poems.

As for the neutral poems, the model achieves
an accuracy of 52.03%, which is far less than the
performance with negative and positive poems, in-
dicating that differentiating between neutral and im-
plicit sentiment is still challenging. Although only
about half are correctly predicted, around one-third
of the wrong predictions are predicted as negative
and the rest as positive, with the latter outnumber-
ing and even doubling the former, indicating that
the model tends to have more non-negative predic-
tions on neutral poems. To gain more insights into
this tendency, we further investigated the short line
labels of 194 false negative poems and 443 false
positive poems which are labelled as neutral by the
annotators as shown in Figure 5. For both the false
negative and false positive groups of poems, we
plotted the sentiment label distribution of each line
group (i.e. all first lines are joined into one group,
the same holds for the second lines, etc.), and the
results are shown in Figure 6 and 7.

As shown in Figure 6, for the 194 neutral po-
ems that are predicted as negative by the model,
line 1 and line 2 seem to hold sentiment labels that
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Figure 6: True sentiment label distribution across short
lines in 194 neutral poems that are predicted as negative.
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Figure 7: True sentiment label distribution across short
lines in 443 neutral poems that are predicted as positive.

contain almost equal percentages of negative and
positive labels. In line 3, however, there is more
negative sentiment labelled than positive and this
tendency continues in line 4, where the negative
sentiment reaches 41.75%, which is more than four
times of the number of positive annotations. On
the other hand, as shown in Figure 7, when we
consider the sentiment annotations at the line level
of the 443 neutral poems that were predicted as
positive by the model, we see an opposite tendency
with always more positive sentiment labels than
negative ones. Based on the sentiment distribution
across short lines, we hypothesize that although the
model fails to make correct predictions for about
half of the neutral poems, it still senses the more
implicit sentiment polarities in the poems, leading
to negative predictions for the more negative po-
ems and positive predictions for the more positive
poems.

Moreover, we also investigate specific poems
where there is a significant difference between the
true labels and the predictions. By significant dif-
ference, we refer to the cases where the poem is
classified with the complete opposite polarity of
its labeled polarity, e.g. the overall sentiment of

True labels Prediction
Poem . -
line overall line overall

BREBETA
The pearl trees flourish, lush  neutral positive
as in the Ruan Forest
2 A
In the grand hall, the mother’s positive positive
heart is filled with joy

- negative positive
IR F S S IR
Amidst the fragrant garden, neutral positive

time for care is ample

DEFRRRT
Let not the news of peace be
left unheard by the heir

negative neutral

Figure 8: Comparison of the true labels and predictions
of one poem. Note that the English translation comes
from ChatGPT and works only as reference.

the poem is predicted as positive while the true
label is negative, or vice versa. Of the 5,000 po-
ems, there were in total 144 poems classified with
this opposite polarity, and we found that this op-
posite polarity labelling happens both at the line
level and the poem level. Figure 8 shows an exam-
ple poem with its manual annotations and model
predictions for the short lines and the overall poem.
For the short lines, the model predicted positive
instead of neutral for the first and the third lines,
and predicted neutral instead of negative for the last
line, generally upgrading the short line sentiment
toward the polarity of positive, which might lead
to the positive overall prediction. However, if con-
textual or topic information of the poem, which is
“farewell”, would be provided, and if the model
learns from other poems that “farewell” is usu-
ally related to negative emotions, the possibility
of the model predicting this poem as overall nega-
tive would increase.

7 Conclusion

In this paper, we introduced a multi-task frame-
work with enhanced hierarchical attention for sen-
timent analysis on classical Chinese poetry. This
multi-task framework consists of two sub-tasks, the
sub-task of sentiment analysis on the short lines in
the poem, and the sub-task of sentiment analysis
on the overall poem. For the latter task, a hierar-
chical attention network composed of word- and
sentence-level attention was applied. Furthermore,
to further utilize the information from short lines,
additional information from short line sentiment
was introduced to the sentence-level attention.
Experiments on the FSPC dataset show that our
framework, compared with the single-task setup
and based on the pre-trained model SikuBERT,
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yields a increase of macro F1 from 66.27% to
68.51%. We also experimented with other pre-
trained models, and the best performance is demon-
strated by SikuRoBERTa, with an accuracy of
72.88% and an F1-macro of 71.05%, thus largely
outperforming the state-of-the-art with an increase
5.78% in accuracy and 6.25% in F1-macro score
(Hong et al., 2023).

We also investigated the SikuRoBERTa-based
model predictions in more detail. We found that
the model achieves an accuracy of about 80% with
negative and positive poems, but only an accuracy
of around 50% with neutral poems, which might
be related to the “implicit emotion” writing style
favoured in classical Chinese poems. Moreover, a
further look at the predictions on the neutral poems
suggested that the incorrect predictions are subtly
aligned with the more prominent positive or nega-
tive sentiment polarities in the short lines, which
indicates that regardless of the incorrect predic-
tions on the neutral poems, the model still senses
whether the poems are more positive or negative.

8 Future Work

The multi-task framework proposed in this paper
has demonstrated potential in the task of senti-
ment analysis on classical Chinese poetry. It would
also be interesting to introduce the task of emotion
recognition in the framework, although this might
require more annotations. Moreover, as the intro-
duction of short line labels helps to improve the
model performance, it is also promising to include
additional information, such as the background or
the topic of the poem to make more accurate predic-
tions. We will also investigate how these different
types of information can be optimally fused.

9 Limitation

In the experiment of this paper, the results are lim-
ited to the dataset FSPC which contains 5000 in-
stances. A larger dataset would help to produce a
stronger statement.
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Abstract

This paper examines semantic similarity and
intertextuality in selected texts from the Vedic
Sanskrit corpus, specifically the Maitrayani
Samhita (MS) and Kathaka Sambhita (KS).
Three computational methods are employed:
Word2Vec for word embeddings, stylo package
for stylometric analysis, and TRACER for text
reuse detection. By comparing various sections
of the texts at different granularities, patterns
of similarity and structural alignment are un-
covered, providing insights into textual rela-
tionships and chronology. Word embeddings
capture semantic similarities, while stylomet-
ric analysis reveals clusters and components
that differentiate the texts. TRACER identi-
fies parallel passages, indicating probable in-
stances of text reuse. The computational analy-
sis corroborates previous philological studies,
suggesting a shared period of composition be-
tween MS.1.9 and MS.1.7. This research high-
lights the potential of computational methods
in studying ancient Sanskrit literature, com-
plementing traditional approaches. The agree-
ment among the methods strengthens the va-
lidity of the findings, and the visualizations
offer a nuanced understanding of textual con-
nections. The study demonstrates that smaller
chunk sizes are more effective for detecting in-
tertextual parallels, showcasing the power of
these techniques in unraveling the complexities
of ancient texts.

1 Introduction

Vedic Sanskrit literature preserves invaluable cul-
tural and historical information from ancient India.
However, their study presents unique challenges
due to linguistic characteristics, modes of compo-
sition, and transmission. Computational methods
offer promising avenues to analyze such texts on
an unprecedented scale. In this paper, we explore
similarity measures and intertextuality between se-
lected texts from the Vedic corpus - the Maitrayant
Samhita (MS) and Kathaka Sambhita (KS). These
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Kyoto University
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texts belong to different sakhas or schools, and
are considered to exhibit mutual influence in their
composition around 900-700 BCE.!

The main focus of this paper is to present reli-
able numerical data on the chapter-wise similarity
between the MS and KS. While it is known that
the MS and KS are parallel texts, the variations in
similarity among chapters have not yet been con-
firmed through numerical data. Since differences
in chapter-wise similarity can contribute to estimat-
ing the relative chronology of each chapter, this
similarity analysis holds significant importance for
understanding the process of textual composition.

In recent years, the editorial process has been in-
creasingly elucidated through philological studies
(Amano, 2014-2015, 2020), suggesting variations
in similarity between different sections in MS and
KS depending on the time period. That is to say,
sections edited in earlier periods exhibit lower sim-
ilarity between MS and KS, whereas those edited
in later times show higher similarity between MS
and KS. Similarity analysis using computational
methods further advances this study.

Our analysis employs three approaches:

1. Word embeddings generated using Word2Vec
2. Stylometry analysis using the stylo package

3. text reuse detection with TRACER

The word embeddings approach vectorizes the
texts and compares the cosine similarity of the vec-
tors. The stylo (Eder et al., 2016) and TRACER
(Biichler, 2013; Biichler et al., 2018) approaches
examine stylistic similarity and text reuse at docu-
ment level.

The texts are pre-processed by undoing phono-
logical change (sandhi) in the original texts and

'All the corpora, codes, and results are available
on our GitHub repo https://github.com/somiyagawa/
VedicSanskrit (accessed October 5, 2024).
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lemmatizing the words. Different chunking of the
text is compared — at section level and by seg-
ments of 20, 100 and 200 words.

The results demonstrate interesting patterns of
similarity and clustering between different text seg-
ments, with general alignment between the three
approaches. This research highlights the potential
of computational methods in studying ancient lan-
guages and aims to inspire further collaborative
research at the intersection of Indology and compu-
tational linguistics.

2 Related Work

Computational methods have been increasingly ap-
plied to study various aspects of Sanskrit literature
in recent years. Hellwig et al. (2020) developed a
neural network architecture for processing Sanskrit
texts. Krishna et al. (2019) analyzed poetic style in
Sanskrit poetry using deep learning techniques.

Regarding Vedic Sanskrit specifically, Hellwig
et al. (2023) developed a dependency parser for
Rgvedic Sanskrit. Hellwig and Nehrdich (2018)
compiled a Vedic treebank. These works provide
NLP tools and resources for computational process-
ing of Vedic texts.

Stylometry has been widely used to study author-
ship and stylistic similarity in classical literature.
For instance, Stover et al. (2016) applied stylo-
metric analysis using the stylo R package (Eder
et al., 2016) to investigate the authenticity of an
unknown classical Latin text called the Expositio.
Their study concluded that this work was proba-
bly written by the second-century African author
Apuleius of Madauros.

While stylometry focuses on authorship attri-
bution and stylistic analysis on a macro-level, as
demonstrated by the stylo package, text reuse de-
tection tools offer a micro-level approach to de-
tecting each text reuse such as quotations and allu-
sions among texts. Specifically, TRACER (Biich-
ler, 2013; Biichler et al., 2014; Biichler et al., 2018)
is a text reuse detection tool that has been suc-
cessfully applied to study intertextuality in ancient
Greek (Buechler et al., 2008; Biichler et al., 2010),
Latin (Franzini et al., 2018b), Coptic texts (Miya-
gawa, 2022, 2021; Miyagawa et al., 2018), Classi-
cal Tibetan (Almogi et al., 2019), German (Franzini
et al., 2018a), etc.

Other programs are also available for historical
text reuse analysis. For example, Tesserae and Pas-
sim are well-known tools in this field. Tesserae

(Coffee et al., 2012) is primarily used for Latin
texts, while Passim (Romanello and Hengchen,
2021) has been adapted for Western languages and
Arabic with promising results but has not yet been
adapted for Sanskrit. Compared to these tools,
TRACER offers greater flexibility and customiz-
ability, making it possible to adapt it to Vedic San-
skrit using custom lemmatization, synonym, and
cohyponym files.

3 Methodology

3.1 Corpus

The corpora consist of selected texts from the
Maitrayani Samhita (MS) and Kathaka Samhita
(KS). The following sections are analyzed:

1. MS.1.1 (MS.1.1.1-1.1.13): 1145 words
2. MS.1.6 (MS.1.6.3-13): 3816 words

3. MS.1.7 (MS.1.7.2-5): 819 words

4. MS.1.9 (MS.1.9.3-8): 1627 words

5. KS.8 (KS.7.15 + 8.1-12): 3519 words
6. KS.9.1 (8.15 +9.1-3): 818 words

7. KS.9.11 (9.11-17): 1721 words

The corpus MS.1.1 includes ritual formulas for
new and full moon sacrifice. MS.1.6 includes rit-
ual explanation about establishment of sacred fires,
whose parallel is KS.8. MS.1.7 includes ritual
explanation about reestablishment of sacred fires,
whose parallel is KS.9.1. MS.1.9 includes explana-
tion of secret spells related to ritualistic communal
life, whose parallel is KS.9.11. MS.1.6, 1.7, and 1.9
have been philologically studied by Amano (2009),
and their parallels in KS have been accurately iden-
tified. MS and KS were composed in the same
editorial policy, and have almost the same contents
for the same rituals, but with some variants in de-
tails. MS and KS contain portions with different
linguistic styles and content (sometimes irregularly
inserted or arranged), which necessitates the exclu-
sion of such portions to conduct linguistically and
semantically accurate analyses. The corpora used
in this analysis were created to ensure that different
styles (formulas or explanations) and contents (rit-
uals) are not mixed. The chapter numbers within
the parentheses following each section name rep-
resent the exact chapter numbers included in the
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section. The size (word count) of each corpus is
also provided above.

Using these corpora, we conduct comparisons
(similarity analyses) between sections as follows:

1. MS.1.1 <> MS.1.6
2. MS.1.6 <> MS.1.7
3. MS.1.6 < KS.8

4. MS.1.7 <+ KS.9.1

5. MS.1.9 < KS.9.11

The first two comparisons, namely MS.1.1
MS.1.6 and MS.1.6 <+ MS.1.7, serve as an evalu-
ation of the proposed methods, as their similar or
dissimilar relations are philologically demonstrated.
MS.1.1 differs significantly in content from MS.1.6
and MS.1.7, while the latter two share similar con-
tents. Accordingly, if the proposed methods work
well, the comparison of MS.1.1 <> MS.1.6 is ex-
pected to show a low similarity, whereas MS.1.6 <+
MS.1.7 is expected to demonstrate a high similarity,
compared to the former comparison.

The following three comparisons are between
the texts of MS and KS. Each chapter is thought
to have been edited in different periods and under
different cultural influence, and therefore, the de-
gree of similarity between MS and KS varies. The
two comparisons, MS.1.6 <» KS.8 and MS.1.7 <+
KS.9.1, were manually calculated (Amano, 2014-
2015). As aresult, the comparison MS.1.6 <+ KS.8
showed a low similarity, while the comparison
MS.1.7 <+ KS.9.1 showed a very high similarity.
Since it is philologically inferred that MS.1.6 is
older than MS.1.7, the paper presented the perspec-
tive that chapters compiled in the earlier period
have lower similarity with KS, whereas those from
a later period have higher similarity with KS, indi-
cating possible intertextual borrowing. From this,
in our current analysis, the comparison of MS.1.6
+ KS.8 is anticipated to reveal a low similarity,
while MS.1.7 <+ KS.9.1 is expected to exhibit a
high similarity.

In contrast, the last comparison, MS.1.9
KS.9.11, was not examined in the previous stud-
ies, and serves as the main focus of our current
analysis, aiming to demonstrate to what extent this
comparison shows similarity. If the comparison of
MS.1.9 <+ KS.9.11 reveals a high similarity, akin
to MS.1.7 < KS.9.1, it strongly suggests that the
intertextual contact between MS.1.9 and KS.9.11

occurred during a later period, characterized by a
tendency for MS and KS to exhibit similarities, as
argued in Amano (2020).

The texts are procured from the Digital Cor-
pus of Sanskrit.” Original Sanskrit text undergoes
phonetic fusion and changes at word boundaries,
known as sandhi. These fusions and changes make
it challenging to segment the text into individual
words and perform morphological analysis. There-
fore, as a first step in processing the text, it is nec-
essary to resolve the sandhi to create an "un-sandhi-
ed" text, which can then be used for lemmatization.
The texts stored in the Digital Corpus of Sanskrit
are processed into un-sandhi-ed texts as well as
lemmatized texts by the computational method of
(Hellwig et al., 2020) , verified through expert re-
view and correction. For the purpose of comparing
similarity, the lemmatized texts are used, which
are manually divided into distinct chunks or para-
graphs with attention to meaningful coherence:

e Section level

* Fixed-size segments of 20, 100 and 200 lem-
mas

3.2 Word Embeddings

Word embedding models capture semantic relation-
ships between words from their co-occurrence in
a large corpus. We use Word2Vec (Mikolov et al.,
2013), a two-layer neural network that predicts sur-
rounding context words given an input word. We
employ the skip-gram library with the training al-
gorithm set to the skip-gram and default parameters
for other settings.

The training data consists of a collection of Vedic
Sanskrit texts, excluding the MS and KS. The word
embeddings are averaged for each segment to ob-
tain a document vector. The similarity between
document vectors is computed using cosine sim-
ilarity. Cosine similarity is used to compare the
document vectors by calculating the cosine of the
angle between them. This measures how close the
vectors are to each other while disregarding their
magnitude.

3.3 Stylometry and Text Reuse

The stylometry analysis is performed using the
stylo package in R (Eder et al., 2016). It sup-
ports a variety of statistical analyses to examine

2http://www.sanskr‘it—linguistics.org/dcs/
index. php (accessed May 24, 2024)
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stylistic similarity between texts, such as cluster
analysis, multidimensional scaling, principal com-
ponent analysis etc. We use the cosine similarity as
the similarity metric. For text reuse detection, we
use TRACER (Biichler, 2013; Biichler et al., 2014;
Biichler et al., 2018), which has been successfully
applied to study intertextuality in various ancient
language corpora. It provides a Java implementa-
tion to detect different types of text reuse such as
quotations, allusions and idioms.

4 Results

4.1 Word Embedding

Table 1 shows the average cosine similarity be-
tween text segments using Word2Vec. In general,
the similarity scores increase as the chunk size in-
creases from 20 to 200 lemmas.

Table 1: Average cosine similarity using Word2Vec

Text Pair Chunk Size

20 100 200
MS.1.1 &+ MS.1.6 0.813 0.899 0.925
MS.1.6 <+ MS.1.7 0.856 0.934 0.959
MS.1.6 +» KS.8 0.863 0941 0.964
MS.1.7+ KS.9.1 0.860 0940 00971
MS.19 + KS.9.11 0.844 0.933 0.959

The comparisons of MS.1.1 <> MS.1.6 exhibits
a lower similarity than that of MS.1.6 <> MS.1.7,
suggesting effective performance of the analysis.
However, the high similarity of MS.1.6 <+ KS.8,
which were expected to less similar, contradicts
the previous findings. This discrepancy from the
expectation may arise from the larger number of
dissimilar chunks compared to similar ones, de-
spite the existence of parallels between MS.1.6 and
KS.8. The dissimilarity is highlighted by averaging
the similarity values, because even within sections
that are considered to have high similarity, seg-
ments that do not correspond exhibit low similarity,
and such segments outside the parallel parts over-
whelmingly outnumber the parallel ones. Instead
of averaging the similarity values, the similarity be-
tween the two documents can be also assessed by
their structural alignment and the similarity of their
parallel segments, visualized using graphs such
as heatmaps and histograms (Figures 1, 2, and 3).
Heatmaps, particularly those based on 20 lemmas,
provide the most accurate depiction of similarity
between the chunks in parallel form.

In the heatmap of MS.1.7 and KS.9.1 (Figure
2), the diagonal line highlighted in a light color
indicates a high similarity of the chunks, illustrat-
ing that these two sections share parallels in the
same order. Conversely, the heatmap of MS.1.6
and KS.8 (Figure 1) does not exhibit such close
parallelism. The heatmap of MS.1.9 and KS.9.11
(Figure 3) shows a similar pattern to that of MS.1.7
and KS.9.1. The histograms corroborate these find-
ings: MS.1.6 and KS.8 contain few sentences with
a high similarity above 0.95, while MS.1.7 with
KS.9.1 and MS.1.9 with KS.9.11 do. This suggests
that MS.1.7 and MS.1.9 were composed under sim-
ilar conditions, in close contact with KS, likely
during a later period of composition.

4.2 Stylometry

The stylo package is used to perform cluster anal-
ysis and principal component analysis (PCA) on
the texts divided into 20-lemma and 100-lemma
chunks.

Figures 4 and 5 show the resulting dendrograms.
The cluster analysis results align with our ex-
pectations for the known evaluation comparisons.
MS.1.1 is consistently separated from the other
texts, confirming its distinct nature. The pairs
of parallel sections in MS and KS are correctly
grouped together, indicating their stylistic similar-
ity. Importantly, the PCA results (Figure 6) provide
insights into our main focus, the comparison of
MS.1.9 <+ KS.9.11. This pair shows a closer stylis-
tic relationship compared to MS.1.6 <> KS.8, but
similar to MS.1.7 <+ KS.9.1. This suggests that
MS.1.9 and KS.9.11 likely share a similar compo-
sitional context or period with MS.1.7 and KS.9.1,
supporting our hypothesis of their later period of
composition and closer intertextual relationship.
These stylometric results, particularly the PCA,
complement our findings from word embeddings
and text reuse detection, providing a multi-faceted
view of the textual relationships in our corpus.

4.3 Text Reuse

The text reuse detection using TRACER yields
the following number of parallels between the text
pairs in Table 2.

Detection of MS.1.1 <+ MS.1.6 reveals no reuse
(parallel sentence), and those of other sections
show a number of reuse, which indicates the analy-
sis functions appropriately. The detection of 100-
lemma corpora provides the number of close paral-
lels. The highest number of parallels are found be-
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Figure 1: Word2Vec: heatmap and histogram of MS.1.6 <+ KS.8 (20 lemma)
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Figure 2: Word2Vec: heatmap and histogram of MS.1.7 <+ KS.9.1 (20 lemma)
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Figure 3: Word2Vec: heatmap and histogram of MS.1.9 <+ KS.9.11 (20 lemma)
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Figure 4: Cluster analysis of 20-lemma chunks using
stylo
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Figure 5: Cluster analysis of 100-lemma chunks using
stylo
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Figure 6: Stylo: Principal Components Analysis (20
lemma)

Table 2: Number of text reuse candidates detected by
TRACER

Text Pair 20-lemma 100-lemma
MS.1.1 &+ MS.1.6 N/A N/A
MS.1.6 & MS.1.7 13 3

MS.1.6 +» KS.8 8 15

MS.1.7 + KS.9.1 55 10

MS.1.9 + KS.9.11 209 15

tween MS.1.9 <+ KS.9.11, followed by MS.1.7+>
KS.9.1. The detection of MS.1.6 <+ KS.8 in 100-
lemma corpus shows similar number of parallels
to these two comparisons, which contradicts the
previous study and of the analyses with Word2 Vec
and Stylo. The reason is that the size of the corpora
is different (MS.1.6 contains 3816 words, MS.1.7
contains 819 words, MS.1.9 contains 1627 words).
Due to the different sizes of the corpora, it is not
appropriate to determine the similarity between
sections based on the absolute number of parallels.
However, graphs can compensate for this limita-
tion.
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Figure 7: TRACER: MS.1.7 <+ KS.9.1 (20 lemmas)

The graphs of MS.1.7 <+ KS.9.1 (Figure 7) and
MS.1.9 <» KS.9.11 (Figure 8) indicate the struc-
tural alignment, which is observed in the diagonal
line of parallels, while that of MS.1.6 <> KS.8
(Figure 9) does not, as the heatmaps of Word2Vec
indicated.

5 Conclusion

This paper presented an analysis of semantic simi-
larity and text reuse in selected Vedic Sanskrit texts
using word embedding, stylometric method and
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Figure 9: TRACER: MS.1.6 <+ KS.8 (20 lemmas)

TRACER. The results from these approaches indi-
cate patterns of similarity and clustering between
different portions of the texts, which can be justi-
fied by previous literary studies. By analyzing the
similarity of MS.1.9 <+ KS.9.11, we inferred that
MS.1.9 might share a similar historical period with
MS.1.7.

* Using word embedding, the similarity be-
tween the pairs of sections was appropriately
analyzed, the structural alignment was demon-
strated well in the form of heatmap. The his-
tograms helped us with understanding of sim-
ilarity.

* The cluster analysis using stylo groups the
corpora into intuitive clusters, with clearer
separation at 100-lemma chunks.

* The text reuse detection using TRACER
finds the highest number of parallels between
MS.1.9KS.9.11 and MS.1.7<+KS.9.1,
aligning with the stylometric clusters and the
scores by the word embedding. The graphs
show the structural alignment very well.

In conclusion, the computational analysis pro-
vides insights into the relationships between the
texts and their sections in Vedic literature, which
can clarify the process of its composition. The
general agreement between the word embedding,
text reuse detection and stylometric approach en-
hances the validity of the findings, and various visu-
alizations of various analyses complemented each
other’s weaknesses and contributed to a more ac-
curate understanding. Moreover, this study demon-
strates that smaller chunk sizes are beneficial for
finding parallels. On the other hand, documents
with larger chunk sizes encompass various com-
mon topics. This means that documents with larger
chunk sizes proportionally contain fewer topics
that semantically distinguish them from each other,
making it difficult to identify parallel relations with
larger chunk sizes. Therefore, a smaller chunk size
is more suitable for our purpose of finding parallels
or verifying parallel relations between texts.

This research demonstrates the potential of com-
putational methods in Vedic Sanskrit studies, and
other ancient language corpora. Future work can
extend the analysis to more texts, explore other em-
bedding models and stylometric techniques, and
closely examine the nature of the parallels identi-
fied. We hope this encourages further collaborative
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research at the intersection of indology and compu-
tational linguistics.

Limitations

While our study provides valuable insights into
the similarity and intertextuality in Vedic Sanskrit
literature using computational methods, it is im-
portant to acknowledge certain limitations. The
analysis is based on a limited corpus size, focus-
ing on selected sections from two Vedic texts, and
the pre-processing of the texts relies on one possi-
ble interpretation, which could lead to variations
in the results. The Word2Vec model used may
not fully capture the semantic nuances and com-
plexities of Vedic Sanskrit, and more advanced
models like BERT were not explored due to the
limited size of the training dataset. The chunk sizes
used for analysis were chosen based on meaningful
coherence, but different sizes may provide addi-
tional insights. The stylometric analysis focused
primarily on cluster analysis and principal compo-
nent analysis, while other techniques could reveal
further stylistic patterns. The text reuse detection
effectively identifies parallel passages, but their sig-
nificance requires further qualitative analysis by
domain experts. It is important to note that the
computational methods used are complementary
to traditional philological and linguistic analysis,
and integration with existing studies is crucial for
a holistic understanding. Despite these limitations,
our research demonstrates the potential of compu-
tational approaches in studying ancient languages
and texts, and further interdisciplinary collabora-
tions and advancements in computational methods
can greatly contribute to this field of study.

Ethics Statement

This research aims to advance the understanding
of ancient Vedic Sanskrit texts through computa-
tional methods while adhering to ethical consider-
ations. The computational analysis complements
traditional approaches, and the interpretation of
results requires the expertise of Indologists and
Sanskrit scholars. We recognize the cultural and re-
ligious significance of the Vedic texts and approach
the analysis with respect and sensitivity. The meth-
ods and tools used are open-source, promoting
transparency and reproducibility. We acknowledge
the risk of misinterpretation or oversimplification
and emphasize the need for caution in drawing
conclusions. This research has the potential to

contribute to the preservation and understanding
of ancient Indian heritage, inspiring further inter-
disciplinary research and public engagement. We
are committed to conducting this research with in-
tegrity, transparency, and respect for the texts and
the communities that hold them sacred.
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Abstract

This paper presents two significant contribu-
tions: First, it introduces a novel dataset of 19th-
century Latin American newspaper texts, ad-
dressing a critical gap in specialized corpora for
historical and linguistic analysis in this region.
Second, it develops a flexible framework that
utilizes a Large Language Model for OCR er-
ror correction and linguistic surface form detec-
tion in digitized corpora. This semi-automated
framework is adaptable to various contexts and
datasets and is applied to the newly created
dataset.

1 Introduction

The computational processing of historical news-
paper texts is crucial due to the valuable informa-
tion these texts contain about political, economic,
and cultural history. Over the past three decades,
Digital Humanities has driven extensive digitiza-
tion efforts, resulting in numerous curated digi-
tal collections (Berry and Fagerjord, 2017; Dob-
son, 2019). Howeyver, converting these images into
machine-readable texts remains challenging, par-
ticularly in achieving accurate transcription. A pri-
mary challenge is the accuracy of OCR technology,
especially with the extremely diverse newspaper
layouts, materially degraded documents, and non-
standardized fonts typical of historical texts. Tra-
ditional OCR methods often produce errors that
complicate subsequent analysis.

To address these challenges, we employed GPT-
4o0-mini (OpenAl, 2024), a Large Language Model
(LLM), within a pipeline for OCR error correction.
While the LLM is capable of fixing OCR-related
errors that traditional systems often miss (Langlais,
2024), our pipeline also detects and classifies po-
tential hallucinations to avoid further issues and
streamline the process. Additionally, it contributes
by identifying surface forms—specific word occur-
rences—within the dataset.

1.1 Related Work

The "Chronicling America" initiative marks a sig-
nificant advancement in the digitization of histor-
ical newspaper materials (Humanities). Another
major effort, is the "Atlas - Oceanic Exchanges"
collection, which traces global information net-
works in 19th-century newspaper materials (Ex-
changes). Similarly, “Viral Texts: Mapping Net-
works of Reprinting in 19th-Century Newspapers
and Magazines” (Cordell and Smith) explores the
culture of reprinting in the U.S. before the Civil
War, while the European “Project Impresso: Media
Monitoring the Past” (SNSF and FNR, 2023) ad-
dresses the OCR challenges specific to English and
Germanic languages.

Despite these advancements, historical newspa-
pers are scarcely digitized in the Global South
(LeBlanc, 2024). Consequently, a gap remains in
specialized corpora for 19th-century Latin Ameri-
can newspapers, limiting the study of the region’s
unique historical and linguistic features. Our re-
search addresses this gap by introducing a new
dataset of Latin American newspaper texts in old
Spanish. This dataset was post-processed with
LLM models for addressing OCR errors and dis-
tinguishing them from historical linguistic surface
forms'.

ICDAR post-OCR correction competitions in
2017 and 2019 (Chiron et al., 2017; Rigaud et al.,
2019) presented interesting solutions to error detec-
tion and correction in 10 European languages, such
as Clova Al model based on multi-lingual BERT.
Similarly, Nguyen et al. (2020) achieved compara-
ble results by initializing embeddings with popu-
lar static embeddings such as GloVe (Pennington
et al., 2014). In another approach, Veninga (2024)
examined the fine-tuning of ByT5, a character-

I'The dataset is available at https://huggingface.co/
datasets/Flaglab/latam-xix in its three versions: "origi-
nal", "cleaned", and "corrected"
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level LLM, emphasizing the importance of pre-
processing and context length optimization. This
results aligns with earlier studies on character-level
models, such as Amrhein and Clematide (2018),
which demonstrated the potential of character-
based sequence-to-sequence models in improving
OCR correction.

The application of LLMs for post-OCR correc-
tion has gained traction, especially in improving the
accuracy of digitized historical texts. Early work by
Nguyen et al. (2021) laid the foundation by catego-
rizing post-OCR correction methods, highlighting
the challenges associated with isolated-word and
context-dependent approaches. As discussed by
Thomas et al. (2024), the introduction of Trans-
formers’ architecture leads to state-of-the-art per-
formance in various text correction tasks and also
presents a new baseline for post-OCR correction.

Langlais (2024) builds on this foundation by
addressing the persistent issue of OCR quality
in cultural heritage texts. They propose that
LLMs can significantly enhance correction accu-
racy through context-aware processing, although
challenges like hallucinations and language switch-
ing remain. More recent work by Thomas et al.
(2024) demonstrates the superiority of a prompt-
based approach using Llama 2 over traditional
models like BART (Soper et al., 2021a), reducing
character error rates (CER) by over 54%. These
findings are consistent with those of Soper et al.
(2021b), who reported comparable improvements
using fine-tuned BART models. These studies high-
light the evolution from traditional correction meth-
ods to LLM-based approaches. Nevertheless, fur-
ther studies are needed to test correction methods
in historical documents containing linguistic and
regional variants.

2 Sourcing

The dataset was initially compiled from Colom-
bian digital newspaper archives. The primary focus
was on publications that included cartoons or il-
lustrations, which were intended for subsequent
multimodal modeling. This review also extended
to the physical collections on-site, as only approx-
imately 50% of the physical collection had been
digitized. Through this process, 64 newspaper ti-
tles were identified, representing 7% of the total
1,655 publications in the collections. This first iter-
ation resulted in a dataset consisting of 4,032 pages
of scanned pages of newspapers, primarily from

Redaciado por uwne Sociedad de Beslias,
Rident dicere verum

Figure 1: El Oso, Peru. An example of a scanned news-
paper image. The corresponding OCR-extracted text
and the corrected version can be found in Appendix A,
for reference.

Nueva Granada—a former country encompassing
Colombia, Panama, Venezuela, and Ecuador—.

A second iteration completed the revision of
3,038 digitized newspapers of 58 digital collec-
tions across Mexico, Argentina, Colombia, Peru,
Chile, Panama, Venezuela, Uruguay, Bolivia, Cuba,
and Ecuador as shown in Table C1 . Some coun-
tries, such as Bolivia, Cuba, and Venezuela have
very limited or no web collections, resulting in
their underrepresentation or absence from the fi-
nal dataset. Additionally, some newspapers were
printed in Europe due to lower costs; in some cases,
printing outsourcing was utilized. The final dataset
comprises 197 newspaper titles and 23,522 pages
of scanned images, primarily from Mexico City
(Mexico is the only country that has digitized its
entire collection), but also includes publications
from other Latin American cities, such as Buenos
Aires, Lima, Bogota, and Santiago de Chile. An
example of a newspaper image can be observed in
Figure 1.

Originally, the Latin American 19-century news-
paper dataset consists of scanned images. These
images were processed using a layout model, fol-
lowed by an OCR service. The layout model was
specifically trained using data from annotated news-
papers available in Roboflow OCR (2022); Al-
pha (2023); RSCOE (2023); GrabadosXIX (2023).
These datasets were merged into a single dataset
(CD) consisting of 1368 images of newspapers an-
notated for binary layout classification: images and
texts. The CD dataset includes 10% of images from
our newspapers dataset, labeled by hand, and it was
enriched with data augmentation for shear and rota-
tion. These techniques help to increase the model’s
performance in images with scanning errors.

The CD dataset was used to train an image
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recognition model from Azure Cognitive Services?,

which can extract the images in the newspaper page
and extract the text through the OCR. The model’s
performance scored MAP@75 of 87.0%, result-
ing in a collection of annotations and coordinates
for both text and images. These coordinates were
used to crop the original image, and then process it
with the OCR model. Once the OCR results were
obtained, we merged the processed text with the im-
ages, creating a dataset that contains the newspaper
images and their associated text. From a sample
of 2,500 transcribed texts, each containing 1,000
characters, manual supervision revealed that 8.5%
were unreadable. The remaining texts contained
multiple transcription errors, primarily due to the
artisanal printing techniques and the grammatical
and lexical variations of the era. These errors signif-
icantly impacted readability, introducing bias when
using the texts as input for NLP-LLM models.

3 Processing

The dataset includes samples of newspapers that
were either handwritten or produced using early
carving machines. Over time, these machines
would wear out, leading to text features that were
easily confused with backward accent marks, un-
wanted punctuations, or misplaced characters be-
tween words. Such misreadings disrupted the con-
tinuity of the text without adding any semantic
meaning.

Detecting these errors automatically poses a chal-
lenge due to the linguistic shifts between modern
and 19th-century Spanish. OCR models trained on
such historical texts are lacking, especially consid-
ering the semantic and orthographic changes over
time. For instance, what might appear as an OCR
error could instead be a historical surface form of a
word; for example, the conjunction "y" (and) was
often written as "I".

Additionally, some texts were completely unin-
telligible for OCR, and challenging for humans to
interpret, due to the fonts used in certain newspa-
pers. The varied layouts of these newspapers also
resulted in texts filled with scores or numbers, or in
some cases, samples containing only chapter titles
or numbering (e.g., "III IV V"), which added noise
to the dataset. A general overview of the pipeline
from the source until the final post-processed, is
observed in Figure 2.

Model available through Azure cloud services

at https://learn.microsoft.com/en-us/azure/
ai-services/computer-vision/

3.1 Cleaning and filtering

Some of the most common cleaning steps for text
data include removing duplicates and noisy data,
which are particularly crucial for subsequent analy-
sis. In this case, 3.08% of rows were removed due
to duplicates or empty texts. Additionally, 1.74%
of rows were filtered out where over 50% of the
characters were non-alphabetic, as these rows are
more likely to be noise than useful content. Rows
with four or fewer tokens were also removed, ac-
counting for 0.61% of the data; this was achieved
by training a new tokenizer with a vocabulary size
of 52,000, derived from the BETO (Spanish BERT)
pre-trained tokenizer (Cadete et al., 2020).

3.2 Post-OCR LLM Correction

As previously discussed, LLMs have established
a baseline for correcting OCR errors in historical
texts (Thomas et al., 2024; Langlais, 2024). De-
tecting and fixing OCR errors from newspapers is
challenging because these errors are often subtle
and numerous. This problem is especially pro-
nounced with 19th-century newspapers, where the
quality of the paper and the outdated printing meth-
ods contribute to a high frequency of errors. These
errors create significant noise and complicate the
text correction process (Lopresti, 2008).

In this paper, we use a technique for detecting
OCR errors and correcting them using GPT-4o-
mini and taking advantage of the fact that LLMs
were trained mostly in modern language. This way,
manually checked rules can classify corrections
between errors, word surface forms, or none of
both (hallucinations). These rules, explained in
the following section, were revised and selected by
a field expert who served as well as an evaluator
for these corrections testing their precision for this
case.

We employed a diff algorithm to detect the differ-
ences between the original and corrected texts. This
approach allowed us to fully leverage the LLM’s
ability to correct the text while ensuring a reliable
and structured output. The diff algorithm identi-
fies added, removed, and changed parts between
the two texts, similar to the functionality seen in
GitHub’s blame feature. By doing so, we can spec-
ify the exact changes made during the correction
process, enabling us to classify these alterations
effectively.

This method proved more effective than instruct-
ing the LLM to return corrections in a specific
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Figure 2: Overview of the full methodology pipeline. The blue components correspond to the Layout+OCR stage

to get to digitized text, and the

components correspond to the Post-OCR LLM Correction stage. The two

outputs of the pipeline are the LatamXIX Corrected Dataset and the List of Surface Forms. The Custom Layout
Model also extracts the images of the newspaper which are then assigned to the related texts (context). The final
version of the text has the OCR errors corrected but not the surface forms, as they are part of the language.

format, such as JSON, as the diff algorithm pro-
duced shorter, more consistent, and less variable
outputs. Additionally, this differentiation allows us
to ignore any additions or deletions that result from
LLM hallucinations, focusing instead on meaning-
ful changes. An example of the original text, the
corrected version, and the detected differences can
be found in Appendix A, as well as the parameters
chosen for this step.

3.3 Corrections Classification

Once the corrections are detected and isolated
through the diff algorithm, the last step is to clas-
sify them. Still, first, it is important to state the
main differences between the possible labels for
each correction:

e Surface form: In linguistics, the term sur-
face form (or word form) denotes the specific
appearance of a word in a given context, con-
trasting with its lexical form, which pertains
to its meaning (Sarveswaran et al., 2019). Dur-
ing the 19th century in Latin America, certain
words were documented with variant spellings
reflecting language shifts over time. It’s im-
portant to note that changes in surface forms
do not necessarily alter the semantic content
of the word, but rather represent orthographic
modifications.

e OCR error: An OCR error, on the other hand,
refers to every possible misread text from the
real newspaper text. The OCR errors must
be corrected but must be carefully separated
newspaper linguistic "errors" that contribute
to the linguistics of the time.

¢ Hallucinations: If none of the above is the
case, the correction is an LLM hallucination
or a translation to modern Spanish, which
would be wrong, so these corrections must
be omitted.

To enhance classification rule analysis, correc-
tions were noted along with their frequency across
the dataset to assess relevance. All corrections
were converted to lowercase for effective grouping.
Many corrections were reviewed and consolidated
into a set of linguistic rules for categorization. This
framework can be used to identify and analyze
similar changes and classification rules in other
languages and contexts. This paper presents a vali-
dated set of standardized rules and exceptions for
classifying corrections in the LatamXIX dataset.

3.3.1 Accent changes

Corrections involving only accent changes (addi-
tion or removal) between the original and corrected
texts refer mostly to surface forms, given the differ-
ences between 19th-century Spanish accent rules
and modern ones (Montgomery, 1966). This in-
cludes varied accent expressions for the same word,
such as "antes" sometimes written as "4ntes". Sur-
face forms pose problems for NLP tasks because,
in Spanish, words without accents can have dif-
ferent meanings, such as "acepto" (present) and
"aceptd" (past). Thus, for some NLP tasks, focus-
ing on surface forms without accent changes may
be preferable, which is another outcome presented
in this paper.
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Feature Value
Size ~ 128MB
Rows 64,077
Words ~22M
Tokens ~28.TM
Newspapers 197
Years Range 1806 - 1899
Total Corrections 830,951
Surface Forms 37,492
Non-Accent Surface Forms 7,466
% of OCR Error Corrections 12.33%
% of Hallucinations Detected 77.96%

Table 1: Final Historical Ink: LatamXIX LLM Post-
OCR corrected dataset

3.3.2 Specific changes

A set of letter-to-letter changes was extracted to
represent key surface words and common OCR
errors. For surface words, common changes in-
clude "y" for "i" or "g" for "j", e.g., "mui" for "muy"
and "jeneral" for "general"; in fact, the connector
"y" used to be written as "i" in most of the early
19th-century texts (Bouzouita and Gutiérrez, 2015).
Common OCR errors include accent misreading or
number confusion, such as "¢" read as "6" or "i"
as "1". Appendix B shows a list of surface form

changes.

3.3.3 Other letter-to-letter changes

When the number of letters in the original and cor-
rected texts matches, changes generally refer to
OCR errors, e.g., "la" misread as "In" or "sefior"
as "sefor".

3.3.4 Remaining changes

Corrections not fitting the preceding categories are
challenging to classify as OCR errors or hallucina-
tions, particularly with multiword corrections. A
text similarity ratio was computed based on posi-
tional character matches between the original and
corrected texts. This ratio, combined with the num-
ber of words in the corrected text and correction
frequency, helped categorize corrections. For in-
stance, "ascripeion" to "suscripcién” had a ratio
of 0.76, while "que" to "como" had a ratio of 0.0,
effectively distinguishing most cases.

4 Results

Following the outlined steps, we produced the
LatamXIX dataset, as shown in Table 1 and de-
tailed in Appendix C, alongside a flexible LLM

OCR correction framework. This framework al-
lows for easy interchange between datasets or
LLMs, facilitating further research. We also com-
piled a list of 19th-century Latin American Spanish
surface forms from newspapers and developed a
general framework for detecting these forms in di-
verse contexts.

Old Spanish surface forms are particularly useful
for semantic change detection, capturing meaning
variations of specific words and aiding comparisons
of their historical evolution across different periods
and Spanish-speaking regions.

In terms of LLM post-OCR corrections, the sys-
tem generated 830,951 corrections. However, a no-
table 78% of these were classified as hallucinations,
indicating the model’s tendency to generate incor-
rect or fabricated content when uncertain. Only
12% addressed actual OCR errors, reflecting the
core objective of the framework. This gap high-
lights a key limitation of current LLM models in
historical OCR correction, where distinguishing
between genuine errors and hallucinations remains
a challenge, especially in specialized datasets.

Moreover, due to Azure OpenAl’s API content
policy for the chosen LLLM (GPT-40-mini), 2,899
rows (4.52%) were excluded from processing be-
cause they contained content flagged as harmful,
violent, or sexual. This limitation underscores the
challenges content moderation policies pose when
applying LLMs to historical texts. The percent-
age of flagged content provides insight into the
prevalence of such material in 19th-century Span-
ish, offering valuable perspectives for comparative
analysis with modern Spanish 3.

5 Future Work

While the OCR correction using LLMs has pro-
gressed towards a more automated pipeline, a
substantial portion of rule definition within the
presented framework still requires manual profes-
sional input. To advance this process, future work
should aim to enhance the automation of the rule-
defining procedures. By reducing the reliance on
human expertise, we can improve both the effi-
ciency and accuracy of the OCR correction frame-
work.

3The dataset, surface forms, and processing steps are avail-
able in https://github.com/historicalink/LatamXIX
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6 Limitations

A significant limitation of this work is the reliance
on manual evaluations for assessing OCR accuracy,
as most evaluations and rule definitions were per-
formed by experts. This manual process introduces
subjectivity and limits scalability. The absence of
a comprehensive automated evaluation method pre-
vents more consistent accuracy assessments and re-
stricts the ability to refine the framework based on
objective metrics like Character Error Rate (CER).

7 Acknowledgements

We would like to thank the two anonymous review-
ers from the EMNLP NLP4DH conference for their
helpful feedback and suggestions.

References

Alpha. 2023. Newspaperbox Dataset.

Chantal Amrhein and Simon Clematide. 2018. Super-
vised OCR error detection and correction using statis-
tical and neural machine translation methods. Jour-
nal for Language Technology and Computational
Linguistics, 33(1):49-76.

David M. Berry and Anders Fagerjord. 2017. Digital
Humanities: Knowledge and critique in a Digital age.
Polity Press.

Miriam Bouzouita and Mara Fuertes Gutiérrez. 2015.
Spanish studies: Language and linguistics. The
Year’s Work in Modern Language Studies, 75:171—
185.

José Canete, Gabriel Chaperon, Rodrigo Fuentes, Jou-
Hui Ho, Hojin Kang, and Jorge Pérez. 2020. Spanish
pre-trained BERT model and evaluation data. In
PMLADC at ICLR 2020.

Guillaume Chiron, Antoine Doucet, Mickaél Coustaty,
and Jean-Philippe Moreux. 2017. Icdar2017 competi-
tion on post-OCR text correction. In 2017 14th IAPR
International Conference on Document Analysis and
Recognition (ICDAR), volume 01, pages 1423-1428.

Ryan Cordell and David Smith. The viral texts project.
Viral Texts: Mapping Networks of Reprinting in 19th-
Century Newspapers and Magazines (2022).

James E. Dobson. 2019. Critical Digital Humanities:
The search for a methodology. University of Illinois
Press.

Oceanic Exchanges. The atlas. Mapping the Histories
and Metadata of Digitised Newspapers Collections
Around the World. (2021).

GrabadosXIX. 2023. Grabados_Sample Dataset.

National Endowment for the Humanities. Chronicling
america: Library of congress. News about Chroni-
cling America RSS.

Pierre-Carl Langlais. 2024. Post-OCR-correction: 1
billion words dataset of automated OCR correction
by llm. Hugging Face.

Zoe LeBlanc. 2024. More than keywords. The Ameri-
can Historical Review, 129(1):164—-168.

Daniel Lopresti. 2008. Optical character recognition er-
rors and their effects on natural language processing.
In Proceedings of the Second Workshop on Analytics
for Noisy Unstructured Text Data, page 9—16. Asso-
ciation for Computing Machinery.

Thomas Montgomery. 1966. On the development of
spanish y from "et". Romance Notes, 8(1):137-142.

Thi Tuyet Hai Nguyen, Adam Jatowt, Mickael Coustaty,
and Antoine Doucet. 2021. Survey of post-OCR
processing approaches. ACM Comput. Surv., 54(6).

Thi Tuyet Hai Nguyen, Adam Jatowt, Nhu-Van Nguyen,
Mickael Coustaty, and Antoine Doucet. 2020. Neu-
ral machine translation with BERT for post-OCR
error detection and correction. In Proceedings of the
ACM/IEEE Joint Conference on Digital Libraries in
2020, JCDL °20, page 333-336, New York, NY, USA.
Association for Computing Machinery.

OCR. 2022. OCR_project dataset.

OpenAl. 2024. GPT-40 mini: advancing cost-efficient
intelligence.

Jeffrey Pennington, Richard Socher, and Christopher
Manning. 2014. GloVe: Global vectors for word
representation. In Proceedings of the 2014 Confer-
ence on Empirical Methods in Natural Language Pro-
cessing (EMNLP), pages 1532—1543, Doha, Qatar.
Association for Computational Linguistics.

Christophe Rigaud, Antoine Doucet, Mickaél Coustaty,
and Jean-Philippe Moreux. 2019. ICDAR 2019 com-
petition on post-OCR text correction. In 2019 In-
ternational Conference on Document Analysis and
Recognition (ICDAR), pages 1588-1593.

RSCOE. 2023. Newspaper Dataset.

Kengatharaiyer Sarveswaran, Gihan Dias, and Miriam
Butt. 2019. Using meta-morph rules to develop mor-
phological analysers: A case study concerning Tamil.
In Proceedings of the 14th International Conference
on Finite-State Methods and Natural Language Pro-
cessing, pages 76-86, Dresden, Germany. Associa-
tion for Computational Linguistics.

SNSF and FNR. 2023. Impresso - Media Monitoring of
the Past II. Beyond Borders: Connecting Historical
Newspapers and Radio.

137



Elizabeth Soper, Stanley Fujimoto, and Yen-Yun Yu.
2021a. BART for post-correction of OCR newspa-
per text. In Proceedings of the Seventh Workshop
on Noisy User-generated Text (W-NUT 2021), pages
284-290, Online. Association for Computational Lin-
guistics.

Elizabeth Soper, Stanley Fujimoto, and Yen-Yun Yu.
2021b. BART for post-correction of OCR newspa-
per text. In Proceedings of the Seventh Workshop
on Noisy User-generated Text (W-NUT 2021), pages
284-290, Online. Association for Computational Lin-
guistics.

Alan Thomas, Robert Gaizauskas, and Haiping Lu.
2024. Leveraging LLMs for post-OCR correction
of historical newspapers. In Proceedings of the Third
Workshop on Language Technologies for Histori-
cal and Ancient Languages (LT4HALA) @ LREC-
COLING-2024, pages 116121, Torino, Italia. ELRA
and ICCL.

M.E.B. Veninga. 2024. LLMs for OCR post-correction.

A LLM Correction

A.1 Prompt

Below is the prompt used to request the LLM to
correct the historical text extracted by the OCR
model. This prompt remained unchanged for the
correction of the entire dataset and was generated
through manual trial and error, ensuring it was con-
cise enough to accommodate the potential length
of the text.

Dado el texto del siglo XIX
entre "', retorna Unicamente
el texto corrigiendo los errores
ortograficos sin cambiar 1la
gramatica. No corrijas la
ortografia de nombres:

{text}

Equivalent to the following prompt in English:

Given the 19th-century text
between "', return only the text
with spelling errors corrected

without changing the grammar.
Do not correct the spelling of
names:
{text}

A.2 Example

The LLM response was successful for most of the
texts except for some cases where Azure’s Content
Policy was triggered due to text content, and for
very long texts where the model started to halluci-
nate the whole text. An example of an original text,
its retrieved LL.M correction, and all the changes
detected by the diff algorithm is the following (sur-
face forms and OCR errors) is:

e Original: La publicacion del Oso se hara dos
veces cada se mana, y constard de un pliego
en cuarto ; ofreciendo a mas sus redactores,
dar los gravados oportunos, siempre que loex-
ija el asuntode que trate. Redactado por un
Num. 8. TEMA del Periodico. POLITICA
MILITAR. OCTAVA SESION. Abierta la se-
sion 4 las dore y un minuto de la noche , 25
de Febrero de 1845, con asistencia de todos
los Sefiores Representantes, se leyd y aprobd
la acta de la Asamblea anterior , ménos en
lo tocante a la torre del Convento de Santo
Domingo, punto que quedd para ventilarse en
mejor ocasion. En seguida se di6 cuenta de
una nota del Ejecutivo , referente a que urjia
la necesidad de organizar un Ejército ; pues
decia el Excmo. Decano: - "Un poder sin
bayonetas vale tanto como un cero puesto 4 la
izquierda."

o Corrected: La publicacién del Oso se hara
dos veces cada semana, y constard de un
pliego en cuarto; ofreciendo ademds sus redac-
tores, dar los grabados oportunos, siempre
que lo exija el asunto de que trate. Redac-
tado por un Num. 8. TEMA del Periddico.
POLITICA MILITAR. OCTAVA SESION.
Abierta la sesion a las dos y un minuto de la
noche, 25 de Febrero de 1845, con asistencia
de todos los Sefiores Representantes, se ley6 y
aprobo la acta de la Asamblea anterior, menos
en lo tocante a la torre del Convento de Santo
Domingo, punto que quedd para ventilarse en
mejor ocasion. Enseguida se dio cuenta de
una nota del Ejecutivo, referente a que urgia
la necesidad de organizar un Ejército; pues
decia el Excmo. Decano: - "Un poder sin
bayonetas vale tanto como un cero puesto a la
izquierda."

B Specific Surface Form Changes

For the surface form extraction from the texts and
its differentiation from OCR errors and LLM hallu-
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cinations, a set of surface form changes was con- C Dataset Overview
structed for 19th-century Latin American Spanish.
The complete set of known changes with an exam-
ple for each case is presented in Table B1.

A more specific overview of the dataset is described
in Figure C1 and Table C1.

Change Example Coun.try Presence (%)
ioa hara — hard Mexico 49.59%
e fué — fue Argentina 21.23%
I decia — decfa Colombia 12.53%
60 ocasion — ocasion Pe.ru 8.43%
ieou ningun — ningtn Chile 6.39%
oy mui — muy Panama 0.83%
jog jente — gente Venezuela 0.52%
veb gravado — grabado Ii:rrl;il:;y giZZZ
? X GS/]:Z)'II'O - ex,p 1.r0 Ecuador 0.09%
jex méjico — méxico )
ces faces — fases Spain 0.06%
sz dies — diez Table C1: LatamXIX dataset presence distribution
Z—C doze — doce grouped by country
q—c¢ quatro — cuatro
n— senor — seflor
ni — i senior — sefior 1o s
k — qu nikel — niquel 12000 T -
k—c kiosko — quiosco 10000
ou—u boulevar — bulevar R
s — bs suscriciones — subscripciones £ o0
c—pc suscriciones — subscripciones 4000
S — ns trasportar — transportar 2000
| e e | R
t—r . hper:ar - 1.1ber.art S SIS S G iy
reIr vireinato — virreinato
~lo—lo.. cambidlo — lo cambi6 Figure C1: LatamXIX dataset decade distribution
...8€ > Se ... acercése — se acerco

Table B1: Set of Surface Form change rules to extract
them from the LatamXIX dataset
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Abstract

We examine the relationship between the
canonization of Danish novels and their textual
innovation and influence, taking the Danish
Modern Breakthrough era (1870-1900) as a
case study. We evaluate whether canonical
novels introduced a significant textual novelty
in their time, and explore their influence on
the overall literary trend of the period. By
analyzing the positions of canonical versus
non-canonical novels in semantic space, we
seek to better understand the link between
a novel’s canonical status and its literary
impact. Additionally, we examine the overall
diversification of Modern Breakthrough novels
during this significant period of rising literary
readership. We find that canonical novels
stand out from both the historical novel genre
and non-canonical novels of the period. Our
findings on diversification within and across
groups indicate that the novels now regarded
as canonical served as literary trendsetters of
their time. To ensure reproducibility, code and
raw data are available at https://github.
com/centre-for-humanities-computing/
memo-canonical-novels.

1 Introduction

At the beginning of the 21% century, the Dan-
ish government published an Educational Canon
(Undervisningskanon) and a Cultural Canon (Kul-
turkanon) in an attempt to improve knowledge of
Danish literature among the population, and to stan-
dardize school syllabi (Harbild et al., 2004). Both
canons were met with criticism, and the canon de-
bate flared up in full force — a development similar
to, e.g., the Netherlands and Germany (Mai, 2016;
Smid, 2022). Much of the criticism in Denmark
was of the canon being unrepresentative and lack-
ing diversity, including but one female author at
the time (Fibiger, 2004).

The Danish canon debate echoes a central issue
in literary scholarship, dating at least to the ‘canon

wars’ of the 1980s (Guillory, 1995; Witt, 2000):
the critique that the canon is a top-down, contem-
porary construct that does not accurately reflect
works’ historical significance, their impact on read-
ers, or the breadth of literary production of a period.
Still, advocates for the ‘canon’ being a meaningful
term! argue that canonical works exhibit an endur-
ing literary value and distinguish themselves by
their lasting influence and innovation at the textual
level (Bloom, 1995; Van Peer, 2008).

In this paper, we examine two hypotheses reflect-
ing these polar stances on the canon: that canonical
works are top-down and present day constructs, so
that they would not stand out textually from their
contemporaries (H1); and that canonical works dis-
tinguish themselves by textual novelty and literary
influence, in which case we would expect them to
show an impact on their literary field (H2).

To gauge whether books that are (today) consid-
ered canonical exhibit these distinguishing traits —
textual innovation and literary impact and whether
this resonates in what was published after — we
compare canonical novels to novels that did not
make it into the different constructions of ‘canon’
in a case study of Danish novels written in the Mod-
ern Breakthrough era. This late 19" century period
is particularly suited as a case study of canon/non-
canon dynamics for three reasons: /) It allows us
to examine the status of canonical works within
their historical context. 2) It allows us to work with
a complete corpus of the literary production of a
time period — albeit limited. This is particularly
significant because attempts to address issues of
canon representativity often face the challenge of
not catching the ‘dark numbers’ of literary produc-
tion — the extensive numbers of titles forgotten or
overlooked (i.e., the ‘great unread’ (Moretti, 2000)).

"Many literary scholars argue the opposite, that the canon
should be rethought or revised (von Hallberg, 1983), and that
terms like ‘classics’ belong to the “precritical era of criticism
itself” (Guillory, 1995).
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Lastly, 3) the Modern Breakthrough era is a period
of significant political and cultural upheaval, where
we would expect to see literary innovation.

The Modern Breakthrough (1870-1900) — in
Danish, det Moderne Gennembrud — marked a
significant shift towards realism and naturalism,
diverging from the romantic and idealistic styles
that characterized the preceding period (D’ Amico,
2016). Spearheaded by the influential critic Georg
Brandes,? this era brought as much cultural as so-
cial change (Bjerring-Hansen and Wilkens, 2023).
Literature of the period was unprecedented in em-
phasizing social issues, individualism, and a sci-
entific approach, advocating for art to reflect and
critique society (Mai, 2022). Moreover, the period
saw a great rise in the number of literary publica-
tions (Bjerring-Hansen and Jelsbak, 2010), as well
as an incline in previously underrepresented voices:
journalists, teachers, and female authors published
more (Bjerring-Hansen and Wilkens, 2023).

The current study focuses exclusively on Modern
Breakthrough novels, which is not just a method-
ological choice to increase comparability,® but also
recognises the novel’s central position in the liter-
ary field of the late 19"-20' century. In this period,
the novel expanded its reach to a broad and diverse
readership, whereas poetry largely catered to a lim-
ited elite audience (Levine, 2008; Bjerring-Hansen
and Jelsbak, 2010). This democratization of litera-
ture, coupled with the novel’s generic capacity to
reflect the complexities of a rapidly changing soci-
ety* — social, political, and personal — renders it the
period’s most dynamic and malleable genre. It is a
genre in which we expect much — even short-term —
development in this period. As both a popular and
prestigious genre, the novel also reflects the evolv-
ing tensions between canonical authority and popu-
lar appeal, making it an unparalleled document for
tracing literary influence and its directionality in
the period.

This paper is structured as following: Section 2

Brandes’ first Copenhagen lecture of the series “Hoved-
strgmninger” (1871), and the publication of J.P. Jacobsen’s
Mogens (1872) are often pinpointed as the start of the Modern
Breakthrough (Bjerring-Hansen and Rasmussen, 2023).

3This choice is naturally also restricted by data availability,
as a corpus spanning the whole population (i.e., covering the
‘dark numbers’ of literary production is a rare resource.

“The ability to reflect social reality is an often highlighted
generic trait, as in the seminal The Rise of the Novel of Watt
(2001), describing the novel as ‘truth to individual experience’.
Similarly, Armstrong (1987) suggested that the 19" century
novel reflected societal upheaval but was also an important
instrument of change in bringing the middle class to light.

contains a discussion of related work on canonicity,
literary innovation and influence, and the Danish lit-
erary context. In Section 3, we describe the dataset
and annotations. Our methodological pipeline is
described in Section 4, and includes the creation
of document embeddings using both a multilingual
model and TF/IDF, clustering methods for validat-
ing embeddings, and measuring diachronic change
to explore how the canon and non-canon evolve
over time. The results are presented in Section 5,
followed by a discussion in Section 6. We finish
with concluding remarks in Section 7, and a dis-
cussion of the limitations of this study (Section
).

2 Related Work

2.1 Textual profile of canonical works

The discussion about canon has been torn between
two extreme poles, where canonicity is either seen
as something conferred ‘from above’ or as sig-
naling the excellence of particular works ‘from
below’ in terms of text-intrinsic features (Bloom,
1995). Recent studies show a nuanced take on
the debate: while they show that text-extrinsic
features® might be good predictors of canonicity
(Brottrager et al., 2021), canonical works also ap-
pear to have a unique textual profile compared to
non-canonical works (Barré et al., 2023; Brottrager
et al., 2021; Porter, 2018). Beyond the binary dis-
tinction (canon/non-canon), canonical works ex-
hibit textual profiles different from other types of
excellence categories in literature, e.g., bestselling
or prize-winning novels (Bizzoni et al., 2024; Wu
et al., 2024). They have been found to have a denser
nominal style (Wu, 2023) and lower readability,
elicit higher LLM perplexity, and show more un-
predictable sentimental dynamics (Bizzoni et al.,
2024).

The axis along which canonical works are ana-
lyzed could be termed ‘stylistic difficulty’. Here,
traditional linguistic metrics and information the-
ory have been employed to show that texts with
greater literary prestige tend to exhibit higher lev-
els of reading difficulty (Algee-Hewitt et al., 2016;
Bizzoni et al., 2024; Wu et al., 2024), than more
‘popular’ works of literature which use a more ac-
cessible language, and find a broader audience (Biz-
zoni et al., 2023). However, few studies go beyond
features of linguistic and stylistic complexity in

3 L.e., cultural, political or market traits, as in Wang et al.
(2019).
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examining the canon, although some have shown
that both sentiment and semantic profiles may be
good predictors of more popular literature (Mahar-
jan et al., 2018; Bizzoni et al., 2024).

Since literature is clearly a multidimensional
phenomenon, we ideally take all these textual lev-
els into account when we try to grasp the differ-
ence between canon and non-canon. Therefore, we
make use of document embeddings, which are able
to capture text characteristics at various levels, in-
cluding stylistics and semantics (Wang et al., 2023;
Terreau et al., 2024; Reimers and Gurevych, 2019).

Moreover, while textual metrics are generally
used to predict a modern label (e.g., what has been
shown to sell well/has become canon), few studies
have looked into the dynamics of the literary field
within the period itself (Brottrager et al., 2022).
Although authors like Henrik Pontoppidan are re-
garded as canonical and influential today, it is un-
certain whether their exceptional status was equally
recognized by their contemporaries. Thus, the is-
sue of canonicity is closely tied to the concepts of
intertextuality and literary influence, which have
traditionally focused on how individual authors
were shaped by their predecessors (Bloom, 1975,
2011; Bassnett, 2007). If canonicity can be viewed
as a marker of reception, we must consider how
latent this reception was. In the context of this
study, we are interested in the direction of literary
influence, specifically whether books that become
canonical influence subsequent novels or if they
adapt to the overall novel production.

2.2 Canon and popular literature in the
Modern Breakthrough

Reading audiences grew significantly during the
Modern Breakthrough, and a more differentiated
selection of literature became available to more and
better readers than before (see also the increase of
novels published in Appendix A) (Bjerring-Hansen
and Jelsbak, 2010; Hertel Hans, 1983).° In the
period, we also see an intellectual disdain for the
‘popular novel’, what Brandes spoke of as ‘dggnlit-
teratur’ (ephemeral literature, or literature ‘of the
day’) (Brandes, 1877). Dggnlitteratur included,
for example, the historical novel such as by Walter
Scott, who had an enormous influence on the Dan-

®Beyond the growth of novel readership in the period,
which Bjerring-Hansen and Wilkens (2023) call a ‘reading
explosion’, Danish daily press also saw a great increase in this
period, from 36 newspapers in 1847 to 156 in 1914 (Bjerring-
Hansen and Wilkens, 2023).

ish and European literary field in the time preceding
the Modern Breakthrough (Munch-Petersen Erland,
1978; Lukdcs, 1964).7 As a match for the popu-
larity of translated Scott novels (Munch-Petersen
Erland, 1978), in the Danish context, especially
B.S. Ingemann should be foregrounded. Ingemann
had a diverse audience — from sailors to the (Sorg)
academy — and received the same disdain from the
intellectual elite in the period of the Modern Break-
through as Scott (Bjerring-Hansen and Rasmussen,
2023). While the scorn of the popular novel was
itself not a new phenomenon — also present in the
reception of Ingemann (Martinsen, 2012) — it was
in the Modern Breakthrough accompanied by a de-
cline in the historical novel genre (Bjerring-Hansen
and Rasmussen, 2023), and a rise in what Bjerring-
Hansen and Wilkens (2023) have broadly called
the ‘realist novel’, pitching the two types of novels
starkly against each other (Bjerring-Hansen and
Rasmussen, 2023).

However, this polarization within the genre and
the dynamics of trends and innovation in the novel
of this period are less explored — a period where the
appearance of the Modernists in Danish literature
coincided with the decline of the previously very
viable popular genre of the historical novel at a
time at which the demand for popular literature
was on the rise.

3 Data

Our dataset consists of a collection of 838 original
Danish and Norwegian novels (1870-1900), with
connected metadata, e.g., number of pages, book
prizes, and publishing house.® Previously, Bjerring-
Hansen and Rasmussen (2023) tagged the corpus
for whether a work is a historical novel or not. The
corpus consists of all original first-edition novels
published by Danish publishers in the period.’

As we sought to examine the relationship be-

"Moretti has also shown how the historical novel a la Scott
gained a predominant position in the literary field 1740-1840,
marginalizing older genres (Moretti, 2007).

8 All novels, including the ones written by Norwegian au-
thors, were published in the Danish language and at Danish
publishing houses.

°The MiMe-MeMo corpus was compiled by Jens Bjerring-
Hansen, Philip Diderichsen, Dorte Haltrup, and Nanna Emi-
lie Dam Jgrgensen, based on the Danish book index (Dansk
Bogfortegnelse). It indexes all publications (1830-), includ-
ing novels by Norwegian authors at Danish publishers. Cre-
ators excluded everything not novels (e.g., short story collec-
tions). For details, see Bjerring-Hansen et al. (2022). Ver-
sion 1.1 (used in the present study) is accessible at: https:
//huggingface.co/datasets/MiMe-MeMo/Corpus-v1.1.

142



tween today’s canonized novels from the Modern
Breakthrough and the overall production of the
period, we added a tag that informs us about the
canonicity of the work. To compare the canons
defined by a government-designated committee —
which do not include Norwegian authors — with a
canon that we assume to be created from a literary
expert point of view (and less driven by a political
agenda), we create a second canon that includes
novels that are listed and mentioned in the lemma
‘det moderne gennembruds litteratur’ of the ency-
clopedia Den Store Danske.' We thus added the
following tags to the novels in our corpus:

¢ CE Canon: Cultural/Educational Canon, re-
ferring to novels whose titles are included in
the Cultural Canon, or whose author is in-
cluded in the Educational Canon.

* LEX Canon: Lexicon Canon, referring to
novels that were not included in the Educa-
tional Canon and Cultural Canon, but whose
author is mentioned in the lists of novels and
novellas in the ‘det moderne gennembruds lit-
teratur’ lemma of Den Store Danske.

* E Canon: Extended Canon, referring to all
novels that are included in CE Canon and/or
LEX Canon.!!

* Other: Other, referring to the novels that are
neither tagged as historical, nor included in
one of the canons.

Statistics of the corpus and every category can be
found in Table 1.!2

4 Methods

We developed a methodological pipeline consisting
of the following steps:

1. Choosing embedding model. We test four em-
bedding models to decide on the one best suited
for our task and corpus. We test these using a
weighted average between a historic clustering

105ee https://denstoredanske.lex.dk/det_
moderne_gennembruds_litteratur. We are aware
that the Educational and Cultural Canon and the Den Store
Danske lemma include more genres than the novel. This paper
focuses specifically on the canonical reputation of the novel.

""Note that some tags overlap, so that we tag as histori-
cal—canon in the following visualizations anything that was
both tagged historical and was in either of the canons.

2An extended dataset (with added tags) is available
on HuggingFace: https://huggingface.co/datasets/
chcaa/memo-canonical-novels.

titles  authors
Corpus 838 371
Cultural/Educational Canon 36 6
Lexicon Canon 110 19
Extended Canon 114 21
Historical Novels 65 (8) 19 4)
Other 667 335

Table 1: Statistics on the corpus. Note that there is
overlap between the categories: there are titles that are
both in the Cultural/Educational Canon and the Lexicon
Canon. The numbers between brackets in the Historical
Novels category refer to titles that are tagged as a his-
torical novel, but also included in one of the canons.

x SEB  Historical Sol

Number of Datasets — 24 1 25
Models |

m-e5-large-instruct 66.65 40.10 53.38
m-e5-large 60.69 27.66 44.18
DFM-large 55.14 35.13 45.14
MeMo-BERT 36.85 35.38 36.12

Table 2: The performance of encoder models on the
Scandinavian Embedding Benchmark (SEB) tasks and
on the custom historical task. The Score of Interest
(Sol) reflects the model’s average score across tasks.
The highest score is in bold, and the second highest is
underlined.

task and the Scandinavian Embedding Benchmark
(SEB)'? (Enevoldsen et al., 2024) to get a model
performing well generally and across historical doc-
uments. The performance of the four models can
be found in Table 2. For our models, we use the
MeMo-BERT trained on Danish and Norwegian
historical documents (Al-Laith et al., 2024), the
best-performing Danish sentence encoder DFM-
large (Enevoldsen et al., 2023) along with the two
best-performing open-weight'4 models on SEB,
m-e5-large as well as its prompt-based version m-
e5-large-instruct (Wang et al., 2024b). Prompt-
based models allow for adaptation of the embed-
ding space depending on the use case and have
been shown to improve performance significantly
(Muennighoff et al., 2023; Enevoldsen et al., 2024;
Wang et al., 2024b) as seen in Table 2 we also find
this to be the case. For the prompt-based model,
we used the instruction "Identify the author of a
given passage from historical Danish fiction" for
evaluation of the historical task. For readability,

3We use the latest version of SEB (v0.13.6).
“We avoid using commercial APIs to ensure reproducibil-
ity.
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Figure 1: PCAs of the entire corpus (leff) and the canonical and historical novels (right), based on embeddings and
TF/IDF values. Note that canon and historical groups cluster more in the PCA based on embeddings.

we short the model names. For full model refer-
ences along with revision, see Appendix F. We
present the construction of the historic task in Ap-
pendix G. We continued with the best performing
model, m-e5-large-instruct.

2. Creating document representations. We cre-
ate two types of document representations: our
main approach is creating semantic embeddings,
while we use lexical embeddings to validate our
semantic embeddings.

* Semantic embeddings. We slice each novel
into chunks of the same size.'> Afterwards,
we create embeddings for every chunk with
the m-e5-large-instruct model, using the same
prompt as in the previous step. The average of
all document embeddings of one novel is used
as a representative embedding for that novel.

* Lexical embeddings. After pre-processing
the documents (lowercasing, removing punc-
tuation), we create a TF/IDF representation

15Since the maximum chunk size includes the length of the
prompt, we use a chunk size of 512 - 87 = 425 tokens.

of each novel using sklearn (Pedregosa et al.,
2011).

3. Clustering embeddings for method validation.
We validate our method by clustering the obtained
document embeddings using different measures
and visualizations, including dendrograms (see Ap-
pendix B) and a PCA as implemented in sklearn
(Pedregosa et al., 2011). We use PCA as it pre-
serves the global structure of the embedding space.
4. Measuring diachronic change. We use intra-
and inter-group (cosine) similarity to measure how
the canon and non-canon evolve over time and how
they influence each other.

S Results
5.1 Validation of embeddings

We perform clustering methods on the two different
types of embeddings to verify the novel distribu-
tion based on semantic and lexical features. The
two PCAs in Fig. la are based on the semantic
embeddings of the novels. The left PCA shows
that overall, the novels that are tagged as canonical
and/or historical (colored blue, purple, and orange)
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Figure 2: PCA’s of (left) the first half of the corpus (1870-1888) and (right) the second half of the corpus (1888-

1899), with novels ordered chronologically.

largely overlap with the rest of the corpus (col-
ored green). This tells us that, at first sight, their
semantic style does not differ significantly from
the overall literary production during the Modern
Breakthrough. When we only look at the canonical
and historical novels, as visualised in the right PCA,
we see a distinction between the historical novels
(orange) and the canonical novels. This can also be
confirmed in the dendrogram in Appendix B (Fig.
6a), in which the clear orange cluster of historical
novels at the right side of the plot suggests that they
share similarity in semantic space.

When we compare these figures with the ones
based on the TF/IDF values, we see some interest-
ing differences. The PCAs (Fig. 1b) do not show
as clear clusters of canonical novels and histori-
cal novels, and the same goes for the dendrogram
(Fig. 6b in Appendix B). The works of the earlier
mentioned author Pontoppidan for example do not
cluster on lexical style, and only parts of the histor-
ical novels cluster together, while the rest is spread
out over the other branches. It suggests that our
semantic embeddings go beyond lexical features.
This is in line with previous results (Enevoldsen
et al., 2024) indicating that document embeddings
primarily capture semantics and, e.g., cannot dif-
ferentiate between correct/incorrect word order.

5.2 Diachronic change

A diachronic comparison between semantic embed-
dings of the first 419 novels in our corpus (pub-

lished between 1870 and 1888) and the latter 419
novels (published between 1888 and 1899) shows
a difference over time in the relationship between
canonical novels and the rest of the corpus (see
Fig. 2). While the left PCA shows that canoni-
cal novels (colored light and dark blue) cluster on
the upper-left side of the green cluster (with non-
canonized novels) in the period 1870-1888, the
canonized and non-canonized novels show much
more overlap in the later period. It suggests that
the early Modern Breakthrough works that became
canonical differed semantically from the overall
production of that time, while the later canonical
works were more similar to the other novels of that
time.

To verify this potential diachronic change, we
compute the mean embedding of canonical nov-
els and non-canon novels for each rolling window
(window size of 4 years) across the 30-year pe-
riod and plot the cosine similarity between the two
groups for each window (Fig. 3b).!® We see a ro-

Due to the discrepancy in group sizes (e.g., canon vs.
non-canon) and the overall skewed distribution of our corpus
(see Fig. 5 in Appendix A), we used simulation methods to
compare cosine similarity across time windows. For each
window, we simulated 1,000 Gaussian distributions of cosine
similarity for each group based on their respective means and
standard deviations. The overall mean of these 1,000 runs
was used for each group in the comparison. For intergroup
comparisons, we employed the same approach by simulating
the mean embedding of each group (1,000 runs per window)
and then calculating the average cosine similarity between the
groups’ embeddings across runs for each window. To ensure
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(b) Inter-group similarity across time: The cosine similarity between the average canon and non-canon embedding per rolling
window (s = 4, step = 1). Note that a correlation with time persists after 1875 (p .42).

Figure 3: Intra-group similarity and inter-group similarity across time.

bust positive correlation with time (Spearman’s p
.7,p < 0.01),'7 suggesting that canonical novels
become increasingly similar to non-canonical nov-
els. This positive correlation is partly due to the
steep increase in inter-group similarity before 1875.
Nevertheless, the correlation with time persists af-
ter that year (p .42). The flattening of the curve
might suggest that certain subgenres continue to
disappear (like the decline of the historical novel),
or it might reflect how the entire literary field is
more standardized from 1875 and onwards.

When we look at the intra-group similarity of all
canonical works — using the same rolling window to
extract intra-group cosine similarity over time — we
see a decrease in similarity internally in the canon
group, suggesting that the canon group becomes
more internally diverse over time. The same trend,
though slightly stronger, can be observed in the
corpus as a whole (Fig. 3a).!® Note that these
correlations of intra- and inter-group similarity over
time hold regardless of which model (among those
tested) is used to create embeddings (see Table 3
in Appendix C.

To detect whether the canon moves towards the
non-canon over time, or the other way around, we

results are not skewed because we assume a normal distri-
bution, we also tested a bootstrap sampling, which yielded
similar results.

"Due to our simulation approach, results may vary slightly
for each run, so correlation coefficients with time should be
taken as estimations rather than precise values.

18For further validation of the limited range of cosine simi-
larity values in our study, see Figure 7b in Appendix D.

gauge the directionality of both groups. We split
the corpus in two equal parts, in the same way as
done for Fig. 2. The result consist of four subsets:
early non-canonical novels, early canonical novels
(both pre-1888), late non-canonical novels and late
canonical novels (both post-1888). We have plotted
all novels in one PCA (Fig. 4), using colors to dis-
tinguish between the four subsets. We fit the mean
embedding of every subset to the same PCA. The
resulting plot shows that the late non-canon has
moved up in the direction of the early canon, sug-
gesting that the novels that today have a canonical
status, behaved as trendsetting novels at the time.
In Appendix E, we include an alternative version
of this PCA, using a rolling window size of 5 years
(step 1) to show that the non-canon moves towards
the canon.

6 Discussion

Seeking to validate what our embeddings capture,
we compared canonical and historical novels both
in terms of embedding space and lexical similarity
(TF/IDF). The fact that these two groups of novels
— canonical and historical — cluster differently at the
level of embeddings is interesting for two reasons:
firstly, it suggests a maintained coherence of the
historical genre in this period, although it was in
decline (Bjerring-Hansen and Rasmussen, 2023).
Secondly, since this is not an equal comparison
— one group being a genre and the other a cate-
gory spanning a diversity of novels — we find that
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Figure 4: Positions of the mean embedding of the canon/non-canon groups over two time-periods (1870-1888,
1888-1899). Note that the later period non-canon mean seems to have moved closer to mean canon position. The
PCA was fitted to all embeddings, then mean embeddings per group per period were fitted into the same PCA.

the clustering must suggest that our embeddings
capture more than thematic elements, which more
usually distinguish more popular genres (Moreira
and Bizzoni, 2023).

Moreover, our clustering experiments show that
different constructions of the canon, i.e., the more
political, smaller canon, and the expert canon
which includes non-Danish authors to a higher de-
gree, do not seem to differ significantly: both ver-
sions include novels that stand out based on their
semantic features. The textual features of the small
selection of novels included in the Cultural Canon
and the Educational Canon are not different from
those of the novels that are included in what we
call the Lexical Canon. This can be derived from
the way in which novels from both groups have
close proximity to each other and are mixed in the
dendrograms (Figs. 6a and 6b).

For our main result, we show that the Modern
Breakthrough novels that have a canonical status
today show traits at the textual level which sug-
gest their innovation and distinction from their non-
canonical contemporaries, contra to our H1. This
ties in with what is shown in earlier studies on the
literary canon: canonical novels have text-intrinsic
features that distinguish them from other novels
(Brottrager et al., 2022; Bizzoni et al., 2024; Wu,

2023). Moreover, our results suggest that canonical
novels behaved innovatively, introducing charac-
teristics in the Modern Breakthrough era, which
resonated in the literary production that came after
— non-canonical novels in a sense tracing after the
canonical novels. In a diachronic comparison, we
see that non-canonical novels adapt to the canon,
likely copying the innovative themes and style that
these trendsetters introduced. This supports our
H2. It makes the current study — to the best of
our knowledge — the first that uses embeddings
to show the relationship between canonical and
non-canonical novels in terms of innovation and
influence.

Furthermore, the decreasing intra-group simi-
larity of both the canon and non-canon reflects the
diversification of the literary field during the period,
as outlined by (Bjerring-Hansen and Jelsbak, 2010;
Hertel Hans, 1983). A larger variation of novels
saw the light of day, and a more diverse selection
of novels became canonical, reflected in canonical
novels’ increasing internal diversity. While this
study confirms the textual innovation of canonical
novels, it is possible that there are novels that show
the same textual profile as the canon but that did not
get canonical status. Future research should pro-
vide more insight into these potentially innovative
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but today lesser known novels. Moreover, while
we argue that the canonical status of novels might
be related to their textual profile, we acknowledge
that text-extrinsic features could also have played
a role here. Future work could, therefore, explore
the relationship between the canonical status of a
novel and features such as the price of the book,
and the publishing house — something the current
dataset allows for.

A last note concerns the directionality of the
canon and non-canon works, where our results sug-
gest that works in the canon group may have acted
as literary trendsetters. Further research, employ-
ing more sophisticated methods to gauge causality
is needed to confirm our suggestion. Moreover,
future work could compare the embedding spaces
of canon and non-canon groups to the embedding
space of non-fiction texts, as the latter may serve as
a useful reference point for assessing the movement
and direction of fiction works.

7 Conclusion

We have examined the relationship between the
canonization of Danish novels and their textual in-
novation and influence, taking the Danish Modern
Breakthrough era (1870-1900) as a case study. We
created embeddings of the 838 novels in our cor-
pus, and used a custom historic clustering task to
decide on the best suited model for our task and
corpus, which turned out to be the multilingual
m-eS-large-instruct model. We validated our em-
beddings by creating a TF/IDF representation of
each novel. Our results show that the embeddings
capture semantic features and go beyond lexical
features: historical novels and canonical novels
cluster differently. Inter-group similarity shows
that the similarity of canonical and non-canonical
novels increases over time, while at the same time,
intra-group similarity decreases, indicating that the
canon group as well as the overall novel produc-
tion becomes more internally diverse over time.
We finally show that the non-canon moves towards
the canon, suggesting that non-canonical novels
adapt to the canon, possibly copying the innovative
themes and style of these trendsetters.

8 Limitations

Prompts for embeddings: This work utilizes
the prompt-based embedding model m-e5-large-
instruct, and thus, it is likely that notably different
results could have been obtained by changing the

prompt. We examine this further in Appendix H.

Occurrence within training data: Canonical
works are more likely to appear online or outside
their original context due to their popularity. This
could lead to differences in embeddings when us-
ing models trained on large web-based data sources
simply because paragraphs from these novels may
appear in varied contexts within the training data.
However, we consider this influence to be minor,
as historical novels likely represent only a small
fraction of online discourse. This is especially the
case for the multilingual embedding model used,
where Danish likely comprises only a tiny fraction
of the training data. Ideally, the training data should
be examined to ensure this influence is not signifi-
cant. However, this approach is often unfeasible, as
pre-training data for these models is typically un-
available, and exploring it would require extensive
computational resources. Additionally, the fact that
historical canon has often been rewritten further
complicates such efforts.

Canon definition: the concept of canonicity is
inherently vague and subject to various interpre-
tations. Our canon definition and our binary clas-
sification of canonical works may oversimplify a
concept that may be better represented as a continu-
ous variable (Brottrager et al., 2022). Our rationale
in using two ideal classes (canon/non-canon) was
to get an estimate of the difference between them,
though it should be noted that the transition be-
tween them may be more fluid than it is represented
here.
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A Distribution of titles

We see the distribution of titles per category in our
corpus (1870-1900) in Figure 5.
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Figure 5: Distribution of titles per category in our corpus
(1870-1900). This figure also reflects the actual incline
of novels published in the period.

B Dendrograms

We see the dendrograms visualized in Figure 6.

C Intra and inter-group similarity

When calculating the similarity of books within
groups over time (intra-group similarity), as well
as the similarity between the canon and non-
canon group over time (inter-group similarity), we
used embeddings based on the m-e5-large-instruct
model, using the prompt “Identify the author of
a given passage from historical Danish fiction.”.
The direction of change of both intra- and inter-
group similarity proved consistent when using em-
beddings based on other models. For reference,
in Table 3, we show the correlation over time
for the various models tested. In the same table,
we also show the correlation when using unpro-
cessed means of rolling windows over time versus
when using means of simulated distributions, as
described in Section 5.2 (s = 4, step = 1). Note,
again, that correlations vary slightly for each time
we run the rolling window with simulated means
(1,000 simulations of Gaussian distributions per
window), so that the correlation coefficient should
be taken as an indication rather than an exact value.

D Cosine similarity ranges

It is clear that cosine similarities are very high in
our analysis. As noted, we use pooled embeddings
which may affect a higher cosine similarity due to
information loss. However, cosine similarity values
are also high when comparing embeddings of raw
chunks. As noted in the model card, the m-e5-large-
instruct, cosine similarity scores of embeddings
produced with this distribute in a narrow (and high)
range '°. Developers note: “This is a known and
expected behavior as we use a low temperature 0.01
for InfoNCE contrastive loss. For text embedding
tasks like text retrieval or semantic similarity, what
matters is the relative order of the scores instead of
the absolute values, so this should not be an issue.”
In Fig. 7, we show the distribution of cosine simi-
larities for both raw and pooled embeddings for our
corpus. Note that while the distribution of pooled
embeddings does show a skew toward higher co-
sine similarity values, cosine scores of raw embed-
ding chunks also exhibit a narrow range with a high
mean. We therefore consider the very high cosine
similarity scores an artefact of the model, rather
than an effect of the pooling procedure per se.

E Canon directionality

We see the PCA with the mean embeddings of the
canon/non-canon, plotted with a rolling window,
visualized in Figure 8.

F Model References and Names

As many models are often updated, leading to a
change in their output, we ensure reproducibility
by specifying the revision IDs used in Table 4. The
table also maps short-form model names used in
the paper with their reference names as they appear
on Huggingface.

G Construction of Historic Evaluation
task

Using the MiMe-MeMo corpus (Bjerring-Hansen
et al., 2022), we similarly construct a clustering
task as done in (Muennighoff et al., 2023;
Enevoldsen et al., 2024). We down-sampled our
corpus to 64 novels and took 32 chunks from each,
adding up to 2,048 passages. The goal of the task
is to see how well clusters of the embeddings
correspond with the original authors. Clustering

“See FAQ, question 3, https://huggingface.co/
intfloat/multilingual-e5-large-instruct
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Figure 6: Dendrograms based on cosine similarity of semantic embeddings (a) and TF/IDF (b). Dendrograms were
calculated using Ward variance minimization, as implemented in SciPy v1.14.1 (Virtanen et al., 2020). Note that
titles in purple are historical novels by — in our wider definition — canonical authors (n = 171).

m-e5-large m-e5-l-instruct (identify) =~ m-e5S-l-instruct (retrieve) ~ DFM-large = MeMo-BERT
Canon -0.61 (-0.82) -0.48 (-0.62) -0.59 (-0.73) -0.68 (-0.83)  -0.78 (-0.77)
Non-canon -0.81 (-0.87) -0.87 (-0.90) -0.81 (-0.84) -0.76 (-0.75)  -0.77 (-0.81)
Total -0.80 (-0.85) -0.86 (-0.91) -0.78 (-0.82) -0.76 (-0.79)  -0.72 (-0.76)
Canon/non-canon  0.67 (0.80) 0.70 (0.74) 0.70 (0.77) 0.62 (0.84) 0.68 (0.66)

Table 3: Correlation of intra and inter-group similarity over time using embeddings based on all models. Correlation
over time based on the rolling windows’ simulated means and correlation over time between actual values in
parenthesis. Note that we show the results of the m-e5-large-instruct model when instructed with two different
prompts, “retrieve” and “identify”, see Table 4 in Appendix H for the full prompt, prompt 1 & 5. The strongest
correlation is in bold, the second strongest is underlined. For all correlations, p < 0.01.

is performed using a K-means clustering of
the authors of the passages. The performance
is measured using V-scores similar to SEB
(Enevoldsen et al., 2024). For the prompt-based
model, we used the prompt "Identify the author
of a given passage from historical Danish fiction".
To encourage future evaluations of historical
Danish and Norwegian documents, we contribute
our newly developed task to the Scandinavian
Embedding Benchmark (SEB) in a pull request:
https://github.com/KennethEnevoldsen/
scandinavian-embedding-benchmark/pull/
184.

H Instruction prompts

When generating the prompt, we followed the for-
mat used in (Wang et al., 2024a), where instruc-
tions for all clustering tasks start with the word
"Identify". We evaluated the performance of sev-
eral versions of our final prompt on the custom
historical task, which can be seen in Table 5.
Specifics of the formulation do not seem to
have a large impact on performance; Prompts 1
and 2 perform similarly. Performance drops with
prompts 3 and 4, which instructs the model to per-
form a different task, than it is evaluated on (cluster
on books instead of authors). Finally, using a differ-
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Name in Paper

Reference Name and Revision

m-e5-large-instruct

intfloat/multilingual-e5-large-instruct

baa7be480a7de1539afce709c8f13f833a510e0a

ab10cla7f42e74530fe7ae5be82e6d4f11a719eb

KennethEnevoldsen/dfm-sentence-encoder-large-exp2-no-lang-align

ec8293d8f447023de99d1e7fb79aa918d6258dc7

m-e5-large intfloat/multilingual-e5-large
DFM-large
MeMo-BERT MiMe-MeMo/MeMo-BERT-03

04cad875b848b56d9a76€802031d60d66ae9cd0?2

Table 4: Model names as their appear in the paper along with reference name as their appear of hugging face along

with the revision ID.

Cosine similarity distribution of raw embeddings

Count

080 085 090 095 1.00

(a) Cosine similarity range of raw embedding chunks. For
this figure, we used the 20th chunk of each book and
calculated cosine similarity between all pairs.

Cosine similarity distribution of pooled embeddings
10000

096 097 098 099 1.00

(b) Cosine similarity range of pooled embeddings of all
books.

Figure 7: The range of cosine similarity scores for raw
and pooled embeddings of the m-e5-large-instruct used
for the main analysis, i.e., with prompt (1), see Table 5
in Appendix H.

ent task keyword (e.g. "Classify" instead of "Iden-
tify") has some impact on the performance, as can
be seen in prompts 5 and 6. This is likely the result
of the training procedure of m-e5-large-instruct, as
the model learns to embed the text conditional on
the task prompt. For example, with a task definition
that asks the model to retrieve, the model is likely
trying to find a good query vector that lands close
to relevant documents in embedding space, instead
of embedding similar documents close together as
is the goal of a clustering task.
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Figure 8: Positions of the mean embedding of the canon/non-canon, plotted with a rolling window size of 5 years,
step 1. Time is indicated by the shading: darker colors are later in time. Note that the non-canon moves towards the
canon. The PCA was fitted to all embeddings, then mean embeddings per group per window were fitted into the
same PCA.

ID  Prompt Historical
1 Identify the author of a given passage from historical Danish fiction 40.10
2 Identify the author of a specified passage taken from historical Danish literature 42.29
3 Identify which book from Danish historical fiction does the passage belong to 33.04
4 Identify the work from Danish historical fiction to which the provided passage belongs 34.35
5 Retrieve the author of a given passage from historical Danish fiction 42.56
6 Classify the author of a given passage from historical Danish fiction 46.43

Table 5: The performance of m-e5-large-instruct on SEB’s custom historical task using different prompts.
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Abstract

Eating disorders are a global health concern as
they manifest in increasing numbers across all
sections of society. Social network platforms
have emerged as a dependable source of in-
formation about the disease, its effect, and its
prevalence among different sections. This work
lays the foundation for large-scale analysis of
social media data using large language models
(LLMs). We show that using LLMs can drasti-
cally reduce the time and resource requirements
for garnering insights from large data reposi-
tories. With respect to ED, this work focuses
on understanding its psychological impacts on
both patients and those who live in their prox-
imity. Social scientists can utilize the proposed
approach to design more focused studies with
better representative groups.

1 Introduction

Eating disorders (ED) are an area of increasing
concern even as it continues to be under-reported
and under-researched. Eating disorders are recog-
nized by signs and symptoms which are published
in the fifth edition of the Diagnostic and Statistical
Manual of Mental Disorders (DSM-5). Clinical
symptoms of ED most often manifest as Anorexia
Nervosa, Bulimia Nervosa, Binge Eating Disorder,
or ARFID which is defined as an eating or feeding
disturbance so pervasive that the person is unable to
meet appropriate nutritional needs, resulting in sig-
nificant weight loss, nutritional deficiency, depen-
dency on nutritional supplements, or interference
in social functioning.

In (Silén and Keski-Rahkonen, 2022), it was re-
ported that there is an alarming rise in ED across
the world. According to the paper, an estimated
5.5-17.9% of young women and 0.6-2.4% of young
men have experienced a DSM-5 eating disorder by
early adulthood in the Western world. Studies from
other parts of the world also show similar trends.
A study conducted by NIMHANS in India in 2018
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reported that Eating Disorders (ED) affect 6.5%
of adolescent girls in India and an estimated 2-
3% of the population as a whole. National Eating
Disorders Association' reinforces this and states
that though eating disorders impact people of all
genders, ages, races, religions, ethnicities, sexual
orientations, body shapes, and weights, the diver-
sity is not represented in published research, which
has most often relied on surveys of targeted groups.
This lack of inclusion implies that the true impact
of ED is still not well understood.

With the advent of hyper-specific online commu-
nities, those suffering from eating disorders (EDs)
have access to social network platforms where they
can share their experiences anonymously and seek
support from each other as well as from therapists,
counselors, and caregivers. Reddit, a popular on-
line forum, hosts many such communities centered
around eating disorders, with the largest one be-
ing r/EatingDisorders. These platforms are good
sources of data since they are used by patients as
well as those who live in proximity. Hence unlike
targeted surveys which analyze information from
affected individuals only, social media platforms
also give insights into the psychological stress and
trauma experienced by other groups of people like
parents, partners, siblings, and friends of affected
individuals.

In this paper, we present a study that exploits
large language models (LLM) and topic model-
ing for analyzing large volumes of Reddit posts,
to obtain insights about ED and its impact on so-
cial relationships. While traditional topic mod-
eling techniques like Latent Dirichlet Allocation
(LDA) perform a global analysis of large reposito-
ries, LLMs are good at generating summaries and
answering questions through contextual analysis of
individual articles, like posts. However, being gen-

1https: //www.nationaleatingdisorders.org/
resource-center/
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erative in nature, the answers to different questions
have to be further semantically analyzed to iden-
tify global patterns. Most of the earlier work on
analyzing social networks for similar purposes has
been done on much smaller datasets. The research
contributes to the growing body of literature on
the intersection of mental health, social media, and
Natural Language Processing. Since the posts are
made available publicly after anonymization and
careful removal of all sensitive information, these
kinds of studies do not violate any ethical norms.
It reinforces the potential of online platforms as
a resource for studying Eating Disorders. It also
establishes the role of LLLMs in facilitating large-
scale automated analysis in social science as stated
in (Ziems et al., 2024).

The focus of our work is on analyzing the psy-
chological state of people suffering from ED and
those who live in proximity, using both statistical
technical techniques like LDA and LLMs. Con-
sequently, the key research questions were formu-
lated as follows:

* Q1: What are topics that come up in the dis-
cussions on subreddit forums? Are there any
new insights that can be obtained about the
causes of ED and its effects on the physical
and mental health of subjects? How do tradi-
tional methods like LDA compare with LLM-
identified themes?

* Q2: Who are the common speakers in these
posts, what are their relationships with people
suffering from ED and what is the effect of
this relationship on both? By doing so, we
aim to understand not only what is being dis-
cussed, but how these discussions are framed
and influence interpersonal dynamics.

* Q3: What could be a typical pipeline for ana-
lyzing large volumes of social media posts us-
ing LLM-generated insights? Besides giving
directions on formulating the right prompts,
we have also performed manual evaluations
for parts of the content. This was done by
identifying the original texts using linguis-
tic phrases extracted, along with the LLM-
generated inferences, evaluating the answers
to questions on dominant emotions, and val-
idating the mentioned interpersonal relation-
ships, and their contexts from the text. From
a computational point of view, this question

helps to establish the effectiveness of using
LLM:s for such research.

The rest of the paper is organized as follows.
Section 2 presents an overview of earlier work in
the area. Section 3 presents statistics about the
data. Section 4 presents the analytical pipeline,
along with details of each module. This is followed
by results and discussions.

2 Related Work

Eating disorders (EDs) are complex psychiatric
disorders with a range of associated mental and
physical health symptoms. A meta-review arti-
cle published in 2021 (Qian et al., 2021) analyzed
thirty-three studies published across the world and
concluded that the prevalence of eating disorders
might have been underestimated thus far. Com-
bined analyses showed that the lifetime prevalence
of EDs in Western countries was 1.89%, and was
high at 2.58% in females. Most of these studies
did not use the DSM-5 criteria for their analyses.
It also proposed that new diagnostic criteria should
be used to comprehensively assess all types of
eating disorders. In a study from Finland (Silén
et al., 2020), the prevalence of lifetime DSM-5 eat-
ing disorders among the Finnish population was
estimated to be 17.9% for females and 2.4% for
males, and 10.5% across genders. A meta-review
on ED-related research in India was presented in
(Vaidyanathan et al., 2019), and also states that
cultural context should be included in the analysis,
with the help of culturally sensitive instruments
used for diagnosis, and generating locally relevant
epidemiological data about eating disorders from
community as well as hospital settings.

The role played by social network platforms in
the health and wellness pursuits of people was com-
prehensively analyzed in (Marks et al., 2020). The
article states that social networking sites (SNSs)
have evolved into an informal source of health ed-
ucation which influences peoples’ health choices.
Analysis revealed that the discussion majorly fo-
cuses on the promotion of idealized bodies, healthy
foods, diets, and exercise. While this raises con-
cern about the influence of social media on men-
tal health, especially promoting body image con-
cerns, eating disorders, and psychological distress,
it is also acknowledged that social media can be
alternately used to encourage wellness through pro-
moting self-acceptance, intuitive eating, and life-
enhancing movements. This work critically eval-
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uates both the positive and negative role of social
networks concerning health and wellness content.
Prior to this, a small sample study on content anal-
ysis from a pro-ED community on Reddit was pre-
sented in (Sowles et al., 2018). This study delved
into the task of identifying the expression of be-
haviors aligned with ED symptoms and support
for these behaviors within the social network dis-
cussion. The paper presented results based on an
analysis of four weeks of topic-specific discussion
threads on a small dataset of 125 threads created for
the purpose. It reported statistics on behaviors con-
sistent with ED, and how the platforms provided
support. Topic modeling using Latent Dirichlet
Allocation (LDA) was employed to identify topics
in eating disorder-specific social media content in
(Moessner et al., 2018). The paper employed social
network analysis using a linear network autocor-
relation model to analyze communication patterns
and the most influential users.

Twitter, another popular social network platform
was studied by (Zhou et al., 2020) to assess so-
cial media engagement among individuals with
ED. The focus of this was to develop an automatic
approach to assess public perceptions about ED
and ED-related behaviors. A machine learning
approach was developed to identify ED-relevant
tweets, and content analysis using topic modeling
was implemented to unearth potential ED-related
factors including behaviors, thoughts, and mental
status.

3 Dataset Details and Data Preparation

We scraped data from three Reddit communi-
ties: r/EatingDisorders, r/EatingDisordersOver30,
and r/EDAnonymous, spanning from 2020 to
2023, among which the most prolific one was
r/EatingDisorders. A total of 20,918 posts and
58,228 comments posted from 2021 to 2023 were
collected from this site. Upon generating a time-
based chart with the number of monthly posts, we
found a significant increase in the numbers over
this period. The most substantial spike occurred
between 2021 and 2022 as shown in Figure 1, and
continued consistently into 2023. For this paper,
we have presented insights extracted from the posts
that appeared in the years 2022 and 2023, since
these would present the most contemporary issues.
The results presented are based on an analysis of
more than 16.5 K posts, with 6700 from 2022
and 10450 posted in 2023. Text cleaning and pre-

Posts over time
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Figure 2: Unsupervised Content Processing Pipeline
using traditional NLP techniques and LLMs

processing included the removal of HTML tags,
URLS, special symbols, etc. The title and text were
merged into one body for analysis.

4 Methodology

Figure 2 describes the processing pipeline, which
is generic and can be applied for analysis of any
large-scale repository. Starting with an aggregate
analysis of content, we move towards an analysis
of individual posts. The first step towards aggre-
gate analysis is topic modeling. Statistical topic
modeling techniques like Latent Dirichlet Alloca-
tion (LDA) leverage an unsupervised statistical ap-
proach to discover hidden semantic patterns from a
large text collection to automatically identify top-
ics that exist inside it. Topics are represented by
clusters of similar words within a body of text.
Though topic modeling is effective in obtaining
a bird’s eye view of content from a large repository,
the words assigned to topics by themselves do not
obtain much semantic information. To alleviate the
problem, we have exploited the generative powers
of an LLM to generate a semantically coherent
description of the topic from the representation
words. This step is referred to as Topic naming.
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The topic summaries generated at this step can be
used to compare topics against each other. This has
been utilized later to compute topic trends based
on the percentage presence of similar topics across
the years.

The aggregate analysis is followed by an indi-
vidual analysis of posts. Since the intent of ana-
lyzing any repository is to obtain statistics about
certain key concepts present in the repository, the
objective of this step is to establish the presence
or absence of the concepts in each post. This step
is akin to "coding" in the social sciences, which
is an analytical process by which data elements
are "categorized" to facilitate analysis. Tradition-
ally this is an expensive knowledge-intensive task.
In recent times, there have been efforts to use the
Large Language Models (LLMs) for this task, as
these are capable of performing various language
processing tasks without additional task-specific
training. These models, termed as zero-shot LLMs,
can also reliably classify and explain certain social
phenomena (Ziems et al., 2024). It is this aspect of
a large language model, that we have exploited to
use it as a computational social science tool. De-
tails for each of these sub-tasks are presented in the
following subsections.

4.1 Obtaining Topical Insights from Post
repositories

To explore the nature of conversations and the con-
tent of discourse in r/EatingDisorders, we imple-
mented Latent Dirichlet Allocation (LDA) for topic
modeling. This technique identifies hidden topics
in text data by grouping words that frequently occur
together. We conducted separate topic modeling
for 2022 and 2023 data, to obtain insights about the
temporality of topics, including the emergence, per-
sistence, and disappearance of topics over this time.
The optimal number of topics was decided based
on coherence, inclusivity, and perplexity scores,
and was found to be 16 for each year. On aver-
age, we achieved a perplexity score of —22 and a
coherence score of 0.40, indicating a reasonably
well-fitted model.

LDA assigns a topic distribution for each of the
16 topics to each post, where the total topic strength
sums up to 1. Each post may contain a significant
presence of more than one topic. To determine how
good the topic assignments are, we performed skew
analysis for the entire sets of each year. Skewness is
a statistical measure that reveals whether a distribu-
tion is symmetric or asymmetric. For asymmetric

Skew values for topic distribution

== Year-2023 == Year- 2022

Skew value
"~

Posts

Figure 3: Skew Values for topic Distribution: Positive
values indicate the presence of a dominant topic

distributions, the skew values reveal whether there
is a sharp trend towards either end of the normal
curve. For topic assignments, a zero skew value
would indicate that all topics are present in equal
measure thereby revealing the absence of any sig-
nificant topic in the text. A positive skew value on
the other end would indicate the presence of dom-
inant topics. Figure 3 shows that the skew values
are majorly positive, indicating that the topic distri-
butions can be used to find the dominant topics of
the posts. To analyze the topics and their relative
presence in the discussions, each post was assigned
a “dominant topic” which was the topic with the
maximum strength for it. The red line is shorter
because 2022 had fewer posts than 2023.

For each topic identified, LDA returns the proba-
bility distribution of the words to the topics. Using
the top 30 words for each topic, a one-line descrip-
tion and a short name were generated for it, with
the help of gpt-3.5-turbo-1106. The summaries
for each topic thus obtained were compared with
each other within and across the years to identify
similar topics, if any. BERT-based embeddings
were generated for each summary, and then cosine
similarity measures were computed between the
topic summaries identified for 2022 and 2023. To
compute the topic strength for a year, we computed
the percentage of posts that had the correspond-
ing topic as the dominant topic in that year. This
analysis allowed us to plot the relative strengths of
topics each year, revealing shifts in focus across the
two years. The results were further contextualized
through consultations with a psychologist to under-
stand the emotional and psychological dynamics of
these communities.
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4.2 Analysis of Posts using Large Language
Model

After obtaining the aggregate views on topics in the
posts, analysis of individual posts was done by em-
ploying prompt engineering to generate structured
summaries of posts. The process was designed in a
way that helps distill complex discussions into man-
ageable insights. First, a set of intent was created,
based on the analytical insights required. For each
intent thereafter, a prompt was designed to extract
relevant information from the post. The intent and
the corresponding prompts used for this work are
as follows:

* Intent - Summarize
Prompt 1: Write a 1 sentence summary of the
post text and identify the major and secondary
themes

Intent - Identify emotions expressed in post
Prompt 2: What are the major emotions con-
veyed in the post?

Intent - Establish a relationship between au-
thor and subject suffering from ED

Prompt 3: Identify whether the author of the
post is writing about their own experience or
discussing the issues concerning someone else.
What is the relationship between the author
of the post and the person whose ED-related
disorders are discussed?

Intent - Understand the psychological impact
of ED

Prompt 4: What can you infer about the im-
pact of ED on the psychological state of the
author?

Intent - Identify the presence of DSM 5 Eating
Disorder symptoms in post

Prompt 5: What are the physical, physiolog-
ical, or psychological impacts of ED men-
tioned in the text?

We used the OpenAl gpt-3.5-turbo-1106
model, with the parameters temperature set to
0 and maxtokens set to 150. Temperature is used
to control the randomness in the response gener-
ated; when the temperature is low, it chooses only
the most likely next word based on the context.
We kept it at O to ensure minimum randomness in
the responses generated. The maxtoken parame-
ter defines the limit on the number of tokens the
model can generate. The prompts were executed

with each post given as the context for generating
the answers. For clarity of presentation, we have
segregated the prompts, though they were all exe-
cuted together. Prompt 5 could be broken into more
atomic-level prompts, one for each disorder. How-
ever, it would have incurred more computational
cost. There were further instructions to restrict
the prompts to generate answers in very few words,
and repeat words for similar interpretation. Though
posing multiple choice-type questions could be a
way to alleviate the problem, we refrained from
doing so since there are reports that LLMs assign
the choices quite randomly, rather than logically,
whereby the answers on the top are returned most
often. In contrast, the generative approach allows
it to generate a more plausible answer (Li et al.,
2024).

It was observed that though there was substantial
repetition in the answers, there were some syntactic
variations within semantically similar answers. For
example, for Prompt 2, while the most common
answer was "the speaker is referring to themselves",
similar answers were "the speaker is likely referring
to themselves", "self-referential” etc. In case the
author is not talking about self, common answers
were "the speaker is in a romantic relationship with
the person being referred to" or "the speaker is
the parent of the child they are referring to" etc.
Some additional effort was required to aggregate
the answers under different categories, for which
string-matching codes were written.

5 Results: Findings and Discussion

We first present an aggregated analysis of the con-
tent obtained in terms of topics and topic trends
using LDA. A short description of each topic was
generated by feeding the top 10 topic words to
LLM. To compare the topic strengths for two years,
topic alignment was done using BERT-based sim-
ilarity scores among the short descriptions across
the years. The unique topics, their names, and
trends across the years found by LDA are presented
in Figure 4. While the most dominant topic of 2022
was "weight gain and image-related issues", the
conversation around this substantially dropped in
2023. The topics rather shift towards those which
are about "seeking help", sharing experiences on
"relapse and recovery", "disordered eating", and
"eating patterns and appetite” along with a discus-
sion on handling "relationship issues" and advice
on handling "social interactions". There are also
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LLM identified Major Themes from Posts

Figure 4: Topic Presence in percentage of posts for 2022
and 2023

topics centered around extreme feelings of guilt,
shame, concern, and fear which appear as a major
topic. These emotions will be discussed in more
detail later. A topic centering around "cleanliness"
discussing changes in personal cleanliness routines
and organizational approaches to cleanliness fea-
tured in 2022, but not in 2023. This could be due
to the immediate aftermath of the pandemic. The
changes in topic trends indicate that the platform
is indeed emerging as a forum where ED patients
form a mutual support group.

Figure 5 presents the most frequently occurring
topics in the posts as identified by the LLM using
prompt 1. Comparing these with figure 4 shows
that while both the results show similar trends, the
LLM-identified topics are broader in nature, more
like themes rather than topics. An issue faced with
LLM themes was the wording differences in the
answers generated for the posts. These themes had
to be combined based on the words that appeared
in them.

The similarity of the topics and themes obtained
by two different unsupervised methods increases
confidence in the results obtained. The most com-
monly occurring theme is that of personal struggle
faced by patients of ED, especially during recov-
ery, as they frequently get into relapse. This is
followed by concerns about body image which is
at the center of triggering ED in people. Impact
on mental and physical health is also a recurring
theme. The topics reveal finer nuances of these top-
ics as weight-related issues for body image, guilty
feelings along with anger, fear, and anxiety as chief
mental health problems.

Few posts had explicit mentions of the age and
gender of the author or the patient of ED as "x/G"
where x indicated age and G indicated gender. 208
posts in 2022 and 351 posts in 2023 had such
mentions. Figure 6 shows their relative distri-
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Figure 5: Post Themes identified by LLM and their
percentage presence in 2022 and 2023
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Figure 6: Demographic Profiles of users who explicitly
mention age. gender - indicates trends and not estimates

butions. There was a much higher mention of
woman/female/gir]l than man/male/boy across both
years. This is consistent with the findings in past lit-
erature where women are reported as more suscepti-
ble to eating disorders than men. However, this also
shows the spread or acknowledgment of ED across
demographics. These results establish that moni-
toring social media platforms could provide a good
understanding of trends and thereby help clinical
experts choose their subjects in a more informed
manner for deeper studies. We also found that a
significantly higher number of mentions came from
the teenage group, peaked at around 25, and then
started decreasing, with the higher mentions of age,
going up to 50+. The lowest age mentioned is 10,
which also aligns with the literature. All results
were manually verified and found to be correct.

Emotion analysis results were obtained from the
output of Prompt 2. Analysis shows that the emo-
tions present in the posts are predominantly neg-
ative, with concern, frustration, confusion, fear,
and desperation dominating over others. Figure 7
shows that the relative presence of these emotions
is fairly consistent over time. Such a high presence
of negative emotions is consistent with the DSM 5
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Figure 7: Emotion distribution across posts for 2022
and 2023

diagnostic disorders which mention that individuals
who develop eating disorders are at increased risk
of developing various co-occurring mental health
concerns, including anxiety, depression, obsessive-
compulsive disorder (OCD), and Post-traumatic
stress disorder (PTSD).

A manual evaluation of the LLM-assigned emo-
tion was done for 100 posts, 50 from among those
tagged with frustration and another 50 tagged with
guilt and shame. The evaluation was done by a
psychology expert, who had no prior exposure to
the data, but was explained about the process and
informed that the tags were assigned by a language
modeling tool. For the first set on frustration, the
accuracy of LLM tagging was found to be 90%,
for which the expert agreed that the post exhibited
frustration. For the remaining posts, the expert
marked the emotions as confusion, obsession, etc.
and not frustration. For the posts marked with
guilt, the expert agreed fully with the LLM tag-
ging. On inspection of the posts, it was found
that all these posts had explicit mentions of guilty,
guilt, shame. Evaluations at a larger scale are being
planned. However, the preliminary results do estab-
lish the effectiveness of using LLMs in large-scale
data analysis for mental health from social network-
ing sites. This also establishes the possibility of
deploying LLMs to set up semi-supervised and
distant-supervised learning frameworks, by pro-
viding a quick approach to generate training data,
which is reasonably clean, and not expensive to
initiate.

Figure 8 presents an analysis of answers gener-
ated in response to Prompt 3. It extracts the rela-
tionship of the authors of a post to its subject who
is mentioned in it as the patient suffering from ED.
These results are from the 2023 collection. As ex-
pected, around 70% of the authors are the patients

Speaker Profile - relationship with author of post

Figure 8: LLM-inferred relationship between author of
post and subject of ED

themselves. However, there are a substantial num-
ber of posts that are written by friends and acquain-
tances, parents, partners, and siblings. Friends
and acquaintances include colleagues, roommates,
family friends, etc. Siblings are mentioned either
as such or as brothers or sisters. The partner tag
was assigned to authors who were identified by the
LLM as "one in a romantic relationship with the
person suffering from ED" or a spouse, girlfriend,
boyfriend, or "someone in a close relationship with
the patient".

Responses to Prompt 4 provide deeper insights
into the psychological impact of ED on the patient
when the author is "Self", as well as on other peo-
ple when the author of the post is a friend, parent,
partner, colleague, or sibling. These results are
presented below.

5.1 LLM inferred psychological impact from
posts written by others

* Speaker feels anxious (or concerned, worried,
frustrated, stressed) by the state of the person
suffering from ED: 67%

» Speaker is unsure (or confused) about how
to help sufferer and is seeking help from the
community as author: 37%

* Speaker feels overwhelmed by situation: 10%

» Speaker is hopeful of providing support to a
person suffering from ED and seeks advice on
how to do so: 15%

* Speaker is worried that their concern may hurt
or induce feelings of embarrassment or shame
or guilt in the person suffering from ED: 8%

* Speaker feels triggered, spiraling, and strug-
gling with their mental health (indicating the
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effect of proximity of ED patients on each
other): 5%.

» Speaker fears relapse of ED in them due to
the other person’s diet-related disorders: 1%

Posts related to the above-mentioned situations
highlight the difficulties faced by people who stay
in proximity to people suffering from ED and hence
are indirectly affected by it. It is evident from the
representative posts that we have analyzed, that the
conditions can pose serious health risks to many
of them, as ED impacts their relationships. By
talking about relapse, there is an indication that ED
patients are affected by mutual proximity.

5.2 LLM inferred psychological impact of
authors who are subjects of Eating
Disorder

Overwhelmed: 1t is the most common inference
drawn by LLMs to describe speakers’ mental states.
Summarily, speakers are overwhelmed by their
mental state, managing weight-related issues and
social pressures around it, relationship with food,
and physical well-being - 15%. On analyzing the
corresponding posts, these are found to be predomi-
nantly about user struggles during recovery, where
they mention stressing about weight issues, body
image, self-perception. These are directly men-
tioned in at least 26% of the posts, which in terms
of absolute count is around 1800 posts.

Frustrated: Frustration surfaces whenever the
user expresses an inability to handle their health,
well-being, desires, cravings, or relationships. This
shows up explicitly in 10% of the posts. Pain,
functional dyspepsia, abnormal hunger, hyperme-
tabolism, abnormal menstrual cycle, digestive dis-
order, and laxative abuse are some of the symp-
toms mentioned. It often indicates that the speaker
feels misunderstood and unsupported, leading to
increased frustration and likely exacerbating their
struggle with the eating disorder.

Guilty: The speaker feels pressure and anxiety re-
lated to their eating and exercise habits, indicating
a potential negative impact on their psychological
state - 10%. Around 7.5% or 510 posts expressed
explicit feelings of guilt due to the way the subjects
feel about their bodies and hence became a sub-
ject of eating disorders. This is a complex feeling,
where a feeling leads to an action, which in turn
has inflicted remorse in the minds of the subject.

Family pressures and relationships: Around 7%
of the posts contain discussions centered around

the role played by the family. A portion of these
reports that body shaming by family members was
either the cause of disorder or interfered with the
recovery process. Another significant portion of
these are about how eating disorders of other fam-
ily members are affecting them. This indicates that
proximity to a person with an eating disorder or
obsession with body image induces an eating dis-
order. This points out the possibility of having
hubs of eating disorder within spaces like hostels,
schools, campuses, offices, or any other closed so-
cial neighborhoods where people eat together.

Help, Support, and Empathy: Speakers appeal
for help, and seek support and empathy from other
members to aid their recovery - 10%.

Binge eating: Speaker is experiencing anxiety
and a sense of helplessness in their struggle with
binge eating disorder - 2%. They have mentioned
abnormal hunger, cravings for food, and inability
to control their negative relationship with food.

Suicidal thoughts: Around 100 posts mentioned
suicidal thoughts. This is also a known effect of
ED. A low precedence of it in the platform, along
with high volumes of appeal for help, reiterates
the importance of social network platforms which
act as support groups for patients, without feeling
judged or misunderstood.

Academic Pressure: Around 40 posts mention
academic struggles as their stress inducers.

Ethnicity: Though extremely few, the mention of
Asian and African in posts indicated family-related
struggles due to different cultural contexts at home
including food, body shapes, and eating habits.

These insights can act as a springboard for de-
signing more focused surveys for targeted groups
with better representation.

6 Conclusion

In this paper, we have presented a large-scale study
on Reddit posts related to Eating Disorder. We have
shown how large language models like GPT can
be used effectively to gain insights about facts and
figures using their power to summarize and draw
inferences against targeted prompts. The most sig-
nificant insight gained through this study is about
people who live in proximity to the subject of Eat-
ing disorder, and use the platform to convey their
distress. The psychological stress undergone by
this group which includes parents, siblings, friends,
and partners is not much reported. Though the
known effects of ED are found in the data, the
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study reveals that the platforms are primarily used
for advice, support, and seeking empathy from co-
users. The results are highly encouraging. Our plan
includes devising a way to methodically evaluate
the LLM-generated answers. The ultimate intent is
to build a framework for analysis of mental health-
related posts, that can expedite the whole process
of insight generation as well as strategically plan
interventions and support mechanisms.

7 Limitations

The limitation of the present work lies in the fact
that only a small number of evaluations could be
carried out. This is due to a lack of funding and
expert resources.
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Abstract

Counterfactual statements, which describe
events that did not or cannot take place, are ben-
eficial to numerous NLP applications. Hence,
we consider the problem of counterfactual de-
tection (CFD) and seek to enhance the CFD
models. Previous models are reliant on clue
phrases to predict counterfactuality, so they suf-
fer from significant performance drop when
clue phrase hints do not exist during testing.
Moreover, these models tend to predict non-
counterfactuals over counterfactuals. To ad-
dress these issues, we propose to integrate neu-
ral topic model into the CFD model to capture
the global semantics of the input statement. We
continue to causally intervene the hidden repre-
sentations of the CFD model to balance the ef-
fect of the class labels. Extensive experiments
show that our approach outperforms previous
state-of-the-art CFD and bias-resolving meth-
ods in both the CFD and other bias-sensitive
tasks.

1 Introduction

Counterfactual statements describe an event that
may not, did not, or cannot occur, and the con-
sequence(s) that did not occur as well (O’Neill
et al., 2021). For example, consider the statement
— I would purchase this physics book, but I really
want that my brain has a tiny amount of interest
in science!. We can partition the statement into
two components: a component about the event (my
brain has a tiny amount of interest in science) as
the antecedent, and the consequence of the event
(I would purchase this physics book) as the conse-
quent. Both the antecedent and the consequent did
not take place (neither the speaker has purchased
the book nor he is interested in science). Accu-
rate detection of such counterfactual statements
is beneficial to various NLP applications, such as
in social media or psychology. In social media,
counterfactual detection (CFD) can be helpful by
eliminating irrelevant content (O’Neill et al., 2021).

Truc-My Nguyen

Ho Chi Minh city University of Technology

nguyenmy3399@gmail.com

mBERT
Predictions

Scenarios Examples Labels

It doesn’t work as well as I was
hoping it would, it is a waste
of money.

I don’t like to go into the plot
a lot. The blurb represents the
book fairly.

Who would have thought a pil-
low could make such a differ-
ence.

The girlfriend was annoying,
and it made me wonder if any
man in his right mind would
have put up with her behavior
as long as he did.

It would have been, people
would say, worse than Water-

Negative

Positive

Negative

Clue phrase

Anomaly Positive

Negative

Positive

Positive
Cross-lingual | gate.

input D=5 =7 —FFEFk
Nboerskrdlnig
W EARIEEIEST.

Positive

Negative

Table 1: Examples of counterfactual detection from
the Amazon-2021 dataset. We denote mBERT pre-
dictions of positive (counterfactual) and negative (non-
counterfactual) classes.

For example, in the previous statement, we should
not return science or physics content because the
user is not interested. Detecting counterfactuality
can also give useful features to perform psychology
assessment of huge populations (Son et al., 2017).

Previous development of monolingual and multi-
lingual CFD methods depend on extensive labelled
datasets (O’Neill et al., 2021). However, in CFD
datasets, the percentage of counterfactual examples
is heavily low, even approaching 1 —2% (Son et al.,
2017). This class imbalance has two weaknesses.
First, because counterfactual hints are so limited
for the CFD model to learn, it tends to rely on clue
phrases, e.g. if, I wish, etc., to detect counterfactu-
ality. When the existence of such clue phrases does
not correlate with the counterfactuality, the model
might be led to false predictions. As illustrated in
Table 1, the mBERT baseline predicts all incorrect
classes for both counterfactual examples, which do
not include clue phrases, and non-counterfactual
ones, which include clue phrases. Moreover, the
performance might substantially drop if the model
is tested upon a language different from the train-
ing language. As shown in Table 1, the multilin-
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Percentage
0.30 -
Topic 1: stories book writing reviews genre comments
0.25 -
Topic 2: brush room photo dresses heat socks
0.20 - . .
Topic 9: light tv software technology manufacturer laptop
0.15 -
0.10 -
0.05 -
0.00 -

Topics
Input: | was in the market for ear buds that seal off
your ear while being able to control my iPhone.

Figure 1: For each topic, we count the percentage of
inputs in which the topic has the largest probability in
the topic representation. Topic 1, 2, and 9 refer to three
top topics of the input document, in descending order
of probability.

gual mBERT predicts the correct class for the En-
glish statement, but misclassifies the Japanese one
of similar meaning. Second, the class imbalance
causes the CFD model to bias towards the non-
counterfactual class over the counterfactual one,
thus resulting in sub-optimal performance.

To address the first issue, we propose to incor-
porate neural topic model (NTM) into the CFD
module. Particularly, we aim to approximate the
global semantics of the input statement learned
from the posterior distribution of the NTM. The
posterior distribution generates the global seman-
tics in terms of the topic representation to guide
the CFD model towards semantics of the input in-
stead of the clue phrases. However, a challenge
exists that the NTM tends to repetitively assign
large weights to a certain small group of topics.
In Figure 1, even though the input statement is
about ear buds and iPhone, the NTM still infers it
to be highly related to stories, book, and reviews.
To cope with this challenge, we propose to adapt
backdoor adjustment that adjusts the behavior of
neural topic model to make it consider all topics
fairly. To the best of our knowledge, no study has
explored the benefit of backdoor adjusted NTM for
counterfactual detection.

To address the second issue, we view the CFD
problem from a causal perspective. Our perspective
gives rise to a causal graph where the class imbal-
ance plays a confounder role in influencing hidden
representations of the input statement. Based on the
graph, we propose to perform causal intervention
on these representations to remove the confounding
effect of the imbalance phenomenon and enhance
the model prediction.

To sum up, our contributions are as follows:

* We propose a novel neural topic model
equipped with the backdoor adjustment to pro-
duce effective topic representations for bene-
fiting counterfactual detection.

* We propose causal intervention upon hidden
representations to ameliorate the confounding
effect of the class imbalance in counterfactual
detection datasets.

* Extensive experiments demonstrate that we
significantly outperform state-of-the-art CFD
and bias-resolving approaches. Our method is
also applicable to other bias-sensitive natural
language understanding tasks.

2 Related Work

2.1 Representational Intervention for Deep
Learning

Representational intervention has been popularly
adopted in deep learning applications. Some in-
clude document summarization (Nguyen et al.,
2021; Nguyen and Luu, 2022), topic modeling (Wu
et al., 2024c¢, 2023a, 2024d, 2023b, 2024a), docu-
ment ranking (Nguyen et al., 2023c, 2022), senti-
ment analysis (Nguyen et al., 2023b, 2024a, 2023a),
video moment retrieval (Nguyen et al., 2023d,
2024d), and video question answering (Nguyen
et al., 2024c,e). As one notable approach for rep-
resentational intervention, causal inference has at-
tracted myriad attention as a method to interpret
adversarial attacks (Zhao et al., 2022) and eradicate
spurious confounding factors in SGD optimizer
(Tang et al., 2020).

2.2 Predictive Biases in Deep Learning

Research community has long searched for
objective-based and augmentation-based counter-
measures against biases that drive deep learning
models to ignore the input content when making
predictions (Wu et al., 2024b; Nguyen et al., 2024b;
Nguyen and Luu, 2021; Nguyen et al., 2024f). For
the objective-based direction, Karimi Mahabadi
et al. (2020) propose to increase the loss weight
of rare examples and subtract the gradients of the
biased model from the main one to mitigate their
spurious influences. In the second direction, Wang
et al. (2022) perturb words to prevent the confound-
ing effect of language bias. Wang and Culotta
(2021) suggest augmenting the original training
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set with samples containing antonyms of high co-
efficient terms and reverse label. However, their
method demands human supervision and solely in-
volves sentiment classification. Focusing on Coun-
terfactual Detection, O’Neill et al. (2021) decide
to mask clue phrases and populate counterfactual
examples through backtranslation. Nevertheless,
they find that these methods suffer from deficiency
since counterfactuality also depends on the context.
Contrast to them, we decide to causally intervene
the contextualized representations to reduce the
confounding effect of the biases.

3 Methodology

In this section, we sequentially formulate the pre-
liminaries of counterfactual detection and neural
topic model, introduce our proposed causal per-
spective for the task, and then articulate the imple-
mentation details of our framework.

3.1 Problem Formulation

Given an input sentence S = {w,wa,...,wN}
and its bag-of-word (BOW) representation Xpow,
we aim to train a model function f that maps .S and
Xpow tO a probability scalar y € [0, 1]. The prob-
ability magnitude will denote whether the input
sentence is counterfactual or not.

3.2 Neural Topic Model (NTM)

Our neural topic model possesses the Variational
AutoEncoder architecture (Miao et al., 2017;
Kingma and Welling, 2013). It consists of an en-
coder to produce topic representation and a decoder
to reconstruct the original input based upon the rep-
resentation.

Topic Encoder. Its function is to encode the input
Xpow iNto the topic representation 0. In the be-
ginning, Xpoy is forwarded to both non-linear and
linear layers to estimate the mean p and standard
deviation o of the variational distribution ¢(z|x):

™= fO(XbOW)> M= f,u(ﬂ% logo = fa(ﬂ)a (D

where we implement fj as a non-linear layer with
the softplus activation function; f, and f, are two
linear layers. Subsequently, to lessen the gradi-
ent variance, we adapt the reparameterization trick
(Kingma and Welling, 2013) to draw the latent vec-
tor z:

z=p+o-€ €e~N(O]I). (2)

Causal Graph before Intervention Causal Graph after Intervention

e
Gﬁ‘ﬂ

Oz
L~

Figure 2: (left) Our proposed causal model for counter-
factual detection. (right) The causal graph after remov-
ing arrows from D¢pp to H and Dty to Xy, eliminat-
ing spurious effects of the label and topic biases.

(i) Counterfactual
Detection module

Then, we normalize z with the softmax function to
attain the topic representation 0 as:

0 = softmax(z). 3)

Topic Decoder. Given the topic representation 6,
the decoder’s task is to reconstruct the original in-
put Xpow as X'pow. It performs the sampling process
to extract the word distribution:

e For each word w € Xpow, draw w ~
softmax(f4()),

where f, denotes a ReLU-activated non-linear
transformation. In the ensuing sections, we des-
ignate the weight matrix ¢ = (¢q, ¢, ..., Px) €
RV*E of fe as the topic-word distribution, in
which V and K denote the vocabulary size and
the number of topics, respectively. We also lever-
age the topic representation @ as global semantics
to enhance the counterfactual detection module.

3.3 Causal Perspective into Counterfactual
Detection

To investigate the relation among factors in our
counterfactual detection system, we propose a
structural causal graph (SCG) in Figure 2. Our
graph includes vertices, direct edges, and two sub-
graphs for denoting random variables, causal ef-
fects, with the pre-intervened and post-intervened
states, respectively.

SCG for Topic Modeling. In this component, the
topic bias Dty is the confounder that influences
variables 6 and Xpow in the neural topic model.

* Xpow < Dtm — 0: This backdoor path elic-
its the spurious correlation between Xy and
0 instances. In topic modeling, neural topic
models have a tendency to align documents
with a repetitive set of topics.
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e 0 — H: Because of the confounder Dy, the
inferred global semantics might comprise ir-
relevant entries that do not represent the true
semantics of the document. Therefore, the fal-
lacious semantics could become detrimental
noise to adulterate the hidden representations
h, which is the direct input to the counterfac-
tual classifier.

SCG for Counterfactual Detection. This com-
ponent delineates causalities among four variables
in counterfactual detection: input sequence .S, en-
coded content H, output prediction Y, and the im-
balanced label bias D¢gp. In detail, the imbalanced
label distribution confounds both the predicted out-
put Y and variable H, leading to erroneous corre-
lation between H and Y.

* H < Dcpp — Y specifies the effect of
Dcpp on hidden representations. In prac-
tice, the overwhelming population of the neg-
ative label in counterfactual datasets might
result in learned representations that mostly
express non-counterfactual features, thus driv-
ing the detection model towards the non-
counterfactual response during prediction.

Causal Intervention on Textual Representations.
We now present the method to remove the con-
founding effects. To obtain the deconfounded repre-
sentations, we capture the causal effect from Xpow
to 6 and from H to Y via the Causal Intervention
technique, i.e. Backdoor Adjustment (Pearl, 2009),
with the following theorem to remove the arrow
from Dy to Xpow and Depp to H.

Theorem 1. (Backdoor Adjustment (Pearl, 2009))
Let o € {y,0}, i € {Xpow,h}, and n €
{dr™m, dcrp}. Then,

p(oldo(i)) = p™(oldo(i)

Zp oli,n)

“4)
This theorem shows that we can model the decon-
founded likelihood p(o|do(7)) through estimating
pN=1(0li,n) and p(n). We will expound the im-
plementation of p(o|do(i)) to assist the model in
predicting counterfactuality in Section 3.4 and de-
confound neural topic model in Section 3.5.

3.4 Model Implementation

Our overall framework is illustrated in Figure 3.
NTM for Text Encoder. To address the issue of
model reliance on clue phrases in counterfactual

detection, we propose to condition contextualized
representations on global semantics yielded by the
neural topic model.

Initially, we append the special token [CLS] to
the beginning of the input sequence. Then, the text
encoder converts each discrete token w; into the
hidden vector h; as:

hicrg); hi, ..., hyg = TextEncoder([CLS],

Wi, --- ,'IU|S|).
We insert global semantics @ of the input .S into the
encoded information:

h'°P = tanh(Linear([h;, 6]), (6)

K3
where [,] denotes the concatenation operator.
Causal Intervention for Predicting Counterfac-
tuality. As mentioned in Section 3.3, we propose
to debias hidden vectors from the imbalanced label
bias. To this end, we set p(dcrp) = ﬁ, where )
is the set of groundtruth labels. Formally, the Eq.
(4) becomes:

p(yldo(c) [®] ZP yle,dcrp).  (7)

dcrp

Because of dcpp, we need to incorporate the label
information into p(y|c, dcpp). We propose that in-
formation of each label exists in the hidden vectors
of the inputs belonging to that label and denote
such set of inputs for each label [ as D;. Inspired
by the prototypical network (Snell et al., 2017), we
extract the information as follows:

Z JcLS) (®)

s = 17 3

Hereafter, we forward both the topic—oriented repre-

sentation hmplc and the label information in hl[CLS]

to the non- hnear layer to classify the counterfactu-

ality as:

h/[CLS] = Linear ([ht[ocpiig],Linear [{hl[CLS]}ley} }) ,
©)

1 /
) = 3] > o (W), (10)
l

where ¢ denotes the sigmoid function.

pcrp = p(y|do(

3.5 Training Strategy

Deconfounding NTM. To deconfound the NTM,
we derive the Eq. (4) as:

(0, Xpow|d
p6ldo(xien)) = 3 POl

p(drm)
P(Xbow |dT™) '

drm

(11)
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Figure 3: Illustration of the Topic-aware Causal Intervention Framework for Counterfactual Detection. Here the
green component denotes the neural topic model, the purple component the text encoder, and the orange component
our causal intervention operation for counterfactuality prediction.

In NTMs, topics are parameterized as word distri-
butions (Blum and Haghtalab, 2016; Austin, 2011),
similar to Xpoy. Hence, we conjecture that topic
representation is a decomposed variant of each
Xpow»> and we can only fully observe the distribution
of the decompositions as in Figure 1 with the same
number of times we retrieve Xpow. Furthermore, as
the training progresses, the output X'poy Will con-
verge to Xpow. As such, we propose to approximate
Eq. (11) following the propensity score modeling
approach (Rosenbaum and Rubin, 1983):

p(9|d0(Xbow)) ~ Zp(ea leow» dTM))

dt™m
“11 i 0
LIl - 116]]

where ¢ refers to a word in Xpow, and we empirically
add the magnitude of 8. The denominator works
as a normalizer to balance the magnitude of the
variables.

Training Objective. Our framework jointly opti-
mizes the Neural Topic Model and Counterfactual
Detection (CFD) module. To train the CFD module,
we employ the binary cross-entropy loss as:

(12)

‘CCFD(Sa Xbow y) =
—ylog pcrp — (1 — y) log(1 — pcrp).

For the NTM, with the Eq. (12), we obtain the
deconfounded evidence lower bound as:

L (Xbow) = KL(g(2]x)]|p(2))
— Econ(o,1) [108 gy (Xbow[0)]
14
¢ -0
1 L —
2 loB T |9u] ’

i=1

13)

(14)
=7 Ecno

where the first term denotes the Kullback-Leibler
divergence between the prior and posterior distri-
bution, the second term the reconstruction error

of the output compared with the input, the third
term the deconfounded objective in Eq. (12), V
the vocabulary size, and  the hyperparameter to
control the deconfounding effect upon the training,
respectively.

To conclude, our entire architecture is optimized
with the linear combination of the loss functions
Lnt™ and Legp as:

L = Lcrp + ANTMENTM, (15)

where \ denotes the hyperparameter weight to scale
the topic modeling component.

4 Experiments

4.1 Datasets

We evaluate on two prevalent datasets for the
counterfactual detection task, SemEval-2020 (Yang
et al., 2020) and Amazon-2021 (O’Neill et al.,
2021). While SemEval-2020 comprises English
documents, Amazon-2021 covers statements in
three languages, English, Japanese, and Ger-
man. For our experiments, we inherit the original
train/val/test splits. To verify the generalizability
of our methods, we measure our performance on
two other bias-sensitive document analysis tasks,
Paraphrase Identification with the MRPC dataset
(Dolan and Brockett, 2005), and Implicit Sentiment
Analysis (ISA) with CLIPEval from SemEval 2015
task 9 (Russo et al., 2015). These two tasks have
been shown to sustain syntactic phrase and label bi-
ases (Li et al., 2020; Wang et al., 2022). The statis-
tics of the datasets are provided in the Appendix.
For evaluation metrics, we report Matthew’s Corre-
lation Coefficient (MCC) (Boughorbel et al., 2017),
the Accuracy (Acc), and F1 score.
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4.2 Implementation Details

For the topic model, we select the topic number
T = 15 based on the validation performance. Be-
cause at the beginning of the training process, the
reconstructed output xpow does not resemble the
input Xpow, We decide to adapt the linear warm-up
strategy (Gilmer et al., 2021) with the number of
warm-up steps Ny, = 1000 for the value of v be-
fore fixing it to 0.25. We finetune two pretrained
multilingual language models, mBERT (Devlin
et al., 2018) and XLM-R (Conneau et al., 2020)
for the CFD task, and the monolingual BERT (De-
vlin et al., 2018) and RoBERTa (Liu et al., 2019)
for the PI and ISA tasks. All variants are equipped
with a linear layer on top of the pretrained lan-
guage model. Our entire architecture is trained
end-to-end on the A100 GPU, with the batch size
of 16 and Antm of 0.5 for 50 epochs, adopting
Adam optimizer for the learning rate of 10~° and
L2 regularization equal 10~%. For the counterfac-
tual detection and paraphrase identification tasks,
Y = {0, 1}, meanwhile for the implicit sentiment
analysis task, Y = {—1,0,1}.

4.3 Baselines

As baselines, we compare our work against a wide
variety of recent state-of-the-art bias-resolving
causal intervention and data augmentation ap-
proaches for Counterfactual Detection: (i) Stochas-
tic Perturbation (SP) (Wang et al., 2022), lever-
aging word perturbation to causally intervene the
spurious effect of the language bias confounder;
(i) Masking (O’Neill et al., 2021), masking clue
phrases in counterfactual detection to eliminate
their effect upon the training; (iii) Debiased Focal
Loss (DFL) (Karimi Mahabadi et al., 2020), de-
emphasizing the loss contribution of easy biased ex-
amples and direct the model towards hard but less
biased ones; (iv) Product of Experts (Karimi Ma-
habadi et al., 2020), aggregating the predictions of
two models, one trained with the biased and the
other with both biased and unbiased examples; (v)
Backtranslation (O’Neill et al., 2021), a data aug-
mentation method on the input level to increase the
number of rare-label samples.

4.4 Comparison with State-of-the-arts

Results on Original Test Sets. We train and test
the baselines and our model on the original test
sets in Table 2. In the English variant of Amazon-
2021 dataset, with mBERT we achieve an improved

accuracy of 1.5 points, and MCC score of 2.4
points with XILM-R. For German documents, our
XLM-R outperforms the baseline using Backtrans-
lation with 1.5 points, while our method adopted
on mBERT enhances the SP approach with 1.0
point in MCC. On the Japanese version, where
the language upholds syntactic and morphological
features separate from English and German, our
mBERT-based and XILM-R-based models accom-
plish absolute enhancements of 5.1 and 1.2 points
in F1 metric, respectively, compared with DFL and
SP, which are the best previous approaches.

On the SemEval-2020 dataset, which is at a
larger scale and concerns diverse domains (O’Neill
et al., 2021), our general performance is also auspi-
cious. In particular, our mBERT system surpasses
the DFL model by a mean MCC of 2.1 points. In
addition, our XLM-R polishes the SP approach by
1.1 points of the F1 score. These results corrobo-
rate that our counterfactual detection model is able
to cope with harmful confounding impacts of dif-
ferent biases, thus producing more generalizable
representations to attain better performance.
Results on Balanced Test Sets. We randomly sam-
ple 500 samples from each class in the test set of
SemEval-2020, then evaluate our method in Ta-
ble 3. As can be seen, our method surpasses the
best previous baseline, i.e. Backtranslation, with
a significant margin of 1.5 points of accuracy for
the mBERT variant, and surpasses DFL with 2.8
points of MCC for the XLLM-R variant. These re-
sults verify that our causal intervention technique is
able to mitigate the confounding effect of the class
imbalance and makes the CFD model impartially
consider the counterfactual and non-counterfactual
choices when making prediction.

4.5 Zero-Shot Cross-lingual Evaluation

To clearly confirm whether our methods have the
ability to deal with the bias of clue phrases, we con-
duct the zero-shot cross-lingual evaluation. In par-
ticular, we proceed to finetune the standard mBERT,
XILM-R, and our counterfactual detection archi-
tectures on the Japanese portion of Amazon-2021
dataset, then directly validate the performance on
the English portion, and similarly we finetune the
models on the German training set and test them
on the Japanese test set. We indicate the results in
Table 4 and 5.

As can be observed, our model is capable of
enhancing zero-shot cross-lingual counterfactual
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Amazon-2021 (CD) SemEval-2020 (CD) MRPC (PI) CLIPEval (ISA)

Methods En De Jp En En En

Acc  MCC F1 Acc  MCC F1 Acc  MCC F1 Acc  MCC F1 Acc  MCC F1 Acc  MCC F1
mBERT/BERT 91.79 7229 79.19 90.79 77.02 93.00 9293 60.87 5893|9439 68.87 71.83|91.75 83.86 91.35|83.10 73.79 80.67
w/ DFL 93.88 81.70 81.30 91.11 79.58 9347 94.00 66.61 69.89 | 96.63 81.23 82.80 | 92.15 84.62 91.69 | 85.25 77.22 83.76
w/ PoE 94.03 82.72 81.54 9090 7853 93.32 93.79 66.23 69.74 | 9533 77.66 80.00 | 92.23 85.61 91.73 | 84.18 76.16 82.37
w/ Backtranslation | 94.03 83.07 81.89 90.26 73.51 9247 9325 6250 60.27 | 9594 79.18 80.99 | 92.30 8595 91.75 | 83.10 7422 82.33
w/ Masking 9343 78.60 81.01 9143 79.79 9389 93.68 64.28 68.02 | 95.81 7873 80.84 | — — — — — —
w/ SP 93.63 81.19 81.21 91.65 81.06 93.86 93.61 62.76 66.83 | 95.08 77.35 79.02 | 92.38 86.53 91.76 | 84.44 76.97 83.13
Our Model 9552 86.37 83.05 92.29 82.08 9440 9529 73.79 75.00 | 96.97 83.31 84.81 | 93.65 87.38 93.20 | 86.79 79.28 85.00
XLM-R/RoBERTa | 92.63 73.16 82.89 90.55 80.18 93.37 9296 64.70 67.25 | 9443 83.68 85.05|91.25 8846 9275 | 88.16 81.31 85.78
w/ DFL 94.66 8522 8346 90.84 80.32 93.53 9440 7421 75.68 | 9641 8443 8556|9392 88.99 94.05 | 8841 81.64 85.89
w/ PoE 94.52 8490 83.09 90.86 80.58 93.74 94.12 7323 75.59 | 96.43 84.55 85.87 | 93.50 88.91 93.75 | 87.87 80.80 84.99
w/ Backtranslation | 94.95 85.85 83.81 91.79 81.02 93.99 9433 73.75 75.67 | 9586 84.36 8543 | 93.34 88.78 93.62 | 87.60 80.48 84.86
w/ Masking 9420 8375 8296 90.21 79.75 9325 9457 7444 7573|9579 8422 85.11 — — — — — —
w/ SP 9540 86.35 83.87 91.18 80.76 93.87 94.87 75.03 76.85|96.77 85.18 86.34 | 94.60 89.22 94.17 | 8841 81.69 87.03
Our Model 96.85 88.74 84.44 92.51 8249 9457 9582 76.01 77.97 | 97.44 86.09 87.44 | 9555 91.05 95.14 | 89.49 83.55 88.07

Table 2: Numerical results on original test sets of the Counterfactual Detection (CD), Paraphrase Identification (PI),
and Implicit Sentiment Analysis (ISA) tasks. We respectively bold and underline the best and second-to-best results.

SemEval-2020

Methods Acc MCC  FI

mBERT 85.75 | 74.21 | 83.55
w/ DFL 91.48 | 83.53 | 90.94
w/ PoE 90.45 | 82.01 | 89.60
w/ Backtranslation | 91.68 | 83.21 | 91.54
w/ Masking 89.53 | 80.28 | 88.52
w/ SP 90.60 | 81.92 | 89.94
Our model 93.13 | 86.52 | 92.84
XLM-R 88.95 | 79.69 | 88.04
w/ DFL 92.78 | 86.01 | 92.38
w/ PoE 91.33 | 83.50 | 90.66
w/ Backtranslation | 92.48 | 85.94 | 92.49
w/ Masking 90.60 | 82.15 | 89.83
w/ SP 89.40 | 80.13 | 88.25
Our model 94.33 | 88.83 | 94.14

Table 3: Numerical results on balanced test sets of the
CFD task on the SemEval-2020 dataset.

Jp — En De — Jp
Models . "McC FI A MCC FI
mBERT _ 91.83 4978 5281 8084 4054 4492
Our Model 9340 5941 60.71 91.54 50.10 54.34

Table 4: Cross-lingual Zero-shot mBERT results on the
Amazon-2021 dataset.

detection capacity of both mBERT and XLM-R,
surpassing mBERT with a large margin of 1.6 and
XLM-R with 1.1 points in accuracy for the English
test set. For the Japanese test set, we outperform
mBERT and XLM-R with 9.6 points of F1, and
9.7 points of MCC, respectively. These results
substantiate that our methods can mitigate the clue
phrase bias in the language models.

4.6 Adaptability to Other Bias-sensitive Tasks

Experimental results in PI and ISA tasks are given
in Table 2. For the MRPC dataset, our BERT model
performance exceeds the one of the SP method by
1.3 points in accuracy, and 1.4 points in F1. With
respect to the ROBERTA backbone, we also surpass
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Jp — En De — Jp
Models . "McC  FI  Acc MCC  FI
XLM-R 9270 6155 6283 87.87 4582 5049
Our Model 93.85 6279 6435 89.19 5556 51.67

Table 5: Cross-lingual Zero-shot XLM-R results on the
Amazon-2021 dataset.

Methods Acc MCC F1
Our Model 95.52 86.37 83.05
w/o Debiased CFD Objective 94.63 83.75 82.96
w/o Deconfounded Topic Model  94.33  83.29  82.52
Objective

w/o Neural Topic Model 9343 80.59 82.40

Table 6: Results from ablating different deconfounding
components on the English Amazon-2021 dataset.

the SP method by 1.8 points of MCC, and 1.0 point
of F1. Regarding the CLIPEval dataset, integrating
our approaches into BERT and RoBERTa extends
the performance with 2.1 points in MCC, and 1.1
points in accuracy, respectively.

Those aforementioned results have shown that
our methods have the capability of tackling biases
in not only counterfactual detection but also other
natural language understanding tasks.

4.7 Ablation Study

Effect of Deconfounding Components. In this
ablation, we experiment with removing each com-
ponent that helps the model deconfound. Partic-
ularly, we train and test the ablated mBERT on
the English portion of the Amazon-2021 dataset.
As shown in Table 6, solely employing one of the
elements does enhance the overall counterfactual
recognition, but being less effective than the joint
approach. Without combining the deconfounding
mechanisms, the model might not be able to cope
with multiple biases.

Effect of Global Semantics. Here, we investi-
gate the performance of our method when utiliz-
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Figure 4: Attention weights of the [CLS] token to all other words, and output scores of mBERT and Our Model.
The score is in range [0, 1]. The input: “The girlfriend was annoying, and it made me wonder if any man in his right
mind would have put up with her behavior as long as he did.”

Methods Acc MCC F1

XLM-R + NTM 92.51 8249 94.57
XLM-R + PFA 91.86 81.09 94.09
XLM-R + LDA 91.97 81.83 94.25

Table 7: Ablation results with various types of global
semantics on the German Amazon-2021 dataset.

Percentage

Input: | was in the market for ear buds that seal off

0.09 1 your ear while being able to control my iPhone.

0.08 -
0.07 -
0.06 -
0.05 -
0.04 -
0.03 -
0.02 -

0.01 -
Topics
0.00 -

Topic 3: headset headphone bose radio earpods designs
Topic 6: shopping purchased products storing remain receiving

Topic 14: phone system notebook macbook store installing

Figure 5: Topic Percentages and inferred Top Topics
from Figure 1 after Causal Intervention.

ing conventional topic models. We consider two
choices, i.e. Poisson Factor Analysis (PFA) and
Latent Dirichlet Allocation (LDA), and finetune the
XML-R model on the German subset in Amazon-
2021. As can be seen in Table 7, NTM burnishes
the counterfactual detector more effectively than
traditional topic models. More results on the two
ablation experiments can be found in the Appendix.

4.8 Case Study

Impact of Causal Intervention on Attention
Logits. Here we randomly select one example
from Table 1 and visualize the average attention
scores in the heads of all layers of the [CLS] to-
ken to the remaining words. As shown in Figure 4,
whereas mBERT’s [CLS] strongly pays attention to
clue phrases“if” and “would have”, our model dis-
tributes the attention impartially and emphasizes
content words, such as “annoying”, “man”, and
“behavior”. This could help to explain our more
reasonable prediction than mBERT. We provide
attention visualizations of other examples in the
Appendix. These visualizations demonstrate that
our approach can resolve the confounding influence
of clue phrases and improve model prediction.

Impact of Causal Intervention on Topic Distri-

bution. In Figure 5, we obtain topic representation
from our neural topic model for the document of
the Amazon-2021 dataset in Figure 1, and then
count the percentage of documents sharing the top
topic, i.e. possessing the largest likelihood. Differ-
ent from Figure 1, our deconfounded topic model
does not lean towards a subset of topics to assign
top probabilities. Moreover, all three leading topics
reveal the semantics of the document, which con-
cerns headset, shopping, and phone. These results
demonstrate that our approach is capable of resolv-
ing the topic bias phenomenon to produce faithful
global semantics for counterfactual detection.

5 Conclusion

In this paper, we propose a causal intervention
framework that discovers biases in the counterfac-
tual detection problem. In order to cope with clue
phrase, topic, and label biases, we propose to utilize
global semantics and extend the training strategy
with deconfounding training objectives. Compre-
hensive experiments demonstrate that our model
can ameliorate detrimental influences of biases to
polish previous state-of-the-art baselines for not
only the counterfactual detection but also other
bias-sensitive NLU tasks.

6 Limitations

We consider the following two limitations as our
future work: (1) Extend the problem to circum-
stances with multiple observable confounding vari-
ables. The problem will become more complex if
additional confounding factors are explicitly taken
into account. Studying such complex scenario is
potential to enhance the applicability and our under-
standing towards the proposed debiasing technique;
(2) Explore the impact of causal intervention on
generative tasks. We have only verified the effec-
tiveness of causal intervention in discriminative lan-
guage models. Whether the effectiveness applies
for generative tasks such as machine translation,
document summarization, etc., remains an open
problem and interesting research direction.
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A Attention Visualization

In this section, we visualize the attention weights of the [CLS] token to the words of the examples in
Table 1.

Our model output: 0.5501, mBERT output: 0.0197; Label: 1 Il.OO
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Figure 6: Attention weights of the [CLS] token to all other words, and output scores of mBERT and our model. The
score is in range [0, 1]. The input: “It doesn’t work as well as I was hoping it would, it is a waste of money.”
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Figure 7: Attention weights of the [CLS] token to all other words, and output scores of mBERT and our model. The
score is in range [0, 1]. The input: “I don’t like to go into the plot a lot. The blurb represents the book fairly.”
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Figure 8: Attention weights of the [CLS] token to all other words, and output scores of mBERT and our model. The
score is in range [0, 1]. The input: “Who would have thought a pillow could make such a difference.”
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Figure 9: Attention weights of the [CLS] token to all other words, and output scores of mBERT and our model. The
score is in range [0, 1]. The input: “It would have been, people would say, worse than Watergate.”
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Figure 10: Attention weights of the [CLS] token to all other words, and output scores of mBERT and our model.
The score is in range [0, 1]. The input: 7 + — ¥ =7 — h FHFE XNV = L, EACIEE

3B,

B Dataset Statistics

In this section, we present the statistics of all the datasets pertaining to Counterfactual Detection, Para-

phrase Identification, and Implicit Sentiment Analysis tasks.

Dataset Variant Train Val Test #Pos #Neg #Neutral #Posin Test #Negin Test Total

En 4018 335 670 954 4069 - 131 539 5023

Amazon-2021 De 5600 466 934 4840 2160 - 650 284 7000
Ip 5600 466 934 667 6333 - 96 838 7000

SemEval-2020 En 13000 - 7000 2192 17808 - 738 6262 20000
MRPC En 49184 2000 2000 23493 29691 - 907 1093 53184
CLIPEval En 1347 - 371 580 796 342 216 155 1718

Table 8: Statistics of the Datasets.

C Additional Ablation Studies

Impact of Deconfounding Components. We compare our model with its ablated variants in all subsets
of the Amazon-2021 dataset. As can be observed in Table 9, jointly utilizing deconfounded neural topic
model and debiased objective can tackle the clue phrase, label, and topic biases, leading to the largest

overall improvement.

Methods En De Jp

Acc MCC Fl Acc MCC Fl Acc MCC Fl
Our Model 95.52 86.37 83.05 92.29 82.08 94.40 95.29 73.79 75.00
w/o Debiased CFD objective 94.63 83.75 8296 92.15 81.49 9436 94.87 73.13 73.61
w/o Deconfounded Topic Model objective 94.33 83.29 82.52 9194 81.31 94.19 94.80 72.78 71.66
w/o Neural Topic Model 93.43 80.59 8240 91.76 81.20 94.05 9472 72.60 71.09

Table 9: Results of subsequently pruning deconfounding components on the Amazon-2021 dataset.

Impact of Global Semantics. In addition to the results in Table 7, we execute our model with different
topic models on other languages of the Amazon-2021 dataset. The results are shown in Table 10.

Methods En De Ip

Acc MCC F1 Acc MCC F1 Acc MCC F1
XLM-R+NTM 96.85 88.74 84.44 9251 8249 94.57 9582 76.01 77.97
XLM-R+PFA 96.63 87.19 8397 91.86 81.09 94.09 95.72 7546 77.68
XLM-R+LDA 9640 87.11 83.10 9197 81.83 94.09 95.18 75.07 77.53

Table 10: Results with heterogeneous topic models on the Amazon-2021 dataset.
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Abstract

This article deals with the syntactic analysis
of German-language poetry from different cen-
turies. We use Universal Dependencies (UD) as
our syntactic framework. We discuss particular
challenges of the poems in terms of tokeniza-
tion, sentence boundary recognition and special
syntactic constructions. Our annotated pilot
corpus currently consists of 20 poems with a
total of 2,162 tokens, which originate from the
PoeTree.de corpus. We present some statistics
on our annotations and also evaluate the auto-
matic UD annotation from PoeTree.de using
our annotations.

1 Introduction

For many years, poetry played a rather subordi-
nate role in the field of Natural Language Process-
ing. With the emergence of the field of Digital
Humanities, the interest in computational methods
for philological questions has increased consider-
ably.

It is often assumed that the particular repetitive
structures and patterns of poems serve, among other
things, to support memorization. These structures
prominently include meter and the rhyme scheme.
Many computational approaches to the analysis
of poetry have focused on these features, such as
the work by Bobenhausen and Hammerich (2015);
Haider (2023, 2021); Delente and Renault (2017),
who automatically analyze phonological features
like meter and rhyme in English, German and
French poetry (also see the overview in De Sisto
et al., 2024).

On a more abstract level, syntactic patterns can
also support memorization, e.g. by using the same
syntactic structure several times. Lee and Kong
(2012) investigate and compare such constructions
in poems of two Chinese poets under the name
‘parallel couplets’, which refers to semantic or syn-
tactic correspondences between two lines.

Another syntactic phenomenon that is specific
to poems is unusual word order, which often re-
sults from metrical constraints. A special case is
the enjambment, in which the elements of a syn-
tactic phrase are separated by spreading them over
two lines, whereby special retarding effects can
be achieved. Enjambment has been examined by
Ruiz Fabo et al. (2017) and Hussein et al. (2018).

Syntactic annotations of poems are also interest-
ing for other reasons. For instance, DeHass (2024)
uses them to compare paratactic vs. hypotactic style
in Latin colloquial texts, poetry, and prose. Syntax
annotations can in general facilitate access to the
content of a text and, e.g., allow for easy retrieval of
(syntactically and semantically) related units such
as entities and their properties, or events and their
participants, as suggested by Bamman (2020) for
literary texts.

For a long time, such studies could only be car-
ried out on a rather small amount of data that has
been manually annotated by experts. Examples
of such manually-created poetry treebanks are the
York-Helsinki parsed corpus of Old English po-
etry (YCOEP)! (Pintzuk and Leendert, 2001), the
Ancient Greek and Latin Dependency Treebank
(AGLDT)? (Bamman and Crane, 2011), which
comprises a subset of poetic texts, and the tree-
bank of Classical Chinese poems (Lee and Kong,
2012).

Only recently has there been work on the auto-
matic syntax analysis of poems and the first po-
etry treebanks have been generated automatically,
such as the diachronic treebank of Spanish Sonnets
(Ruiz Fabo et al., 2017), the treebank of Classi-
cal Arabic poetry (Al-Ghamdi et al., 2021), or the
PoeTree treebank with poems in ten different lan-
guages (Plechac et al., 2024). All three treebanks
were automatically annotated by generic parsers

1https://www—users.york.ac.uk/~1ang18/pcorpus.
html
2http://perseusdl.github.io/treebank_data/
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that were not specifically trained for poems because
no training data was available (see Section 4.2 for
evaluation results).

Our work aims to contribute to the creation of
training and evaluation data for the syntactic analy-
sis of poetry. Our paper deals with the analysis of
German-language poems from different centuries.
We use the framework of Universal Dependencies
(UD, de Marneffe et al., 2021) and discuss some
difficulties for annotation that arise due to the pe-
culiarities of poems. We manually annotate a pilot
corpus of 20 poems with 2,162 tokens, following
the guidelines proposed by Dipper et al. (2024),
who define a set of customized labels for German.

Our data comes from the PoeTree corpus, that
has been automatically annotated with UD trees by
UDPipe (Straka, 2018). We evaluate the UD trees
by means of our manually created annotations. For
the evaluation, we map the customized labels back
to UD labels. The main contributions of this paper
are:

* A pilot UD treebank of currently 20 German-
language poems from different centuries,
which are available under a free license.?

* An in-depth discussion of the specific chal-
lenges of (German) poetry.

* A first evaluation of the automatic analyses
from UDPipe.

2 Data

The data for our study comes from the PoeTree
corpus, which consists of more than 330,000 po-
ems with 89,000,000 tokens from 10 European lan-
guages (Plech4c et al., 2023; Plechac et al., 2024).4
All poems have been annotated automatically with
UD-style dependencies using UDPipe 2.0 (Straka,
2018). However, only the annotations of the Czech-
language subcorpus have already been evaluated
(Cinkova et al., 2024) (see Section 4.2).

The German-language sub-corpus of the
PoeTree corpus, called PoeTree.de (Bobenhausen
and Hammerich, 2015; Haider, 2021) consists of
74,000 poems. The automatic annotations com-
prise lemma, inflection features, universal part-of-
speech (POS) tags, language-specific POS accord-

3The corpus is available at
gitlab.ruhr-uni-bochum.de/vamos-cl/

ud-for-german-poetry.
*Version 0.0.2, https://versologie.cz/poetree/.

https://

Mean = SD  Total
Tokens  108.1 =92.8 2,162
Lines 157 £ 15.1 314
Stanzas 49+ 57 97

Table 1: Statistics on the annotated German sub-corpus:
mean number and standard deviation of tokens, lines
and stanzas per poem.

ing to the STTS tagset (Schiller et al., 1999) and
UD-style dependency relations.

We randomly selected 20 poems from
PoeTree.de, see Table 1 for an overview and
Table 6 in Appendix A for more details. Standard
deviations are very large and show that the
poems differ greatly with regard to their size.
For annotating dependency relations, we use the
manual annotation tool INCEpTION (Klie et al.,
2018). Each poem was annotated once, by one
of the authors, and difficult cases were discussed
together.

3 Poetry-Specific Issues

In this section, we discuss selected special fea-
tures of poetry that pose a challenge for automatic
language processing. The focus is on German-
language poetry; many of the challenges, however,
also arise for poetry in other languages.

3.1 Word forms and tokenization

Poetry belongs to non-standard language data in
several respects. For example, capitalization is of-
ten handled differently than in standard language,
e.g., some poems are written entirely in lower case.
In the poems of our corpus, the first word of a
line is usually capitalized, whereas in standardized
spelling in German only sentence beginnings and
nouns are capitalized, so that the unusual capital-
ization sometimes results in incorrect POS tags.
For instance, in (1) the verb schreibe ‘write’ occurs
twice. The first (lowercase) instance is correctly
tagged in the corpus with VVFIN (finite verb), the
second (capitalized) instance is incorrectly tagged
with NN (noun).

(1) Da sitz ich am Tisch und schreibe,
Schreibe wie mir es gliickt,
‘I sit at the table and write, write the way I
manage.” Source: 00-1734-0000-0002-9F08-4#0°

SID as provided in the PoeTree.de corpus.
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Due to the meter, word forms can be shortened
(elision) or lengthened (epenthesis). Elisions are
often marked by an apostrophe, which can be prob-
lematic for tokenization. For example, the elision
in heil’gen ‘holy’ in (2), which stands for heiligen,
has been split into three tokens heil, apostrophe
and gen in PoeTree.de.® We annotate such partial
tokens with the UD relation goeswith.

(2) Liebste, lafs in Dir die Schauer
Weben dieser heil’gen Nacht,
‘Dearest, let the shivers of this holy night

weave in you,’ Source: dta.poem.21583

Another difficulty is the UD treatment of con-
tracted prepositions plus articles, which are very
common in German, e.g. am ~ an dem ‘at the’. In
UD style (and in the PoeTree data), such contrac-
tions are split and treated as two words, each anno-
tated with its own UD relation (cf. Griinewald and
Friedrich, 2020).” In (manual) annotation of poetry,
this procedure is problematic: on the one hand, the
meter is no longer correct due to the inserted sylla-
ble, and on the other hand, there are differences in
meaning between the contracted and the split form,
i.e., one form cannot be replaced equivalently by
the other (see, e.g., Cieschinger, 2016). Moreover,
split forms are highly marked in German and make
up less than 10% of the occurrences in a newspaper
and a web corpus (Cieschinger, 2016, p. 6), i.e.,
the UD tokenization applied in PoeTree.de makes
it harder to understand the poems. Annotators of-
ten have to re-merge the preposition and the article
mentally when annotating in order to understand
the meaning of a poem correctly. For example, the
phrase aufs Neue ‘anew’ — shortened to aufs neu’
in the poem line shown in (3) — is rendered as auf
das neu’ ‘on the new’ in PoeTree.de. The line with
the split form could mean something like ‘always
hope for the new’, which is clearly not the correct
meaning and does not fit the context.

(3) Und was dir fehlschlug, hoffe stets aufs neu’
‘And what you have failed, always hope anew’
Source: 00-1734-0000-0002-B719-B#0

SThe partial tokens exist as independent words: heil means
‘sound’ and gen is an obsolete preposition meaning ‘towards’.
Presumably this leads to the incorrect tokenization.

"Also see the distinction between tokeniza-
tion and word segmentation in the UD Guidelines
https://universaldependencies.org/u/overview/
tokenization.html: Tokens are defined orthographically
in UD and are marked by whitespace. Words are defined
syntactically and, consequently, clitics are split off and
contractions are undone.

Note that the original form aufs ‘on the’ is
recorded in the ‘multiword’ entry in the JSON
format of the PoeTree.de treebank and could be
used in the dependency annotation. However, a
new, complex dependency label would then have
to be introduced for the contracted forms (e.g.
case+det). This would deviate from the UD guide-
lines, though, and the automatically generated anal-
yses of PoeTree could no longer be evaluated di-
rectly, which is why we have annotated the split
forms.?

3.2 Sentence boundaries

Another feature is the non-standard punctuation of
poetry, which, together with the unusual capital-
ization, means that sentence boundaries are often
not correctly determined and, for example, argu-
ments or modifiers are not located in the same sen-
tence segment’ as their head. This causes problems
for syntax analysis, since dependencies are usually
only marked within a sentence. In our manual anno-
tations we have treated incorrect sentence segments
as follows:

1. If there are several sentences in one sen-
tence segment, link them by the relation
parataxis.

2. If two incomplete fragments are distributed
over two sentence segments, each fragment is
annotated as usually, but only those relations
that apply within the segment are annotated.
Note that such fragments are not linked to
other parts of the sentence with the relation
parataxis, so that there can be several roots
within a sentence segment in our corpus.

An example is given in (4), which consists of
one sentence. The double slashes *“//” indicate
the (incorrect) sentence boundaries as defined in
PoeTree.de. This means that several central rela-
tions are missing, see the annotations shown in
Figure 1: Meinem Herzen ‘to my heart’ is gov-
erned by the verb reiche ‘give’ as a dative object,
von der Schlange ‘from the snake’ belongs to the
verb gebissen ‘bitten’.

81n some UD treebanks, e.g. in the German-LIT treebank
(Salomoni, 2017, 2021) or in the NArabizi treebank (Seddah
et al., 2020), such contracted forms are preserved in their
original form and composite POS tags are used, e.g. P+DET
in NArabizi. However, at the dependency level, these forms
are annotated by the label case only, so that the information on
the determiner is not represented in the dependency relations.

We refer to the (potentially incorrect) sentences as defined
in the PoeTree.de corpus as “sentence segments”.
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deiner Lippe Terjak , der es

heile . dar !

Figure 1: Annotation of the fragments of Ex. (4); screenshot of INCEpTION.

(4) Meinem Herzen, wund gebissen [/
Von der Schlange: deinem Haar,
Reiche hold in deiner Lippe
Terjak, der es heile, dar!
“To my heart, bitten sore from the snake, [i.e.]
your hair, give in your lip Terjak [a medical
concoction], which heals it!’
Source: 00-1734-0000-0003-2E39-A#0

In Example (4) the fragments each form a com-
plete subtree, with the roots gebissen ‘bitten’ and
Schlange ‘snake’. In other cases, however, the
heads of the fragments can also be in the other
sentence segment, so that individual words then re-
main unrelated. For example, in (5) the verb head
tragen ‘bear’ only occurs in the second sentence
segment, so that its dependents in the first segment
— the comma, the conjunction dass ‘that’ and the
prepositional phrase auf der Wiese ‘in the meadow’
— remain unrelated, see the annotations in Figure 2.

(5) Erhebe dich, dass auf der Wiese I/
Durch deines Wuchses hohes Streben
Zipressenbdume Friichte tragen
‘Arise, so that in the meadow through your
growth’s high aspiration cypress trees bear
fruit’ Source: 00-1734-0000-0003-28BA-1#0

A final example is (6), in which the repeated
instances of Geduld! ‘patience’ are separated by a
(false) sentence boundary due to the exclamation
mark.

(6) Geduld! Il
Geduld! — die ew’gen Sterne gehn
Doch ihren Pfad.
‘Patience! Patience! — the eternal stars go but
their path.” Source: 00-1734-0000-0002-B719-B#0

3.3 Poetry-specific constructions

Repetitions Repetitions are a typical feature of
poetry. We have already seen examples in (1) and
(6), another example is (7), where mein Herz ‘my
heart’ is repeated three times in a row. We annotate
such repetitions like lists, but with a special label,
list:rep.!0

(7) Das Meer hat seine Perlen,
Der Himmel hat seine Sterne,
Aber mein Herz, mein Herz,
Mein Herz hat seine Liebe.
‘The sea has its pearls, the sky has its stars,
but my heart, my heart, my heart has its love’
Source: dta.poem.10555

Anacoluthon Sentence interruptions (anaco-
lutha) are also a typical feature. In Example (8),
the first and third lines each begin with a free rela-
tive clause (Die noch schlafen ‘who still sleep’, Die
noch keimen ‘who still germinate’), which is not
integrated into the surrounding clauses and whose
referent therefore remains vague.

!0This label is a customized UD label using the notation

universal:customized (see for example the already existing
aux:pass for passive auxiliaries, de Marneffe et al., 2021).
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Figure 2: Partial annotation of the fragments of Ex. (5); screenshot of INCEpTION.

(8) Die noch schlafen, aus den Wiildern
Rauscht’s wie leiser Vogelsang,
Die noch keimen, von den Feldern
Bliiht’s wie Duft das Thal entlang.
‘Who still sleep, from the woods it rustles like
soft birdsong, who still germinate, from the
fields it blossoms like fragrance along the

valley.’ Source: dta.poem.21583

We annotate such interruptions with the label
parataxis, as proposed by Paccosi et al. (2023)
(see their example (3)). However, parataxis cap-
tures a rather heterogeneous class of relations, such
as unconnected sentences and also parentheses. We
currently also annotate cases in which a sentence
boundary is missing (see Section 3.2) with this la-
bel. Additional subtypes for differentiation should
possibly be defined here.

4 Results

In this section, we present selected statistics from
our annotations. In the second part, we evaluate
the automatic annotations of PoeTree.de.

4.1 Selected statistics

We first compare the distributions of the different
labels with the two corpora for modern German
from Dipper et al. (2024), which were annotated
according to the same UD scheme. These corpora
originate from the GSD treebank and contain mod-
ern news and reviews. Since all three corpora are
rather small,'! we truncate all extended labels (e.g.
obl:arg) and map them to the basic labels (obl).
Table 2 shows the 10 most frequent labels in the
three text types. Six of the labels (punct, det,
nsubj, advmod, case, obl) occur in all three
text types and their distributions are rather similar.
Coordinations (labels conj and cc) are typical for
reviews and poetry, while they make up less than
3% of the labels in news. The label flat, which

""News: 100 sentences with 1,872 tokens; reviews: 100
sentences with 1,341 tokens.
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News Reviews Poetry
punct 16.2 punct 13.5 punct 16.9
det 13.5 advmod 12.5 det 14.4
nsubj 8.6 det 11.0 nsubj 10.2
case 8.6 nsubj 9.3 advmod 8.6
advmod 7.1 case 8.1 case 6.9
obl 5.9 obl 6.0 obl 6.3
nmod 4.8 obj 4.6 obj 5.2
amod 4.7 conj 4.4 conj 4.4
flat 3.8 cc 4.3 cc 39
aux 3.7 aux 4.0 amod 3.2
Total 1,772 1,241 1,962

Table 2: The 10 most frequent dependency labels in the
poetry, news and reviews data, along with their relative
frequencies (ignoring root and unspecified labels). The
last line specifies the total number of labels in the re-
spective data set.

is mainly used to annotate complex proper names,
is typical for news; in reviews it occurs with 1.1%,
in poetry not at all. The label aux, which is used
to annotate modal verbs and auxiliaries, occurs in
poetry with 2.3%, i.e. less often than in reviews
and news.

We also compare the distributions of all labels
using Spearman’s rank correlation coefficient 7,
which compares the ranks of the labels in the
three text types, and the Jensen-Shannon distance,
which is a symmetric and normalized variant of
the Kullback-Leibler divergence and compares the
probabilities of the labels with each other.!?

Table 3 shows that with both measures, the text
types news and reviews are very similar to each
other (high correlation, small distance), while news
and poetry are clearly less similar to each other.
The reviews occupy a position between the other
two text types. The data sets can therefore be
arranged as follows based on their similarities:

2Spearman’s rank correlation coefficient and Jensen-

Shannon distance were calculated with SciPy, https://docs.
scipy.org.



News | Reviews | Poetry
News 1
Reviews 0.94 1
Poetry 0.76 0.83 1
News | Reviews Poetry
News 0
Reviews 0.145 0
Poetry 0.213 0.173 0

Table 3: Pairwise Spearman’s rank correlation coef-
ficient r (top) and Jensen-Shannon distance (bottom)
between the three data sets.

news — reviews — poetry. This result can possibly
be attributed by the fact that poetry has more con-
ceptually oral characteristics and is therefore closer
to reviews than to news.

4.2 Evaluation of PoeTree.de

We compare the automatically created dependency
relations that come with the PoeTree.de corpus
with our manually created gold-standard annota-
tions. As a preprocessing step, we again map the
extended labels to the basic labels. Furthermore,
we remove punctuation marks (i.e. tokens tagged as
$.,%Cor$. according to the STTS tagset) for two
reasons: Firstly, the label punct with which they
are attached to their heads is the most frequent one
(see Table 2) but of little interest for the analysis
of syntactic structure. Therefore, removing them
makes the evaluation more informative. Secondly,
for long sequences of parataxis, we systemati-
cally deviated from the UD guidelines for the label
punct in that we attached it to the head of the last
clause rather than the root node of the whole sen-
tence to avoid overly long dependency arcs, thereby
facilitating the manual annotation process.

UAS, LAS, CLAS For each poem, we calculate
the following evaluation metrics: Unlabeled At-
tachement Score (UAS), which measures the per-
centage of tokens that are assigned the correct head;
Labeled Attachement Score (LAS), which is the
percentage of tokens that are assigned the correct
head and the correct dependency label; Content-
Word Labeled Attachment Score (CLAS, Zeman
et al., 2017), which calculates LAS only for con-
tent words, ignoring function words. We use the
evaluation script of the 2018 CoNLL shared task.'3

Bhttps://universaldependencies.org/conll118/
evaluation.html.

Metric PT.de GSD PT.cz PDT
UAS 79.6 + 8.7 828 85.0 95.0
LAS 689+ 9.1 78.2 79.7 93.6
CLAS 59.2+10.7 - - -

Table 4: Mean (and standard deviation) for different
evaluation metrics. Column PT.de shows the results of
our evaluation, whereas columns GSD, PT.cz and PDT
show the results of evaluations from others (see the main
text for details).

Table 4 shows the mean (and standard devia-
tion) for each metric (see column PT.de), Figure 3
displays the distribution of scores across all po-
ems. Overall, the results are rather poor. Straka
(2018) reports clearly better results when applying
UDPipe to the German-GSD corpus, which con-
tains newspaper, reviews and web texts (see column
GSD). The LAS scores in particular show a large
gap.

Interestingly, when UDPipe is applied to a sam-
ple of 29 poems (6,591 tokens) from the Czech
PoeTree subcorpus, it clearly outperforms both
evaluations of German data, as reported in Plechac
et al. (2024) (see column PT.cz). However, the
UDPipe parser seems in general to perform better
on Czech data than on German data, as shown by
column PDT in Table 4, which displays the eval-
uation results for UDPipe on the Prague Depen-
dency Treebank (PDT), which consists of Czech
newswire texts. Here the results are even higher.

The performance drop between news or web
texts and other genres are in line with evaluation
results e.g. on aesthetic writings (Salomoni, 2017)
or fiction (Jelinek, 2017), not only for parsing but
also for POS tagging (Haider, 2021) and other NLP
tasks (see the overview in Bamman, 2020).'4

The boxplot for UAS in Figure 3 shows that there
is a very clear downward outlier, with UAS=53.8.
This text also yields poor values for the other mea-
sures: LAS=50.0 and CLAS=37.8. Figure 4 shows
an excerpt of this text with both annotations, the
manual (top) and the automatic ones (bottom). The
excerpt contains a very long coordination of adjec-
tives, each of which is again modified by a preced-
ing adverb. The head noun (Poeten ‘poets’) was

“The Arabic parser used by Al-Ghamdi et al. (2021) (see
Section 1) achieves scores of UAS = 81.52 and LAS = 75.25.
For the treebank of Spanish Sonnets, Ruiz Fabo et al. (2017)
do not provide an evaluation of the automatic parses.
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Figure 3: Distribution of UAS, LAS and CLAS scores.

Manual PoeTree F1  count
advcl ccomp 0.39 7
parataxis  conj 0.28 26
obl nmod 0.28 25
expl obj 0.15 13
iobj obj 0.13 11
nmod obl 0.12 10
iobj obl 0.11 7
expl nsubj 0.09 12
root appos 0.08 9
obl obj 0.08 10

Table 5: Top ten most often confused dependency labels.

introduced in the previous line and is elided in the
next lines. Therefore, in the manual annotation, the
first of the adjectives (begrabenen ‘buried (ones)’)
is treated as a substitute head, from which all fur-
ther conj relations start. The system annotation, on
the other hand, selects the last of the coordinated
adjectives (begliickenden ‘enchanting (ones)’) as
the head. This results in a large number of mis-
matches with regard to the structure and thus the
low UAS value.!?

Label confusion We use the F1 score as defined
in Dipper et al. (2024) to rank the confusions be-
tween labels in a meaningful way, taking into ac-
count how often they were confused but also how

1n this excerpt, there are also two incorrect words: the
forms Langentziickten and Langbegliickten — which do not
exist in German — should actually be klangentziickten ‘sound-
delighted’ and sangbegliickten ‘song-enchanted’. A transla-
tion of the excerptis: ‘The exalted buried ones, and the striving
living ones, the sensible ruling ones, the intimately unfolding
ones, the lovingly shaping ones, the sound-delighted delight-
ful ones, the song-enchanted enchanting ones, at experiences,
at events’.

often they occurred overall.'® We only report con-

fusions that occurred more than five times.

Table 5 shows the corresponding confusions. For
example, seven expressions were manually anno-
tated with advcl and automatically with ccomp.
This distinction in particular also proved to be prob-
lematic in the study by Dipper et al. (2024), who
annotated Middle High German texts. As we have
seen, sentences are often strung together without
an overt conjunction. Here it is often difficult to
distinguish between pure parataxis and coordina-
tion without a conjunction. Other problematic la-
bels concern the arguments of a verb, namely obj,
iobj, expl. The confusion with iobj is partly
due to the different criteria: while in the traditional
UD-Treebanks for German iobj is only used for
ditransitive verbs, the guidelines of Dipper et al.
(2024) follow the suggestion of Zeman (2017), ac-
cording to which iobj is used for all dative objects.

5 Conclusion

We presented an annotation study of German-
language poetry of different centuries with UD-
style syntactic relations. We showed that currently,
the automatic analysis of poetry still seems prob-
lematic. At all levels — tokenization, sentence
boundary determination, tagging, parsing — poems
exhibit special properties that lead to faulty anal-
yses. In this paper, however, only parsing was
evaluated quantitatively.

One could argue that some or even many of
the challenges discussed also apply to other non-
standard language data, e.g. word repetition, ana-
coluthon and elision occur in spoken language, or
deviations from standard spelling is typical of so-
cial media data. However, poets use these phenom-
ena intentionally and deliberately in their poems,
whereas in other data they often occur due to time
pressure or attention deficits.

A major problem is that incorrectly determined
sentence boundaries tear apart dependency-related
phrases. In difficult passages, the correct syntac-
tic relationships often only become clear on closer

18R] is calculated as follows:

aily * azls

2% aili + azlz
with a1 as the manual annotation and a» as the system annota-
tion, and [y, [2 as the labels annotated by the human annotator
and the system, respectively. Possible values are between 0
and 1, where 1 means perfect agreement if [1 = [2, and 0
means perfect disagreement if [1 £ (2.
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