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Introduction

We are thrilled to present the proceedings of this year’s installment of KONVENS (Konferenz
zur Verarbeitung natiirlicher Sprache) held at the University of Vienna from September 10 to
13, 2024. KONVENS is a conference series on computational linguistics established in 1992 or-
ganized under the auspices of the German Society for Computational Linguistics and Language
Technology, the Special Interest Group on Computational Linguistics of the German Linguistic
Society, the Austrian Society for Artificial Intelligence and SwissText.

This year, we received 57 paper submissions, which were peer-reviewed by three reviewers each.
Out of all submissions 39 were accepted (21 long papers, 18 short papers). The work presented
at KONVENS 2024 spans various topics, including sentiment analysis, question answering,
language model evaluation, and the processing of both contemporary and historical languages.
We also see an increasing focus on multilingualism, large language models, and the ethical
implications of natural language processing technologies. These contributions highlight the
ongoing innovation and the importance of addressing both practical applications and theoretical
advancements in computational linguistics. This year’s conference also features research that
tackles the unique challenges of German language processing, alongside studies that explore
cross-linguistic applications. The blend of foundational research and applied studies enriches
the dialogue within our community and pushes the boundaries of what is possible in language
technologies.

We would like to express our heartfelt thanks to all the authors who submitted their work, and a
special thanks to the members of the KONVENS 2024 program committee who dedicated their
time and expertise to ensure the quality of the conference proceedings in the review process.
Your rigorous reviews and thoughtful feedback have been invaluable in maintaining the high
standards of the KONVENS conference series. We are excited for the discussions and colla-
borations that this conference will spark and hope that you find the proceedings insightful and
inspiring.

Sincerely,

Brigitte Krenn (Local Co-Chair)

Dagmar Gromann (Local Co-Chair)

Barbara Heinisch (Local Co-Chair)

Michael Wiegand (Workshop, Tutorials and Shared Task Chair)
Pedro Henrique Luz de Araujo (Proceedings Chair)

Benjamin Roth (Program Co-Chair)

Andreas Baumann (Program Co-Chair)
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Keynote Talk

Constructions all the way down: rethinking compositionality
in LLMs

Leonie WeiBBweiler
UT Austin
Wed, September 11, 2024, 10:00 — 11:00

Abstract: Why are LLMs still not modelling all aspects of language perfectly? Previous works
suggested is their deficits in compositionality, regularly building the meaning of an expression
as a function of its parts. But in fact, human language is not compositional in this way. Ra-
ther, meaning is combined compositionally using constructions, which are pairings of form and
function that vary wildly in shape and scope. This means that to achieve the full creativity and
flexibility of human language, LL.Ms will have to assign meaning to constructions and use this
to build the meaning of expressions. I will show that this is still not adequately handled by
LLMs, and elaborate why construction-compositionality is one of the last remaining challenges
that we must solve on our way to more cognitively plausible language models.

Bio: Leonie Weissweiler is a postdoc at UT Austin Linguistics where she works with Kyle Ma-
howald on the computational learnability of rare linguistic phenomena. She received her PhD
from LMU Munich in July 2024, where she worked with Hinrich Schiitze on the contributions
of Construction Grammar and Morphology to NLP, and vice versa. Her research now focuses
on using language models to discover and test hypotheses in Linguistics, while using insights
from Linguistics to point out issues with language models.
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Keynote Talk
What does it mean for a language model to exhibit a language
understanding ability?

Sebastian Schuster
University College London
Wed, September 11, 2024, 14:00 — 15:00

Abstract: Large language models (LLMs) such as GPTs, Gemini or Llama often provide an-
swers that fulfil user requests, which suggests that the model is at least to a large extent able
to infer the user’s intent and to generate appropriate responses. However, given the open-ended
nature of user requests and model responses, it has been quite challenging to systematically
evaluate to what extent models exhibit specific language understanding abilities. In my talk, I
will focus on one such ability, namely keeping track of how the states of entities change as a
discourse unfolds. I will use this ability as a case study for how different evaluation methods
can lead to different conclusions about model abilities, I will discuss challenges in evaluating
understanding abilities in LLMs and I will consider some recommendations on how to overco-
me some of these challenges.

Bio: Sebastian Schuster is currently a lecturer in computational linguistics at University College
London, and he will start a WWTF-funded research group at the University of Vienna in mid-
2025. Before joining UCL, he was a postdoc at New York University and at Saarland University,
after completing his PhD at Stanford University. His research focuses on computational seman-
tics and pragmatics and he builds and evaluates computational models of interpreting language
in context. His work has won awards at ACL and he has been a senior area chair and program
chair at several * ACL conferences and workshops.
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Keynote Talk
Using Natural Language Processing to Advance Social
Science, Responsibly

Jana Diesner
TU Munich
Thu, September 12, 2024, 09:30 — 10:30

Abstract: Leveraging natural processing techniques to consider the content of information at
scale allows us to discover and re-evaluate theories and patterns of societal behavior. This pro-
cess requires researchers to make a multitude of decisions that require expertise from multiple
fields, including how to sample, represent, and preprocess data, implement algorithms, and vali-
date results. I present findings and lessons learned from using NLP techniques, especially entity
disambiguation and relation extraction, to study how and why people collaborate and respond
to crises. I discuss sources of biases and strategies for mitigating them.

Bio: Jana Diesner is a Full Professor at the Technical University of Munich, School of So-
cial Science and Technology. There, she leads the Human Centered Computing group. Her
interdisciplinary group works on methods from network analysis, natural language processing,
machine learning and Al, and integrates them with theories from the social sciences to advan-
ce our knowledge about complex societal systems and responsible computing. Before joining
TU Munich in 2024, she was a tenured professor at the School of Information Sciences at the
University of Illinois Urbana Champaign. Jana earned her Ph.D. at Carnegie Mellon, School of
Computer Science.
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Large Language Models as Evaluators for Scientific Synthesis

Julia Evans, Jennifer D’Souza, and Soren Auer
TIB - Leibniz Information Centre for Science and Technology,
Hannover, Germany

Correspondence: jennifer.dsouza@tib.eu

Abstract

Our study explores how well the state-of-the-art
Large Language Models (LLMs), like GPT-4
and Mistral, can assess the quality of scientific
summaries or, more fittingly, scientific synthe-
ses, comparing their evaluations to those of
human annotators. We used a dataset of 100
research questions and their syntheses made
by GPT-4 from abstracts of five related papers,
checked against human quality ratings. The
study evaluates both the closed-source GPT-4
and the open-source Mistral model’s ability to
rate these summaries and provide reasons for
their judgments. Preliminary results show that
LLMs can offer logical explanations that some-
what match the quality ratings, yet a deeper
statistical analysis shows a weak correlation
between LLM and human ratings, suggesting
the potential and current limitations of LLMs
in scientific synthesis evaluation.

1 Introduction

Large Language Models (LLMs) have made a sig-
nificant impact on natural language processing
(NLP), demonstrating exceptional performance in
tasks like text generation, sentiment analysis, ma-
chine translation, and question answering, with out-
puts that often rival human-created content (Huang
et al., 2023). In addition to their direct applications,
LLMs offer substantial benefits in streamlining ma-
chine learning model development, particularly in
evaluation processes. They reduce the dependency
on human-generated ground truth data and the ne-
cessity for human evaluators (Bai et al., 2023) in
two key ways: by facilitating the generation of
synthetic ground truth data and by serving as eval-
uators for model predictions themselves. This ap-
proach not only speeds up the evaluation process
but also broadens the scope of evaluation criteria
to include factors such as diversity and coverage,
enhancing the efficiency and comprehensiveness of
model assessments.

1

This study investigates the use of LLMs as eval-
uators to streamline the evaluation process, moving
away from traditional reliance on human evalua-
tors and human-generated ground truth data. It
specifically examines the effectiveness of LLMs in
synthesizing scientific abstracts seen generally as
multi-document summarization tasks. The main
focus of this research is to assess how two state-of-
the-art LLMs—the proprietary GPT-4 Turbo (Ope-
nAl, 2023) and the open-source Mistral-7B (Jiang
et al., 2023)—perform in evaluating scientific syn-
theses. Furthermore, leveraging LL.Ms meant bet-
ter versatility in evaluation considerations, which
meant that the evaluations tested varied dimensions
of syntheses quality, viz. comprehensiveness, trust-
worthiness, and utility.

This paper is structured as follows. First, sec-
tion 2 presents a review of related work in the fields
of text summarization and LLM evaluation. In sec-
tion 3, we show our approach to using LLMs for sci-
entific synthesis evaluation, wherein subsection 3.1
describes the LLLM output, while subsection 3.2
presents a qualitative evaluation of this output. In
subsection 3.3, we analyze the correlation between
LLM ratings and human judgments. A discussion
of our findings and final conclusions is described
in section 4.

2 Related Work

Evaluation Metrics for Text Summarization.
The most common automatic evaluation metric
used within summarization research — both single-
document and multi-document — is the ROUGE fam-
ily of metrics (Ma et al., 2022; Akter et al., 2022;
Cohan and Goharian, 2016; Kryscinski et al., 2019;
Lloret et al., 2018). ROUGE metrics (Lin, 2004) cal-
culate the lexical overlap between a human-written
reference document and an automatically gener-
ated one, although variants incorporating semantic
information also exist. Within text summarization

Proceedings of the 20th Conference on Natural Language Processing (KONVENS 2024), pages 1-22
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research, the most commonly used are ROUGE-N
and ROUGE-L (Ma et al., 2022), both of which are
purely lexical-matching metrics. ROUGE-N evalu-
ates the recall of n-grams by comparing a reference
text with a corresponding machine-generated text,
whereas ROUGE-L calculates the longest common
subsequence of tokens shared between reference
and machine-generated texts (Lin, 2004).

Despite its predominance within the field,
ROUGE nonetheless has some notable limitations.
First, the most commonly used metrics lack se-
mantic awareness (Akter et al., 2022; Ma et al.,
2022). Studies have pointed out that ROUGE may
not accurately estimate summary quality in cases of
terminological variations, paraphrasing, and differ-
ences in sentence structure (Cohan and Goharian,
2016). Moreover, there exist 192 ROUGE variants
(Graham, 2015), with meaningful differences in
how well each performs on a given system or spe-
cialized task (Cohan and Goharian, 2016; Graham,
2015; Kryscinski et al., 2019) and how well they
correlate with human judgements (Kryscinski et al.,
2019; Graham, 2015). Finally, ROUGE evaluates
only content selection but not linguistic quality as-
pects such as grammaticality and referential clarity
(Pitler et al., 2010) or overall quality, including
the ordering of information and structural clarity
(Graham, 2015).

Although no other metrics have gained
widespread adoption, other approaches exist. Addi-
tional lexical-matching metrics include BLEU (Pa-
pineni et al., 2002) and Pyramid (Nenkova et al.,
2007). Semantically enriched metrics include ME-
TEOR (Banerjee and Lavie, 2005), an expansion of
BLEU, and approaches utilizing word embeddings,
such as BERTScore (Zhang et al., 2020), Mover-
Score (Zhao et al., 2019), and SUPERT (Gao et al.,
2020). However, none of these metrics address
all of ROUGE’s weaknesses, and the limited use of
such metrics within the research community means
that ROUGE remains the “de facto” standard (Lloret
etal., 2018).

LLMs for Text Evaluation. Using LLMs for text
evaluation is still a nascent research topic. Several
recent works have compared LLMs’ text evalua-
tions to human evaluations on multiple tasks, and
report that LLMs produce results similar to human
judgements (Chiang and Lee, 2023b; Liu et al.,
2023; Wang et al., 2023). One work finds only
minor variations in results depending on task in-
structions and hyperparameters, whereas they find

a high degree of variation in performance of dif-
ferent LLMs and the quality characteristics being
assessed (Chiang and Lee, 2023b). In evaluating
the quality of story fragments by grammaticality,
cohesiveness, likability, and relevance, they find
only a weak correlation between humans and LLMs
on grammaticality, but a moderate correlation on
relevance. Contrarily, another work finds that Chat-
GPT’s performance is sensitive to prompt instruc-
tions (Wang et al., 2023). They also show that
ChatGPT evaluations correlate especially well with
human evaluations for creative tasks like story gen-
eration (Wang et al., 2023). Another work demon-
strates that requiring LLMs to provide a justifica-
tion for their ratings “significantly improves the
correlation between the LLMs’ ratings and human
ratings” (Chiang and Lee, 2023a).

Only one work has investigated the task of text
summarization evaluation (Liu et al., 2023). They
evaluate single-document news article summaries
on the aspects of coherence, consistency, fluency,
and relevance; their results exceed the correla-
tion with human judgements of most automatic ap-
proaches, including ROUGE. In another task, Chat-
GPT successfully identifies implicit hate speech in
Tweets and generates explanations of why the texts
are hateful, which human annotators judge equally
informative to human-written explanations and of
greater clarity (Huang et al., 2023).

3 LLMs for the Scientific Synthesis
Evaluation Task

The accurate evaluation of scientific syntheses is a
critical task in research, ensuring the integrity and
reliability of the synthesized information. While
recent advancements have demonstrated the effi-
cacy of LLMs in generating such syntheses (Pride
et al., 2023), their potential in evaluating them re-
mains relatively unexplored. Motivated by the lim-
itations of existing evaluation metrics, such as the
ROUGE family, and the success of LLMs in other
text evaluation tasks, our work seeks to investigate
the suitability of LLMs for the task of assessing the
quality of scientific syntheses.

To address this question, we employ the propri-
etary GPT-4 Turbo (OpenAl, 2023) and the open-
source Mistral-7B models (Jiang et al., 2023) to
evaluate the CORE-GPT dataset (Pride et al., 2023).
This dataset comprises 100 research questions span-
ning 20 diverse domains, each accompanied by the
titles and abstracts of five related works and an an-



swer to the research question generated by GPT-4
by synthesizing the provided abstracts. Addition-
ally, human ratings from two annotators, on a scale
of 0 to 10, are available on the quality of each
synthesis in three dimensions, viz. comprehensive,
trust, and utility.

For our task, we query the LLMs to evaluate the
syntheses according to the same three aspects as the
CORE-GPT human raters. Our prompt follows a
similar structure to previous work (Chiang and Lee,
2023a). It contains two lines of task instruction,
explanation of the quality aspects (as defined for
the CORE-GPT dataset annotators) and the rating
scale, response format instructions, and finally the
answer to be evaluated with its question and ab-
stracts. The response is requested in JSON format,
with a numeric rating between 0 and 10 for each
aspect as well as a rationale for each rating. The
full text of the prompt is in Appendix A.

3.1 LLM Synthesis Evaluation Output

A representative example of the evaluation output
from GPT-4 Turbo and Mistral is shown in Ap-
pendix B and Appendix C, respectively. The out-
put from GPT-4 was exactly as requested, while
Mistral had some variability. In one case, Mis-
tral returned ratings of “excellent,” “good,” and
“high” rather than numeric scores; this output was
excluded from the analysis. In several other cases,
Mistral included a paragraph after the JSON object
which summarized the ratings and rationales pro-
vided within it. These paragraphs were discarded
and only the JSON object content was evaluated.

An overview of LLM performance was obtained
by reviewing one synthesis from each domain eval-
uated by both GPT-4 and Mistral. Qualitatively,
both models demonstrated credible and logically
consistent ratings and rationales. GPT-4 provided
more detailed rationales compared to Mistral, with
slightly lower ratings overall.

In their rationales for comprehensive, both LLMs
would sometimes highlight relevant topics from the
abstracts which were not included in the synthe-
sis, with GPT-4 producing such rationales more
often than Mistral. Occasionally, some rationales
contained justifications relating to content more
specific than just the topics, suggesting more in-
formation on the results or the methodology of the
studies would improve it.

The LLMs seemed to show the greatest discrep-
ancy between rating and rationale, and the greatest
inconsistencies, in their evaluations of trust. In one

Mistral evaluation with a rating of 5, the rationale
noted that the citations only improved trustworthi-
ness “as long as the abstract accurately represents
the study’s findings.” In the absence of any evi-
dence the abstract is suspect, this rating is dispro-
portionately low. GPT-4 was notably more conser-
vative than human annotators, as it did not give a
single 10. Especially for trust, it was often difficult
to understand why a rating wasn’t higher. For in-
stance, the rationale for one rating of 8 praised the
synthesis for accuracy and avoiding unsupported
claims.

For the utility ratings, it appears that most ra-
tionales from GPT-4 suggested additional content
which could make the synthesis more useful, such
as actionable information, more detailed examples,
technical details of methodologies and implemen-
tation, and so on. Mistral made such suggestions
less frequently; its rationales tended to echo the
rationale for comprehensive. However, Mistral
did sometimes provide guidance on who would
or would not find the synthesis useful.

3.2 Qualitative Evaluations

LLMs are known to sometimes generate content
on topics that lack factual basis with a highly per-
suasive level of linguistic proficiency (Bang et al.,
2023; Liu et al., 2023). For scientific syntheses
which provide an answer to a question, it is es-
pecially important that the content is genuinely
a synthesis of the provided abstracts, with appro-
priate citations, and not independently generated
based on the LLM’s training data. For this reason,
we were particularly interested in how the LLMs
evaluated quality, and most importantly #rust, when
there was reason to believe the abstracts were not
the (primary) source of the generated content, as in
the following three scenarios. The complete ques-
tion and answer pairs, along with their GPT-4 and
Mistral evaluation scores and frust rationales, can
be found in Appendix D.

Response Explicitly States Absence of Rele-
vant Abstracts. In six cases, the synthesis directly
expressed limitations due to the relevancy of the
provided abstracts, e.g. “[...] the provided search
results do not offer specific information on the long-
term health impacts of such medications on these
organs.” Human annotators responded very posi-
tively to this, with such responses “scored highly
for trustworthiness” (Pride et al., 2023). Mistral
rated four of these syntheses as 10 for trust, citing
factual accuracy and abstract sourcing, while two



scored 7. GPT-4 ratings varied, at 5, 5, 5, 7, 7, and
8. Mistral rationales did not reference the stated
limitation, while GPT-4 acknowledged it positively
in three cases. However, as these syntheses were
scored 8, 7, and 5, it is unclear to what extent this
acknowledgement may have influenced the scores.

Response Contains No Citations. There were
three responses which answered the question but
contained no citations. GPT-4 gave trust scores of
0, 0, and 1, with rationales referring to the lack of
citations. In contrast, Mistral scored 8, 10, and 10,
with rationales stating the information was com-
mon knowledge or referenced from the abstracts.

Response Contains One Citation. Finally,
there were five syntheses which cited only one of
the abstracts, which does not align with the task
of synthesizing multiple abstracts to provide an an-
swer to the given question. For GPT-4, the trust
scores were 5, 7, 8, 8, and 9, with most rationales
stating that the synthesis relied on general knowl-
edge without directly referencing the abstracts, de-
spite one citation being present in each case. Mean-
while, the Mistral scores were 7, 9, 9, 10, and 10,
with most rationales indistinguishable from those
of syntheses with many more citations - three of
them claimed that the synthesis accurately refer-
ences the content in the provided abstracts.

Al A2 GPT-4 Mistral

Al

P - 0.710 0.248 0.015

p-value - 0.001 0.305 0.951
A2

p 0.710 - 0.058  -0.038

p-value 0.001 - 0.814 0.878
GPT-4

P 0.248 0.058 - 0.786

p-value 0.305 0.814 - 0.000
Mistral

p 0.015 -0.038 0.786 -

p-value 0.951 0.878  0.000 -

Table 1: Spearman’s p calculated for the combined mean
of Comprehensive, Trust, and Utility scores. Statistically
significant results are in bold.

3.3 Correlation

Spearman’s p was calculated to assess the relation-
ship between the human annotators’ scores and
the LLM-generated scores. Using the publicly-
available data from CORE-GPT (Pride et al.,

2023)!, separate vectors for each annotator were
obtained. To calculate the correlations, we found
the overall mean score for each domain; due to the
format of the published data, it was not possible
to match individual scores to their corresponding
syntheses. Our results for the overall mean are
presented in Table 1.

We find that only two results showed statisti-
cally significant p-values. Human annotators ex-
hibited a strong positive correlation (0.710), as did
GPT-4 Turbo and Mistral (0.786). However, corre-
lations between annotators and LLMs were weak
or very weak, with p-values indicating insufficient
evidence for genuine association. These findings
suggest LLMs cannot directly replicate human per-
formance in evaluating scientific syntheses. De-
spite this, the strong positive correlation between
GPT-4 Turbo and Mistral indicates consistency be-
tween the two LLMs.

4 Discussion and Conclusion

We explore the capacity of LLMs in assessing sci-
entific syntheses. GPT-4 Turbo and Mistral are
utilized to obtain quality ratings for 100 syntheses
from the CORE-GPT dataset (Pride et al., 2023),
accompanied by a rationale for each rating. Corre-
lation analysis using Spearman’s p indicates that
the LLLM performance does not align with the hu-
man annotators’ judgements. However, a qualita-
tive evaluation of the responses finds a more mixed
result.

Both LLMs generally produce credible and logi-
cally consistent ratings and rationales, but GPT-4
appears more conservative in its ratings and pro-
vides more detail and specific recommendations in
its rationales. GPT-4 also displays greater sensi-
tivity to the presence or absence of citations com-
pared to Mistral. However, both LLMs’ rationales
occasionally contained inaccuracies or flaws, rais-
ing concerns about the credibility of their scores.
Moreover, the extent to which the responses are
evaluated as syntheses and not simply as answers,
without reliance on general knowledge, remains
unclear, particularly in the case of Mistral.

Our findings highlight both promising develop-
ments and current limitations of leveraging LLMs
for the task of evaluating scientific syntheses, illus-
trating the need for further research to validate and
refine the methodology.

"https://github.com/oacore/core-gpt-evaluation



Limitations

We acknowledge several limitations that may in-
fluence the interpretation and generalizability of
our findings. First, the reliance on a single, rela-
tively small dataset presents limitations in terms of
data representativeness. Moreover, the data format
necessitated aggregating scores, which may have
obscured potential nuances in individual annota-
tions.

Second, the study focused exclusively on GPT-4
Turbo and Mistral, limiting the generalizability of
our conclusions to other LLMs. While these mod-
els represent the state-of-the-art, future iterations
or alternative architectures may exhibit different
performance. Additionally, we were able to ob-
tain only one set of ratings from each LLM. Given
the variability of LLM output, taking the average
of several runs is preferable, but due to financial
limitations, this was not possible in our study.

We note that past work has found LLMs particu-
larly adept at evaluating creative texts (Wang et al.,
2023), so the narrow output scope of synthesis for
scientific question answering may pose a greater
challenge. We also note the difficulty of assess-
ing the quality of syntheses from such a diverse
assortment of domains. Judging how comprehen-
sive a synthesis is requires some knowledge of the
scope of potential information which might be ap-
propriate to include. Highly specialized domain
knowledge still presents a challenge to general use
LLMs.

Ethical Considerations

In this work we have presented our study of the
efficacy of two LLMs, one proprietary and one
open-source, in evaluating the quality of scientific
syntheses. There were no living subjects analyzed
in this study. Overall, this study complies with the
ACL Ethics Policy.

In querying the LLMs for synthesis quality eval-
uations, we declare that the instructions were in-
tended to align the behavior of the language models
towards producing responses that are both helpful
(fulfilling our objective) and harmless (not caus-
ing any physical, psychological, or social harm to
individuals or the environment). All of the intel-
lectual property which was passed to the LLMs is
open-access.
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A  Prompt

A.1 Main Evaluation Prompt

Evaluate the quality of the following
question and answer pair. The answer
should succinctly address the question
while referencing only content from the
provided abstracts.

Consider the following characteristics
while assessing the answer. For each
characteristic rate the quality from @
(poor) to 10 (excellent). Provide a short
rationale for each rating.

1. Comprehensive: How comprehensively
is the question answered?

2. Trust: How trustworthy is the
answer?

3. Utility: How useful is the answer?

Return your response in JSON format:

{Comprehensive {‘rating’ “,
‘rationale’ : ¢’}, Trust : {‘rating’ : ¢’,
‘rationale’ : ‘’}, Utility : {‘rating’
‘7, ‘rationale’ : ‘’}}

Question: <content>
Answer: <content>
Abstracts: <content>

A.2 Additional Mistral System Prompt

Follow the wuser instructions to the
letter. The output should be only what
the user requests, do not respond with
anything else. Provide the answer in JSON
with no additional text.



B Example GPT-4 Turbo Output

C Example Mistral Output

GPT-4 Turbo

COMPREHENSIVE: rating: 7, rationale:
The answer provides a broad overview of
how living in a low-income neighborhood
can affect social networks and well-being,
referencing various studies that discuss men-
tal health, social inclusion, and subjective
well-being. However, it does not fully elab-
orate on the specific mechanisms or provide
detailed insights from each abstract, such
as the role of men in community well-being
from abstract 3 or the impact of natural cap-
ital from abstract 4.

TRUST: rating: 8, rationale: The answer is
trustworthy as it directly references findings
from the provided abstracts, indicating a
reliance on research-based evidence. How-
ever, the answer could be more trustworthy
if it included more specific data or findings
from the abstracts to support the claims.
UTILITY: rating: 7, rationale: The answer
is useful as it gives an overview of the po-
tential impacts of living in a low-income
neighborhood on residents’ social networks
and well-being. It could be more useful if it
provided actionable insights or recommen-
dations based on the findings of the studies.

Figure 1: Example output from GPT-4 Turbo.

COMPREHENSIVE: rating: 9, rationale:
The answer provides specific examples and
references to studies that directly address
the question of how social media influences
the formation and maintenance of relation-
ships among young adults in the United
States, specifically focusing on LGBTQ+ in-
dividuals with disabilities and young adults
who have moved abroad.

TRUST: rating: 10, rationale: The answer
is based on empirical research and provides
clear citations to support the claims made.
UTILITY: rating: 10, rationale: The an-
swer is directly relevant to the question and
provides useful information for those inter-
ested in understanding how social media
impacts relationship formation and main-
tenance among young adults in the United
States.

The given question and answer pair is of
high quality. The question is clear, spe-
cific, and comprehensive, while the answer
is well-researched, trustworthy, and useful.
It directly addresses the question by provid-
ing examples from empirical studies that
explore how social media influences the for-
mation and maintenance of relationships
among young adults in the United States,
specifically focusing on LGBTQ+ individu-
als with disabilities and young adults who
have moved abroad. The answer is also
trustworthy as it is based on reliable sources
and provides clear citations to support the
claims made. Finally, the answer is useful
as it provides valuable insights into how so-
cial media impacts relationship formation
and maintenance among a specific popula-
tion in the United States.

Figure 2: Example output from Mistral. The text under
the separator line was returned outside of the JSON
response.



D Trust Evaluation

D.1 Response Explicitly States Absence of
Relevant Abstracts

How do LLMs evaluate when the response states
that a complete answer cannot be given, due to lack
of relevant abstracts?

D.1.1 Chemistry

Question: What is the effect of pH on the efficiency
of a common catalyst used in the production of
biodiesel?

Answer: The effect of pH on the efficiency of
a catalyst used in biodiesel production can be un-
derstood through the specific catalyst being used.
For instance, mixed oxide catalysts like magnesium
oxide (MgO) and calcium oxide (CaO) are used
to promote the transesterification of vegetable oils
into biodiesel. The basic property of these catalysts
plays a crucial role in the biodiesel yield during the
reaction [3]. However, the provided search results
do not offer a direct relationship between pH and
the efficiency of such catalysts in biodiesel pro-
duction. Further research is required to establish
a clear connection between pH levels and the per-
formance of common catalysts used in biodiesel
production.

Trust Rationale

The answer is trustworthy as it accurately reflects
the information available in the provided abstracts.
It does not make unsupported claims and is honest
about the limitations of the information provided in
the abstracts regarding the direct effect of pH on
catalyst efficiency.

Comp. Trust Utility
GPT4 7 8 6
Mistral 5 7 6

The answer is based on accurate information from
the abstracts, specifically the third abstract which
discusses the effect of basicity (pH) on the efficiency
of magnesium oxide and calcium oxide catalysts in
biodiesel production.

Table 2: Ratings for the answer to the question “What is
the effect of pH on the efficiency of a common catalyst
used in the production of biodiesel?”



D.1.2 Chemistry

Question: What is the effect of varying concentra-
tions of hydrogen peroxide on the rate of catalase
enzyme activity?

Answer: Varying concentrations of hydrogen
peroxide (H202) can affect the rate of catalase en-
zyme activity. Catalase is an enzyme that breaks
down H202 into oxygen and water, neutralizing
oxidative stress in cells. This process is crucial for
maintaining appropriate levels of oxidative stress
because reactive oxygen species, such as H202,
can cause cellular damage by targeting DNA and
proteins, which can lead to complications like can-
cer, diabetes, neurodegenerative diseases, and ag-
ing [2]. While the given search results do not pro-
vide exact information on how different concentra-
tions of H202 impact the rate of catalase enzyme
activity, it is evident that altering H202 levels will
directly influence catalase’s efficiency in breaking
down H202 and neutralizing oxidative stress in
cells [2].

Trust Rationale

The answer is somewhat trustworthy as it correctly
describes the function of catalase and the conse-
quences of oxidative stress, which is supported by
the abstracts. However, it lacks direct evidence from
the abstracts regarding the specific impact of differ-
ent H202 concentrations on catalase activity, which
reduces the trustworthiness of the response in the
context of the question asked.

Comp. Trust Utility
GPT4 3 5 3
Mistral 5 10 8

The answer is trustworthy as it is directly derived
from the provided abstracts and does not contain any
incorrect or misleading information.

Table 3: Ratings for the answer to the question “What
is the effect of varying concentrations of hydrogen per-
oxide on the rate of catalase enzyme activity?”

10



D.1.3 Economics

Question: What is the impact of minimum wage
laws on employment rates and income inequality
in the United States?

Answer: The impact of minimum wage laws
on employment rates and income inequality in
the United States is not directly addressed in the
provided search results. However, one study sug-
gests that an effective mechanism for managing
labor productivity and wage issues is necessary for
achieving greater economic equality and growth
[1]. Moreover, the study highlights the lack of
clear definitions of salary, salary payment, and min-
imum wage, which can contribute to challenges
in addressing income inequality [1]. While the
provided search results do not specifically discuss
the impact of minimum wage laws on employment
rates and income inequality in the United States, it
is clear that issues related to wage management and
labor productivity remain essential factors in en-
suring fair compensation for workers and reducing
inequality [1].

Trust Rationale

The answer is somewhat trustworthy as it references
a study that discusses labor productivity and wage is-
sues, but it does not provide information from a study
that directly addresses the impact of minimum wage
laws on employment rates and income inequality in
the United States.

Comp. Trust Utility
GPT4 2 5 2
Mistral 0 10 2

The answer is based on content from one of the pro-
vided abstracts, which is cited and referenced appro-
priately.

Table 4: Ratings for the answer to the question “What
is the impact of minimum wage laws on employment
rates and income inequality in the United States?”
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D.1.4 Mathematics

Question: What is the relationship between ad-
vanced mathematics coursework and problem-
solving skills among undergraduate students in
STEM majors?

Answer: The relationship between advanced
mathematics coursework and problem-solving
skills among undergraduate students in STEM ma-
jors is not explicitly discussed in the provided
search results. However, the study on STEM in
General Education [1] indicates that student mathe-
matics skills were analyzed to determine their influ-
ence on course selection. Another study discusses
the importance of engaging students in mathemat-
ical and scientific practices according to mathe-
matics and science standards, such as the Com-
mon Core State Standards of Mathematics (CC-
SSM) and the Next Generation Science Standards
(NGSS) [4]. This suggests that exposure to ad-
vanced mathematical coursework could potentially
enhance problem-solving skills in undergraduate
STEM students, though further research is needed
to establish a concrete relationship.

Trust Rationale

The answer is trustworthy in the sense that it accu-
rately reflects the lack of explicit discussion in the
provided abstracts. It cautiously suggests a poten-
tial link between advanced mathematics coursework
and problem-solving skills, which is a reasonable
inference based on the emphasis on standards and
practices in abstract [4].

Comp. Trust Utility
GPT-4 5 7 4
Mistral 4 7 5

The answer is grounded in the content of the provided
search results and cites relevant studies to support its
suggestions. However, it also includes speculation
about the potential relationship between advanced
mathematics coursework and problem-solving skills
based on indirect evidence.

Table 5: Ratings for the answer to the question “What is
the relationship between advanced mathematics course-
work and problem-solving skills among undergraduate
students in STEM majors?”
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D.1.5 Medicine

Question: What are the potential long-term health
impacts of regular use of over-the-counter pain
medications on the liver and kidney function in
young adults?

Answer: Regular use of over-the-counter (OTC)
pain medications can potentially impact liver and
kidney function in young adults. However, the
provided search results do not offer specific infor-
mation on the long-term health impacts of such
medications on these organs. To obtain a com-
prehensive answer, further research on this topic
would be necessary.

Trust Rationale

The answer is trustworthy in the sense that it does
not fabricate information and admits the absence of
specific details in the provided abstracts. However,
it does not demonstrate a thorough examination of
the abstracts to determine if any related information
could be inferred.

Comp. Trust Utility
GPT4 1 5 2
Mistral 0 10 2

The answer is truthful and does not contain any false
or misleading information.

Table 6: Ratings for the answer to the question “What
are the potential long-term health impacts of regular use
of over-the-counter pain medications on the liver and
kidney function in young adults?”

13



D.1.6 Physics

Question: How does the Doppler effect affect the
observed frequency of sound waves emitted from
a moving source and its relevance in real-world
applications?

Answer: The Doppler effect affects the observed
frequency of sound waves emitted from a mov-
ing source by causing a change in frequency and
wavelength due to the relative motion between the
source and the observer. When the source is mov-
ing towards the observer, the observed frequency in-
creases, and the wavelength decreases; conversely,
when the source is moving away from the observer,
the observed frequency decreases, and the wave-
length increases. Although the provided search
results do not directly give real-world applications,
the Doppler effect is relevant in various fields such
as astronomy, radar technology, medical imaging,
and seismology. For instance, it helps astronomers
measure the speed of distant celestial objects and
plays a critical role in Doppler radar systems for
weather monitoring and forecasting.

Trust Rationale

The answer is generally trustworthy as it correctly
describes the Doppler effect’s impact on frequency
and wavelength. However, it lacks specific refer-
ences to the provided abstracts, which could have
strengthened the trustworthiness by showing direct
connections to the source material.

Comp. Trust Utility
GPT4 5 7 6
Mistral 5 10 7

The information provided in the answer is factual and
accurate.

Table 7: Ratings for the answer to the question “How
does the Doppler effect affect the observed frequency
of sound waves emitted from a moving source and its
relevance in real-world applications?”
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D.2 Response Contains No Citations

How do the LLMs evaluate syntheses with no cita-
tions?

D.2.1 Art

Question: How has the evolution of technology
impacted the production and consumption of art in
the 21st century?

Answer: The evolution of technology in the
21st century has significantly impacted the pro-
duction and consumption of art. The widespread
access to digital tools and platforms has revolu-
tionized artistic practices, enabling artists to exper-
iment with new mediums and techniques beyond
traditional forms. Furthermore, technology has
democratized the consumption of art, providing
individuals across the world with opportunities to
view, share, and engage with creative works online.
This shift has also amplified the global reach of art,
exposing diverse perspectives and fostering cross-
cultural exchanges. However, the rise of digital art
has also raised questions about the authenticity and
ownership of creative works, prompting a reevalua-
tion of conventional definitions and practices in the
art world.

Trust Rationale

The answer cannot be considered trustworthy in the
context of the provided abstracts, as it does not cite
any relevant information from them to support the
claims made.

Comp. Trust Utility
GPT-4 1 1 2
Mistral 5 8 7

The answer is based on common knowledge about
the impact of technology on art and does not contain
any false or misleading information.

Table 8: Ratings for the answer to the question “How
has the evolution of technology impacted the production
and consumption of art in the 21st century?”
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D.2.2 History

Question: How did the American Civil War impact
the social, economic, and political landscape of the
United States?

Answer: The American Civil War significantly
impacted the social, economic, and political land-
scape of the United States. On the social front, the
war provided a catalyst for the abolition of slav-
ery, which altered racial dynamics and paved the
way for civil rights movements. Economically, the
war devastated the South and forced a transition
from an agrarian, slave-driven economy to a more
diverse, industrial one. Reconstruction policies and
investments led to the rapid growth of infrastruc-
ture and industry in the North, shaping the national
economy for decades. Politically, the Civil War
reaffirmed the primacy of the federal government
over individual states and brought about transfor-
mative constitutional amendments such as the 13th,
14th, and 15th, which abolished slavery, granted
citizenship to former slaves, and provided voting
rights regardless of race, color, or previous servi-
tude, respectively. The war reshaped the balance
of power and the role of government in Americans’
lives, laying the groundwork for a more unified and
inclusive nation.

Trust Rationale

The answer cannot be trusted as it does not refer-
ence the provided abstracts, which do not relate to
the American Civil War. The information seems to
be general knowledge rather than sourced from the
abstracts.

Comp. Trust Utility
GPT-4 0 0 0
Mistral 10 10 9

The answer is trustworthy as it is derived directly
from the provided abstracts and does not contain any
additional or inaccurate information.

Table 9: Ratings for the answer to the question “How
did the American Civil War impact the social, economic,
and political landscape of the United States?”
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D.2.3 Physics

Question: How does the shape of an object affect
its resistance to motion through a fluid medium?
Answer: The shape of an object can signifi-
cantly impact its resistance to motion through a
fluid medium. This resistance, referred to as drag,
depends on factors such as the size, shape, and sur-
face texture of the object, along with the properties
of the fluid in question. A streamlined shape mini-
mizes drag, while a more irregular or bluff shape
increases the force exerted by the fluid on the ob-
ject, thus making it more resistant to motion. In
fluid dynamics, this concept is commonly applied
to improve the efficiency of objects such as vehi-
cles and aircraft, where a streamlined design results
in reduced fuel consumption and increased speed,
due to the lowered drag forces acting against the
object’s movement through the fluid medium.

Trust Rationale

The answer cannot be trusted because it does not
reference any of the provided abstracts, which are
the only sources that should be used to inform the
answer.

Comp. Trust Utility
GPT-4 0 0 0
Mistral 0 10 3

The answer is trustworthy as it accurately references
information from the provided text.

Table 10: Ratings for the answer to the question “How
does the shape of an object affect its resistance to motion
through a fluid medium?”
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D.3 Response Contains One Citation

How do the LLMs evaluate syntheses with only
one citation source?

D.3.1 Geology

Question: What geological factors contribute to
the formation and sustainability of hydrothermal
ecosystems in deep sea environments?

Answer: Hydrothermal ecosystems in deep sea
environments are primarily formed and sustained
by geological factors, such as tectonic activity and
volcanic processes. These factors promote the
circulation of seawater through the oceanic crust,
which results in the formation of hydrothermal
vents. The seawater is heated by the underlying
magma and interacts with crustal rocks, enrich-
ing it with minerals and chemical elements. Once
the heated and mineral-rich fluid meets the cold
deep-sea water, it precipitates, creating chimney-
like structures from which the hydrothermal fluid is
expelled. These vents provide a unique habitat with
diverse microbial and chemosynthetic communi-
ties, which serve as primary producers in the food
chain. Furthermore, these deep-sea ecosystems are
enriched by specialized fauna adapted to extreme
conditions, such as high pressure, low oxygen, and
varying temperatures, contributing to the overall
sustainability of these environments [5].

Trust Rationale

The answer appears to be trustworthy as it aligns with
scientific understanding of hydrothermal vent forma-
tion and the factors that sustain deep-sea ecosystems.
It does not directly reference the provided abstracts,
but the information given is consistent with general
scientific knowledge on the topic.

Comp. Trust Utility
GPT-4 7 8 7
Mistral 10 10 9

The answer is based on accurate information from
the provided abstracts and uses reputable sources,
such as scientific research, to support the statements
made.

Table 11: Ratings for the answer to the question “What
geological factors contribute to the formation and sus-
tainability of hydrothermal ecosystems in deep sea envi-
ronments?”
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D.3.2 Mathematics

Question: What is the impact of using manipula-
tives in mathematics instruction on the achievement
and attitudes of elementary school students?

Answer: The use of manipulatives in mathemat-
ics instruction has been shown to have a positive im-
pact on the achievement and attitudes of elementary
school students. In a study exploring the relation-
ship between Affective Instructional Design (AID)
and children’s attitudes towards math learning, a
significant positive correlation was found between
attitude and math learning (r = 0.936, p = 0.000).
Furthermore, significant differences were found be-
tween the baseline (pre-intervention) mean score
and the final intervention lesson for both attitudes
and math learning, indicating the potential effec-
tiveness of manipulatives in enhancing students’
attitudes towards mathematics and improving their
achievement in the subject [1].

Trust Rationale

The answer is trustworthy as it accurately reflects the
findings from the first abstract, including the signifi-
cant correlation between attitude and math learning.
The statistical evidence (r = 0.936, p = 0.000) adds
credibility to the claim. However, the answer does
not provide information on the sample size or the
generalizability of the study, which could affect trust
in the findings.

Comp. Trust Utility
GPT-4 7 8 7
Mistral 10 9 9

The answer cites a peer-reviewed academic study,
adding credibility to the information provided. How-
ever, it would be helpful to know more about the
study’s methodology and sample size to fully assess
its trustworthiness.

Table 12: Ratings for the answer to the question “What
is the impact of using manipulatives in mathematics in-
struction on the achievement and attitudes of elementary
school students?”
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D.3.3 Philosophy

Question: What is the relationship between free
will and determinism in philosophy?

Answer: In philosophy, the relationship between
free will and determinism revolves around whether
an individual’s actions are genuinely a result of
their own choices or are predetermined by external
factors. There are two main schools of thought:
compatibilism and incompatibilism. Compatibil-
ism argues that free will and determinism can co-
exist, meaning individuals can still be morally re-
sponsible for their actions even if determinism is
true. Incompatibilism, on the other hand, claims
that free will and determinism cannot coexist; if
determinism is true, then individuals cannot have
free will and cannot be held morally responsible
for their actions. The debate between these two
positions contributes to the ongoing philosophical
discussions about responsibility, choice, and the
implications of determinism [1].

Trust Rationale

The answer is trustworthy as it accurately reflects the
general philosophical debate between compatibilism
and incompatibilism, which are well-established po-
sitions in the literature on free will and determinism.

Comp. Trust Utility
GPT-4 7 9 8
Mistral 8 9 7

The answer is based on accurate information from
the provided abstracts, which discuss the relationship
between free will, determinism, and moral responsi-
bility. It does not contain any incorrect or misleading
statements.

Table 13: Ratings for the answer to the question “What
is the relationship between free will and determinism in
philosophy?”
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D.3.4 Physics

Question: How does the acceleration due to gravity
affect the trajectory and motion of a projectile, and
how can this be accurately measured and predicted
using equations of motion?

Answer: The acceleration due to gravity affects
the trajectory and motion of a projectile by alter-
ing its vertical motion while leaving its horizontal
motion constant. As a result, the trajectory forms a
parabolic path. To accurately measure and predict
a projectile’s motion, equations of motion can be
used, which consider the initial velocity, launch an-
gle, and time. The initial velocity can be split into
horizontal and vertical components, and equations
for both components can be applied independently.
For the horizontal motion, an equation is used that
doesn’t consider the acceleration due to gravity,
while for the vertical motion, the effect of gravity
is integrated into the equation. These equations can
be used to predict the projectile’s motion, including
its range and height [5].

Trust Rationale

The answer appears to be based on a general under-
standing of physics principles related to projectile
motion and the effects of gravity. While it does not
directly reference the provided abstracts, the informa-
tion given is consistent with basic physics concepts.
The trustworthiness would be higher if the answer
included direct references to relevant data or studies
from the abstracts.

Comp. Trust Utility
GPT-4 8 7 9
Mistral 10 10 10

The answer is trustworthy as it directly references
content from the provided abstracts regarding projec-
tiles and equations of motion.

Table 14: Ratings for the answer to the question “How
does the acceleration due to gravity affect the trajec-
tory and motion of a projectile, and how can this be
accurately measured and predicted using equations of
motion?”
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D.3.5 Psychology

Question: What are the underlying factors that con-
tribute to the development of personality disorders
and how can these disorders be effectively treated?
Answer: The development of personality dis-
orders can be influenced by various factors, in-
cluding genetic, environmental, and psychological
components. While the specific causes for each
individual’s development of a personality disor-
der can vary, some contributing factors may in-
clude childhood trauma, family history of men-
tal disorders, and negative early life experiences.
Effective treatment for personality disorders typ-
ically involves a combination of psychotherapy,
medication, and lifestyle changes. Therapy ap-
proaches such as cognitive-behavioral therapy, di-
alectical behavior therapy, and psychodynamic
therapy can help individuals understand and man-
age their symptoms. In some cases, medica-
tions like antidepressants, mood stabilizers, and
antipsychotics may be prescribed to help with
specific symptoms. Additionally, self-help strate-
gies, social support, and proper self-care can con-
tribute to the overall well-being of individuals with
personality disorders [mental health challenge -
https://core.ac.uk/works/18689246].

Trust Rationale

The answer appears to be based on general knowl-
edge about personality disorders and their treatment
rather than the provided abstracts. While the infor-
mation given is in line with common understanding
in the field of mental health, the lack of direct refer-
ences to the abstracts or specific studies reduces the
trustworthiness of the answer.

Comp. Trust Utility
GPT4 5 5 6
Mistral 8 7 9

The answer is based on accurate information, but
the sources are not explicitly cited, which may raise
some questions about its trustworthiness.

Table 15: Ratings for the answer to the question “What
are the underlying factors that contribute to the develop-
ment of personality disorders and how can these disor-
ders be effectively treated?”
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Abstract

This work presents the development and evalu-
ation of a dependency parser for Middle High
German Universal Dependencies utilising mod-
ern German as a support language for low-
resource MHG. A neural dependency parser is
trained with Stanza achieving UAS = 92.95 and
LAS = 88.06. To ensure the parser’s utility in
facilitating and speeding up manual annotation
to build a scaling UD treebank of MHG, a thor-
ough error analysis shows the model’s struc-
tural reliability as well as frequently confused
labels. Hence, this work constitutes an effort
to counterbalance the under-representation of
historical languages in dependency treebanks
and attend to the need of historical treebanks
in contemporary linguistic research by utilising
the UD extensions and accordingly annotated
corpora published by Dipper et al. (2024).

1 Introduction

Historical linguistics is not only about understand-
ing outdated or long-forgotten languages, but often
brings valuable insight to the analysis of linguis-
tic change in contemporary research. However,
researchers in the historic field are bound to pre-
served written resources, which are often limited or
of poor quality. Recently, computational linguistics,
first and foremost Natural Language Processing
(NLP), has become a field of great benefit for his-
torical linguistics enabling the efficient exploitation
of given resources in low-resource scenarios. Al-
though the development of Universal Dependencies
(UD) as a cross-lingual framework for morphosyn-
tactic annotation encouraged the creation of de-
pendency treebanks for various languages, historic
stages of those languages are still underrepresented
among syntactically parsed corpora. So far no tree-
bank comparable in size to modern treebanks exists
which includes dependency annotations for Middle
High German (MHG), the language stage spoken
and written in what is today southern and central
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Germany around the medieval period (1050-1350)
and representing the beginnings of Modern High
German in phoneme structure as well as syntax
(Weddige, 2015).

As manual annotation is costly in time and ef-
fort, this work aims at the development of a neural
dependency parser for MHG Universal Dependen-
cies to be utilised in pre-annotation and correction
when creating a scaling treebank. Due to the lim-
ited amount of annotated data, I will treat MHG as
a low-resource language and explore modern Ger-
man as a high-resource support language. Stanza'
as a Python package known for dealing well with
multi-linguality (Qi et al., 2020) is used for training
the parser.

The paper is structured as follows. Section 2 in-
troduces contemporary research in the fields of UD
and NLP for low-resource languages. The avail-
able data published and annotated by Dipper et al.
(2024) are described in Section 3. Section 4 in-
troduces the methods of training conducted with
Stanza. The results as well as details of the error
analysis are presented in Section 5. The discussion
of the results and some suggestions for future work
on the parser follow in Section 6. The model in-
stance, a script demonstrating its application and a
collection of Python scripts developed for model
evaluation are available on GitLab?. The main con-
tributions of this paper are: (i) a UD parser for
Middle High German and (ii) a thorough error anal-
ysis ensuring its utility in corpus development.

2 Related Work

The Universal Dependencies framework constitutes
the theoretical basis this paper relies on. Since its
initial publication by Nivre et al. (2016) it has not
only become a widely accepted linguistic frame-

1https://stanfordnlp.github.io/stanza/
2https://gitlab.ruhr—uni—bochum.de/comphist/
konvens-depparsing-mhg
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work, but also a community project providing and
developing treebanks for over 100 languages. Due
to its cross-lingual consistency even across typolog-
ically diverse languages, UD treebanks have been
enabling (multilingual) parser development as well
as research in the field of cross-lingual learning.
UD - following the tradition of dependency gram-
mars — provides a closed set of dependency relation
types, but allows for custom subtypes to incorpo-
rate special cases or specific constructions unique
to one or a small set of languages. Several publica-
tions propose extensions to the original UD scheme,
among which are Dipper et al. (2024) proposing
a set of extensions for modern and Middle High
German and providing a corpus of 1856 annotated
MHG sentences, which will serve as a basis for the
development of the dependency parsing model in
this paper.

Low-resource NLP provides methods to coun-
terbalance the under-representation of historic lan-
guages in quantitative and computational linguis-
tics often being attributed to the lack of suffi-
cient resources. Eckhoff and Berdicevskis (2016)
name high variation, e.g. due to non-standardised
spelling, and the overall small amount of preserved,
digitised and annotated texts as difficulties when
working with historical languages. They explore
off-the-shelf NLP tools in pre-annotation for tree-
bank production for Old East Slavic and show im-
provements in annotation speed and no interference
with parsing quality when applying parsing mod-
els which were not developed specifically for the
annotation task at hand. Since 2016, several ef-
forts for developing or adapting tools to support
the development of parsed corpora of historical lan-
guages have been made, among which are Sapp
et al. (2023) exploring automatic constituency pars-
ing to speed up manual annotation and correction
of Early New High German. They utilise Mid-
dle Low German as a support language and de-
velop a cross-dialectal parser for this low-resource
scenario reproducing the improvement in parsing
speed obtained by Eckhoff and Berdicevskis (2016).
Ortmann (2020, 2021) develops and applies auto-
matic parsing models for topological field identifi-
cation and phrase recognition in historical German
and partly utilises models trained on modern Ger-
man for parsing historical data. The studies show
that training data containing modern and historic
passages improve parsing quality compared to the
application of purely modern models on historic
data, resembling the successful utilisation of cross-
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lingual training for low-resource NLP.

When researching low-resource languages, one
has to not only adapt one’s training techniques, but
also efficiently exploit the limited amount of avail-
able data. Zupon et al. (2022) suggest a method
for automatic correction of syntactic dependency
annotation differences between different data sets.
According to their study, it can be beneficial to
automatically detect annotation mismatches be-
tween different texts or corpora and convert the
mismatches before the training process begins, re-
sulting in a technique one could call automatic
curation.

3 Data
Data set \ #Sent #Tok Annot. Cur./Mod.
MO005 513 9288 Al, A2 v
MO008 435 5836 Al, A3
M205 480 5024 Al
M246 11 255 A2
M335 10 165 Al
251 4144 Al, A2 v
200 4718 A2
M340 21 434 Al
News 50 884 A4, A5 N
50 988 A4, A6 v
Reviews 50 662 A4, AS N
50 679 A4, A6 v

Table 1: Available data sets reporting number of sen-
tences, number of tokens and annotation as well as cu-
ration (MHG) or modification (ModG) status.

The historical data utilised in this paper were ob-
tained from the Reference Corpus of Middle High
German (ReM; Klein et al., 2016), annotated® ac-
cording to Dipper et al. (2024) by three annotators
as well as partially curated* and then cleaned auto-
matically®. All annotated MHG data are religious
texts or poetry.

The modern data originate from the German
GSD treebank (McDonald et al., 2013), were au-
tomatically parsed using a modified version of the

*Dipper et al. (2024) propose an annotation scheme for
modern and historical German, which is based on the orig-
inal UD scheme for German. They achieve inter-annotator
agreement of o« = 0.85.

*Curation of a subset of the data was done by hand by
the annotators discussing diverging annotations and finding
common solutions.

5A heuristic algorithm was run over the historical data to
obtain root and period annotations, which had been left out
by the annotators. Some fragmentary sentences had to be
excluded from the data completely due to Stanza’s inability
to deal with incomplete dependency structures during parser
training.



Stanford typed dependencies for English (de Marn-
effe et al., 2006; de Marneffe and Manning, 2008)
and then corrected manually by three annotators
according to the UD augmentations proposed by
Dipper et al. (2024). Replacing manual curation,
the modern data were modified according to the
method for automatic correction of syntactic depen-
dency annotation differences proposed by Zupon
et al. (2022). Their algorithm detects (head, rela-
tion, dependent)-triples differing between text pas-
sages annotated by two annotators and produces
a joint version of the text by choosing the triple
with the higher overall frequency between every
differing pair of triples in question.

Short name | Dev Test Train | #Sent  #Tok
MHG-cur 112 111 535 758 13400
MHG-all 228 229 1590 2099 32171
MHG+ModG | 303 304 1692 2299 35384

Table 2: Data sets for parser development reporting
number of sentences in dev, test and train set as well as
total number of sentences and tokens.

Three different data sets were assembled based
on the pre-processed data as shown in Table 2.
MHG-cur consist of only the curated passages
of M005 and M335. MHG-all unites curated as
well as single-annotated MHG data and was split
with regard to the principle that the test and de-
velopment sets consist of only curated MHG data
and the single-annotated as well as the remaining
curated data are accumulated in the training set.
MHG+ModG combines all usable data presented
in Table 1 including MHG and modern data and
was split equivalently to MHG-all. Note that all
test sets consist of only curated MHG data as this
work focuses on evaluating the parsing of MHG.

4 Methods

Stanza is an open-source library developed by Qi
et al. (2020) providing a language-agnostic and
data-driven NLP pipeline. It was chosen as the
development tool in this paper because of its high-
scoring multilingual models reported in Zeman
et al. (2018) and it being well-adapted to the UD
framework. For example it requires CONLL-U for-
matted data and is accustomed to the annotation
layers represented by the format as well as pro-
vides efficient processing for them. The factor
of multi-linguality is especially important to the
cross-lingual parsing of two historical stages of
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German conducted in this paper opposed to train-
ing a parsing model for only one language (stage).
In addition to publicly available pre-trained mod-
els, Stanza provides an interface to train customised
models.

The dependency model trained with Stanza® is
an instance of a graph-based, Bi-LSTM-based deep
biaffine neural dependency parser based on the
Multi-Layer Perceptron approach by Kiperwasser
and Goldberg (2016), augmented by Dozat and
Manning (2016) with the concept of biaffine at-
tention and finally adapted for Stanza by Qi et al.
(2020). They introduce the linearisation order of
two words in a given language and their typical lin-
ear distance as additional linguistically motivated
features to the former model to improve parsing ac-
curacy. The model is described as generalising well
even based on small amounts of training data and
is therefore well-suited for the given low-resource
scenario. The developers emphasise the thorough
regularisation by applying extensive dropout and
the overall high performance. By default, opti-
misation is conducted via the Adam algorithm by
Kingma and Ba (2014).

Compared to the default parameters, I set the
batch size to 5000 due to technical limitations and
decreased the learning rate from 0.003 to 0.002,
which resulted in significantly shorter run time and
higher accuracy as presented in Table 8 in the ap-
pendix.

I experimented with character- and word level
embedding models provided by Stanza and pre-
trained on modern German data. The evaluation
showed that these embeddings do not interfere with
model performance (see Appendix A), so they were
included in the training of the models presented in
the next section and represent another instance of
modern German as a support language.

Part-of-speech tags were obtained from the orig-
inal ReM annotations for all MHG data in train-
ing and evaluation and were not automatically pro-
duced by the Stanza pipeline. Annotations accord-
ing to two different schemata were provided: STTS
(Schiller et al., 1999) and UPOS (Petrov et al.,
2011).

During training the current parsing model is eval-
uated on the development set after every hundredth
iteration by calculating LAS, MLAS, and BLEX

6

®Training was conducted on a Linux workstation equipped
with an Nvidia GeForce GTX 980 graphics card with CUDA
version 12.1 and 4 GB of memory, an Intel Core i7-5820K
processor and 15 GB of RAM.



(see section 5.1) with custom subtypes mapped
to the original UD types. After 3000 iterations
with no improvement of the LAS, the optimiser is
switched from Adam to AMSGrad developed by
Reddi et al. (2018). After another 3000 iterations
without improvement, training is stopped automati-
cally. The number of training steps needed for each
model can be obtained in Appendix A. After train-
ing, evaluation of the parsing model is conducted
on the test set, of which the results are presented in
the following section.

5 Results

This section reports on evaluation scores of the
parsing models trained on the three data sets pre-
sented in Section 3 as well as an error analysis of
the output produced by the highest-scoring model.

5.1 Parser Evaluation

data set | UAS LAS CLAS MLAS BLEX
MHG-cur 91.99 86.30 78.58 7737 78.58
MHG-all 91.68 85.63 7793 76.43 77.93
MHG+ModG | 92.95 88.06 81.57 80.75 81.57

Table 3: Evaluation of trained models, reporting UAS,
LAS, MLAS, CLAS and BLEX in % calculated on the
test set.

All metrics were calculated with the scripts from
the CoNLL 2018 UD Shared Task (Zeman et al.,
2018) provided by Stanza and mapping custom sub-
types to their respective original UD labels.” The
reported metrics evaluate different dimensions of a
dependency parsing model. In addition to the stan-
dard metrics labelled attachment score (LAS) and
unlabelled attachment score (UAS), three measures
in particular relevant to the UD framework have
been proposed: content word LAS (CLAS), mor-
phology aware LAS (MLAS) and bi-lexical depen-
dency score (BLEX). They each introduce specific
aspects to a basic metric: CLAS only considers
content-words when determining LAS; MLAS ex-
tends CLAS by part-of-speech tags and morpholog-
ical features; BLEX scores content-word relations

"For example, Dipper et al. (2024) discriminate different
subtypes of the original UD label obl, among which are obl:loc
for local, obl:dir for directional and obl:tmp for temporal
oblique arguments. All of these subtypes are mapped to the
original label ob/ by the evaluation scripts provided by the
CoNLL 2018 UD Shared Task. A more fine-grained evaluation
without mapping subtypes to original labels was conducted
with a modified version of the script, of which the results can
be obtained in Table 4.
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with lemmatisation but does not consider features
and tags. Table 3 reports on the results achieved
in the presented training effort. Additional results
showing model training with different parameter
configurations can be obtained in Table 8 in the ap-
pendix. A more fine-grained evaluation including
custom subtypes of the UD labels is presented in
Table 4.

data set | LAS CLAS MLAS BLEX
MHG-cur 82.12  77.56 75.34 77.56
MHG-all 8234  77.67 75.69 71.67
MHG+ModG | 8522  80.52 79.45 80.52

Table 4: Fine-grained evaluation of trained models re-
porting LAS, CLAS, MLAS and BLEX in % calculated
on the test set and with regard to customised labels.

The results of both calculations imply a supe-
riority of the model trained on mixed historical
and modern data (MHG+ModG), referred to as
the combined model from now on. Its high scores
are presumably not solely due to the substantial
increase in data, as the model trained on MHG-all
does not score significantly higher than the model
trained on MHG-cur, but more so due to the syn-
tactical diversity present in the data, which lead to
the model generalising well on unseen data. With
UAS > .92, LAS > .88, and all reported scores
> .80 in Table 3, the combined model even outper-
forms state-of-the-art Stanza models for historical
language varieties and one for modern German
trained on the complete GSD treebank as presented
in the Stanza documentation.®

5.2 Error Analysis

Stanza provides precision, recall and F1 measures
for each label calculated on the test set, which are
scores widely used for binary classification tasks,
but which can also be applied to dependency pars-
ing.

Table 5 presents the ten most reliably parsed labels,
while a complete list of scores for each label as well
as label counts on the test set can be obtained in
Table 9 in the appendix. As shown there, all basic
elements of a German sentence (root, nsubj, iobj,
obj) reach recall scores of > .75, so at least 75%
of them are parsed correctly by the evaluated pars-
ing model. Having the basic structure of a sentence
parsed correctly in pre-annotation is very beneficial
for manual correction especially due to the partly

8https: //stanfordnlp.github.io/stanza/
performance.html (accessed May 5th 2024)
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Label | Precision Recall F1
compound:prt 1.000 1.000  1.000
punct 0.999 1.000  0.999
case 0.982 0.986 0.984
det 0.981 0.984 0.983
amod 0.948 0.958 0.953
mark 0.954 0.948 0951
root 0.938 0.938 0.938
cc 0.936 0.936 0.936
aux 0.938 0.920 0.929
nsubyj 0.887 0.876  0.882

Table 5: Top 10 labels with highest F1 scores, reporting
precision, recall, and F1 produced by the combined
model on the test set.

very long and complex sentences in MHG. Presum-
ably most important is the correct identification of
the root and the subject, which is done by the parser
with respective F1 scores of .936 for the root (root)
and .882 for nominal subjects (nsubj). Another
achievement of the parsing model lies in its abil-
ity to reliably parse frequent functional categories
such as det, mark, or cc, which all score recall of
> .935. Stable parsing of categories which do not
usually require long consideration but are rather
repetitive or even tedious for the human annota-
tor is enormously helpful in preparation of manual
annotation, as leaving this task to the hands of a
parsing model enables the annotator to concentrate
on the more complex decisions during annotation.

no. | Label 1 Label 2 | F1
1 advmod:nmod compound:adv | 0.333
2 | obldir obl:loc 0.333
3 obl:loc obl:dir 0.283
4 | compound:case compound:adv | 0.222
5 advcl ccomp 0.188
6 | advmod:loc advmod:dir 0.161
7 xcomp:pred amod:pred 0.154
8 | obl:mod obl:arg 0.149
9 obl:loc obl:mod 0.143
10 | obl:mod obl:loc 0.126

Table 6: Top 10 confusions of the combined model on
the test set measured by F1. Recall that optimal F1 for
different tags is 0.

Being conscious of the weaknesses of a parser
and hence the likely errors in a pre-annotated text
is important for effectively utilising the parser out-
put in manual annotation. Secondly, the notion
of frequently confused labels enables future im-
provement of the parsing model as new data can be
annotated or corrected with special regard to these
confusions. Table 6 reports on the 10 most frequent
confusions of labels measured by an equivalent of
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an F1 score.’ Challenging distinctions seem to lie
between directional and locative oblique modifiers
and adverbs, in differentiating between argument
and modifier status as well as in discriminating the
different subtypes of obl introduced by Dipper et al.
(2024). These three sources of confusion within
the parser output resemble in the error analysis in
Dipper et al. (2024) reporting on annotation dif-
ferences between two human annotators. These
parallels hint to more fundamental problems than
deficient training including uncertainty in meaning
and valence of MHG predicates. Further research
and familiarisation with these topics by the anno-
tators resulting in higher accuracy in the training
data could possibly decrease the F1 scores of these
confusions.

5.3 Effects of sentence length

According to Ortmann (2021), Middle High Ger-
man is known for its complex and deeply embedded
syntactic structure and remarkably high variation
in sentence length. Presumably, the unusual length
of some sentences in the data at hand can also be
explained by the text genre being mostly religious
texts and poetry. The data contain sentences of up
to 88 tokens, as shown in Figure 1. The test set
of the combined model reflects this high variation
with an average sentence length of 18.23, a median
of 15 and a maximum of 88 tokens per sentence.

'—‘:lzl—‘om‘m ° °

0 3 10 15 20 30 40 50 60 70 80 88

Figure 1: Distribution of sentence length in the test set
of the combined model (MHG+ModG).

To gain an understanding of the effects of sentence
length on the model’s accuracy and to improve the
parser’s utility in pre-annotation, Table 7 presents
the evaluation scores separate for each quantile

°F1 is calculated as follows:

(11[1 * a2l2
a1l + azlo

with a1, a2 as the annotators and [1, [2 as the labels annotated
by the respective annotator. Possible values are between 0
and 1, where 1 means perfect agreement if [; = [2, and 0
means perfect disagreement if I; # l. Thus, the measure
corresponds to the F1 score if one of the annotators is treated
as the gold standard.



of sentence length as well as for the outliers as
calculated by the scripts from the CoNLL 2018
UD Shared Task (Zeman et al., 2018). As above
custom subtypes have been mapped to their original
UD labels. The reliability of the parser output for
different sentence lengths is important for human
annotators as they can decide to concentrate on
those sentences with problematic lengths and hence
boost efficiency of the annotation.

As can be expected, all scores peak in the first
quantile with sentences consisting of three to ten
tokens and are lowest in the report for the outliers
including sentences with 46-88 tokens. What first
attracts attention is the strikingly high UAS in the
first quantile, which can be ascribed to the few op-
portunities for syntactic variation in short sentences
and the simple syntactic structures resulting from
this circumstance, including the low number of sub-
ordinate clauses, which have been presented as a
source of confusion before. What is also striking is
the development of all scores in between the first
quantile and the outliers. Where one could have
expected a rather linear decline of all scores pro-
portional to sentence length, Table 7 shows a drop
from first to second quantile followed by increasing
LAS, CLAS, MLAS, and BLEX up to the fourth
quantile from about three points in percentage on
each score. Only the UAS is stable at around 92.5
in each of these three quantiles — it then decreases
to a score of 90.66 for the outliers. This promises
high structural stability of the parser output even
across sentences highly varying in length.

Q SL | UAS LAS CLAS MLAS BLEX
Q1 3-10 | 97.28 87.22 89.96 86.87 88.96
Q2 11-15 | 92.44 83.63 77.98 7737 77.98
Q3 1624 | 92.87 84.88 79.22 7821 79.22
Q4 2545 | 9242 86.15 80.16 79.16 80.16
OL 46-88 | 90.66 82.46 74.00 73.00 74.00

Table 7: Evaluation scores of the sentences parsed by the
combined model separately for each quantile (Q1-4) of
sentence length and outliers (OL). Reported are sentence
length (SL) as well as UAS, LAS, CLAS, MLAS and
BLEX.

We can conclude that short sentences of up to
ten tokens are parsed very reliably regarding arcs
as well as labels and that the UAS and therefore
the structural quality of the parsed output declines
with sentence length, but that labelled scores are
not as affected by token counts of up to 45. Outliers
with extreme counts of up to 88 tokens have to be

28

handled with care, but even here the parsing model
is evaluated with scores of 90.66 for UAS and 82.46
for LAS, which are extraordinarily stable despite
the the extreme sentence length. These insights
should be kept in mind during manual correction
of the parser output.

6 Discussion and Future Work

This paper presented the training and evaluation of
a dependency parser of Middle High German in the
Universal Dependencies framework. The highest-
scoring parsing model reaches state-of-the-art re-
sults in all reported evaluation metrics and hence
is a satisfactory achievement of the initial goal. As
this parser is the first of its kind for MHG and only
one of the few for historical languages in general, it
constitutes a striking progress for the representation
of historical languages in contemporary linguistic
frameworks such as UD. A growing MHG treebank
emerging from a reliable cycle of automatic parsing
and manual correction will bring great benefit to
linguistic research. That includes historic as well as
diachronic research on German syntax and on the
development of the German language in general.
Parsing unseen data and replacing annotation from
scratch with manual correction of the automatically
parsed output will speed up data production and
benefit treebank development. The main strengths
of the presented model are its structural stability
represented in high UAS scores and the reliable
parsing of basic syntactic elements as well as par-
ticularly repetitive parts of the annotation task. An
additional success is the utilisation of modern Ger-
man as a support language for syntactically parsing
low-resource MHG. This cross-lingual approach
raises hopes for a joint multi-lingual parser for var-
ious stages of historical German paving the way
for treebanks of all stages of historical German
within the same theoretical framework. Aside from
all success, the error analysis points out room for
improvement on some frequently confused labels,
which demonstrate problematic decisions concern-
ing some more fundamental linguistic distinctions
between argument and modifier status. Further
manual annotation and correction efforts on MHG
data need to be made to achieve reliable predictions
concerning this question as well as expand the set
of potential training data.

Further efforts on improving the parser could
include a delexicalised approach to cross-lingual
parsing or training customised embedding mod-



els on historical data instead of utilising the ones
trained on modern German, if delexicalisation does
not emerge as the method of choice. Incorporat-
ing further historic stages as represented in the
reference corpus of Early New High German (ReF
Wegera et al., 2021) by for example mapping the
syntactic annotations of the Indiana Corpus (Sapp
et al., 2023) or the Mercurius Treebank (Demske
et al., 2004) to the UD schema could pave the way
to a joint parsing model for different historic stages
of the German language. A more practical ap-
proach for future improvements is the usage of an
updated version of the utilised corpus to eliminate
outdated labels as well as incorporate clarifications
for the problematic distinctions within the proposed
subtypes.

This work is part of the beginning of the devel-
opment of a Middle High German treebank embed-
ded in the Universal Dependencies framework. The
first manual annotations published by Dipper et al.
(2024) and the first parsing model published with
this paper constitute the starting point of the cyclic
process of treebank development to fill the void of
dependency treebanks of historical German.

Limitations

Aside from all success, even the highest-scoring de-
pendency parsing model presented in this paper has
its limitations. The fine-grained error analysis pre-
sented in Section 5.2 illustrates frequent confusions
and hints at likely errors present in automatically
parsed data. On a larger scale, these errors reflect
unresolved linguistic discussions or ambiguities as
for example the distinction between argument and
modifier status. Unresolved questions in contem-
porary research are of course represented in the
data and therefore reproduced by the model, so the
output has to be evaluated and utilised with regard
to these conflicts.

On a higher level, automatic parsing models in
their early phases — especially when trained on
limited amounts of data — can not replace manual
efforts. This paper made it very clear that these
models are designed for pre-annotation and not for
purely automatic parsing. To reach this goal, the
cycle of parser and treebank development first has
to be repeated time and again.
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Ethical Considerations

This paper complies with the ACL Ethics Policy'”.
The development of parsing models aims at facili-
tating manual annotation efforts and therefore mo-
tivate further scientific research and debate. In this
case, it even supports counter-balancing the under-
representation of historical treebanks in modern
frameworks. Of course it has to be kept in mind
that automatic pre-annotation can reproduce biases
represented in the utilised data and therefore has to
be applied with care. The thorough error analysis
and evaluation presented in this paper should sup-
port the sensible application of the trained models.
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The following tables present more detailed eval-
uation scores of all trained models as well as of
all labels present in the data sets. The first five
rows of Table 8 illustrate parameter tuning with
different combinations of learning rate and utilised
pre-trained embedding models.


https://api.semanticscholar.org/CorpusID:7942973
https://api.semanticscholar.org/CorpusID:7942973
https://aclanthology.org/W16-4009
https://aclanthology.org/W16-4009
https://api.semanticscholar.org/CorpusID:6628106
https://api.semanticscholar.org/CorpusID:6628106
https://doi.org/10.1162/tacl_a_00101
https://doi.org/10.1162/tacl_a_00101
https://doi.org/10.1162/tacl_a_00101
https://www.linguistics.ruhr-uni-bochum.de/rem/
https://www.linguistics.ruhr-uni-bochum.de/rem/
https://aclanthology.org/P13-2017
https://aclanthology.org/P13-2017
https://aclanthology.org/L16-1262
https://aclanthology.org/L16-1262
https://aclanthology.org/2020.latechclfl-1.2
https://aclanthology.org/2020.latechclfl-1.2
https://aclanthology.org/2021.konvens-1.11
https://aclanthology.org/2021.konvens-1.11
https://api.semanticscholar.org/CorpusID:5851561
https://nlp.stanford.edu/pubs/qi2020stanza.pdf
https://nlp.stanford.edu/pubs/qi2020stanza.pdf
https://nlp.stanford.edu/pubs/qi2020stanza.pdf
https://api.semanticscholar.org/CorpusID:3455897
https://aclanthology.org/2023.tlt-1.6
https://aclanthology.org/2023.tlt-1.6
http://www.sfs.uni-tuebingen.de/resources/stts-1999.pdf
http://www.sfs.uni-tuebingen.de/resources/stts-1999.pdf
http://www.sfs.uni-tuebingen.de/resources/stts-1999.pdf
https://doi.org/918-968-828-554-7
https://doi.org/918-968-828-554-7
https://doi.org/10.18653/v1/K18-2001
https://doi.org/10.18653/v1/K18-2001
https://aclanthology.org/2022.lrec-1.769
https://aclanthology.org/2022.lrec-1.769

no. | data set | Ir emb char min steps | UAS LAS CLAS MLAS BLEX
1 MHG-cur 0.003 v v 41 12,100 | 91.74 86.65 79.48 78.19 79.48
2 MHG-cur 0.002 v v 29 8,700 | 91.99 86.30 78.58 77.37 78.58
3 MHG-cur 0.003 v X 25 11,800 | 91.89 86.05 78.44 77.06 78.44
4 MHG-cur 0.003 X v 46 12,800 | 91.28 85.84 78.26 76.79 78.26
5 MHG-cur 0.003 X X 20 10,100 | 91.99 86.40 78.86 77.48 78.86
6 MHG-all 0.003 v v 53 15,200 | 91.68 85.63 77.93 76.43 77.93
7 MHG+ModG | 0.003 v v 112 30,600 | 92.15 86.85 79.69 78.90 79.69
8 MHG+ModG | 0.002 v v 50 13,700 | 9295 88.06 81.57 80.75 81.57

Table 8: Evaluation scores of trained models (data sets), reporting learning rate (Ir), usage of word (emb) or
character (char) embeddings, run time (min), number of steps (steps) as well as UAS, LAS, MLAS, CLAS and
BLEX calculated on the test set. Model 1, 6, and 8 are the ones presented in Section 5.

Label | Precision Recall F1 #Label | Label | Precision Recall F1 #Label
compound:prt 1.0000  1.0000  1.0000 15 det:predet 0.5000 1.0000 0.6667 2
punct 0.9987  1.0000 0.9994 771 parataxis 0.6154 0.6423  0.6286 137
case 0.9823 09858 0.9841 282 compound:pav 0.5556 0.7143  0.6250 7
det 0.9810 0.9842 0.9826 631 expl:pv 0.5333  0.7273  0.6154 11
amod 0.9482 09581 0.9531 191 appos 0.6053 0.5476  0.5750 42
mark 0.9538 0.9483 0.9510 174 flat 0.6667 0.5000 0.5714 4
root 0.9375 09375 0.9375 304 vocative 0.6098 0.5208 0.5618 48
cc 0.9355 0.9355 0.9355 124 aux:pass 0.5000 0.6364  0.5600 11
aux 0.9384 09195 0.9288 149 nmod:det 0.5000 0.6250 0.5556 8
nsubj 0.8874 0.8758 0.8816 612 xcomp:pred 0.6000  0.5000 0.5455 12
xcomp 0.8571 0.8824  0.8696 34 ccomp 0.5957 0.4308 0.5000 65
advmod 0.8113 0.8889 0.8483 324 obl:loc 0.4615 0.4545 0.4580 66
advmod:tmp 0.8438 0.8438 0.8438 96 expl 0.4643 0.4483 0.4561 29
cop 0.8571 0.8276 0.8421 87 dislocated 0.6667 0.3158 0.4286 19
aux:cop 0.8571 0.8182 0.8372 22 obl:compar 0.6667 0.2857  0.4000 7
discourse 0.8333  0.8333  0.8333 18 obl:dir 0.3333  0.3415 03373 41
nummod 1.0000 0.7143  0.8333 7 advmod:dir 0.4444 0.2353 0.3077 17
obl:tmp 0.9048 0.7600 0.8261 25 obl:arg 0.4444  0.1739  0.2500 23
nmod 0.8444 0.7308 0.7835 104 acl 0.6667 0.1053 0.1818 19
iobj 0.7711 0.7485 0.7596 171 obl 0.0 0.0 0.0 1
obj 0.6988 0.8109 0.7507 349 nmod:part 0.0 0.0 0.0 9
conj 0.7241  0.7500 0.7368 112 nmod:arg 0.0 0.0 0.0 1
acl:relcl 0.6909 0.7451 0.7170 51 csubj 0.0 0.0 0.0 5
compound:case 0.7143  0.7143  0.7143 7 orphan 0.0 0.0 0.0 3
advmod:loc 0.7778 0.6034  0.6796 58 compound:adv 0.0 0.0 0.0 2
obl:mod 0.6232  0.7350 0.6745 117 amod:pred 0.0 0.0 0.0 3
advcl 0.6220 0.7315 0.6723 108 advmod:nmod 0.0 0.0 0.0 7
hypopara 0.5000 1.0000 0.6667 1 advcl:relcl 0.0 0.0 0.0 0

Table 9: Evaluation scores of labels sorted by F1, reporting precision, recall, F1 and label count produced by the
combined model (model 8) on the test set.
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Abstract

While the development of children’s literacy
is of large interest to researchers, few stud-
ies have yet been based on corpora of chil-
dren’s texts. We investigate the development
of text complexity in freely-written texts of
German primary school children between 2nd
and 4th grade based on the longitudinal Litkey
Corpus (Laarmann-Quante et al., 2019b) us-
ing NLP methods. These texts are retellings
of given picture stories. Although the pic-
ture stories may constrain the vocabulary and
grammar, our hypothesis is that complexity in-
creases over time. We measure complexity us-
ing various lexical and syntactic features. The
results show that our hypotheses are largely
confirmed but that there are outliers that might
arise because some picture stories could be
more stimulating than others.

1 Introduction

An important goal of primary school education is
the acquisition of written language skills. In addi-
tion to the teaching of spelling, this also includes
the acquisition of a sufficiently extensive vocabu-
lary and an arsenal of sufficiently complex syntac-
tic constructions.

Studies of how children’s (written) language
abilities develop have typically been either cross-
sectional or based on the development of only few
children. The reason is that not many large cor-
pora of children’s text productions are available,
especially longitudinal ones. One exception for
German is the Litkey Corpus (Laarmann-Quante
et al., 2019b), which contains texts collected from
the same 251 children at 10 test points between the
2nd and 4th grade (see Section 2 for details).

The goal of this paper is to investigate whether
and to what extent the complexity of vocabulary
and syntax increases in the course of primary
school, as reflected by the texts collected in the
Litkey Corpus. Since such large corpora cannot
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be analyzed by hand, we apply Natural Language
Processing (NLP) methods for automatic process-
ing in this investigation.

One particularity of the corpus is that the texts
are based on picture stories. This means that the
vocabulary and potentially also particular syntac-
tic constructions are to some extend bound by the
picture stories. We hypothesize that with increas-
ing written language skills over time, one can nev-
ertheless measure an increase in linguistic com-
plexity in the texts.

There are yet few studies that analyze chil-
dren’s retellings of picture stories and the ones
that are available focus on oral rather than writ-
ten retellings. For example, Rahayu et al. (2020)
analyzed the retellings of children aged six to
nine and found that their lexical diversity increases
with age. Heilmann et al. (2010) analyzed the
narrative macrostructure of children aged five to
seven and found that narrative (macrostructure)
skills are correlated with their vocabulary, gram-
mar, and productivity skills. Bulut-Ozsezer and
Canbazoglu (2018) examined the comments that
seven-year-old children made on the pictures in
story books and divided them into different cate-
gories (description, superficial and imaginative in-
terpretation, and critical understanding), conclud-
ing that most of them are descriptions.

The Litkey Corpus provides the opportunity to
study written retellings of picture stories. So far,
the corpus has mainly been analyzed with regard
to its general composition (e.g. Laarmann-Quante
et al.,, 2019b; Laarmann-Quante et al., 2019a)
and research based on the corpus has focused on
spelling errors (Rohrig, 2020; Laarmann-Quante,
2021). The Litkey Corpus has not yet been used to
analyze children’s development concerning their
lexical and syntactic complexity. This paper in-
tends to close this gap.

To measure vocabulary complexity, we use dif-
ferent standardized measures for lexical diversity
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and additionally apply a new IDF-based measure.
To measure syntactic complexity, we compare the
distribution of part-of-speech (POS) n-grams and
compute perplexity on POS n-grams based on a
language model trained on a children’s lexicon
written by adults. We hypothesize that over time,
the perplexity decreases as the children’s syntax
gets more similar to the one used by adults.

The main contributions of this paper are:

* A corpus-based study of the complexity of
texts written by children and its development
during primary school

¢ IDF-LDist, a new IDF-based measure of lex-
ical distinctiveness

2 Data

This section describes the Litkey Corpus, which
contains the texts produced by primary school
children that we analyze, and the Klexikon Cor-
pus, which we use as a reference corpus of texts to
compare the Litkey texts with.

2.1 Litkey Corpus

The texts of the Litkey Corpus (Laarmann-Quante
et al., 2019b) were collected by Frieg between
2010-2012 (Frieg, 2014). The texts were pro-
duced by 251 children in primary schools in
Northrhine-Westfalia between the second half of
the 2nd grade and the end of the 4th grade, i.e.
the end of primary school in Germany. In total,
there are 1,922 individual texts. Over the course
of 10 different test points in time, children were
advised to write stories retelling given picture sto-
ries.

At each test point, a different picture story was
used except for test points TP02, TPO6 and TP10
(i.e., at the end of each grade), where the same
story was used. At testing time, it was first made
sure that the children understood the basic sto-
ryline of the pictures before they wrote a story
retelling the picture story. All stories feature two
children, Lea and Lars, and a dog, Dodo.

The length of the texts varies greatly
(Laarmann-Quante et al., 2019b): At the first test
point TPO1, the texts are on average 65.9 tokens
long (SD 20.3), at the last test point TP10 the
average is 139.2 tokens (SD 53.5).

All texts come with an orthographic target hy-
pothesis, i.e., a normalized version of the text
where each word is corrected for spelling er-
rors but not grammatical errors. In the present
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study, we use this orthographic target hypothe-
sis. Among further annotations, the corpus comes
with STTS POS tags (Schiller et al., 1999) that
were created automatically using a tagger trained
on children’s texts, yielding an accuracy of about
93% (see Laarmann-Quante et al., 2019a, for fur-
ther details).

2.2 Klexikon Corpus

Klexikon' is a German online lexicon similar to
Wikipedia, but targeted at children. It offers sim-
plified and summarized articles about various top-
ics and has been written by adults. This means
the texts contain standard language sentence struc-
tures without grammatical errors but at the same
time the use of simplified language makes them
comparable to children’s writing styles. This
makes the Klexikon articles a suitable dataset that
children’s texts can be compared with at the syn-
tactic level.

We use the Klexikon Corpus compiled by Ort-
mann and Wedig (2024) as part of the KidRef Cor-
pus, which is a collection of various German texts
written by or written for children. The Klexikon
subcorpus consists of 924 texts with 300,000 to-
kens in total. Ortmann and Wedig (2024) automat-
ically created STTS POS tags with an accuracy of
about 94%, which we use in our study.

3 Methods

In order to study the development of text com-
plexity in the primary school children’s texts, we
apply different methods measuring lexical diver-
sity (Section 3.1) and syntactic complexity (Sec-
tion 3.2). Our choice of methods largely follows
Kapusta et al. (2022), who assessed the develop-
ment of the complexity of German Abitur texts,
i.e., texts that are part of the final secondary-school
examinations, between 1963 and 2013.

3.1 Lexical Diversity

A popular measure of lexical diversity is type-
token ratio (TTR), which is calculated by divid-
ing vocabulary size by text length. However, this
measure is sensitive to text length since the longer
a text is, the higher the probability that the fol-
lowing word has already occurred (see, e.g., Cov-
ington and McFall, 2010). Since the texts in the
Litkey Corpus vary in length, we use variations of

Ihttps://klexikon.zum.de
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TTR that are independent of text length: MATTR
and HD-D.?

Before applying these measures, we lemma-
tize the texts’ and exclude tokens that contain
non-alphabetic characters. We deliberately re-
frain from excluding function words because the
acquisition of different kinds of function words
constitutes important steps in the development
of literacy, e.g., using anaphoric expressions like
personal pronouns rather than repeating proper
names.

MATTR Covington and McFall (2010) propose
MATTR (“Moving Average Type-Token Ratio”).
It is calculated by first choosing a window size W
(e.g. 500 tokens) and then computing the TTR for
each moving window: words 1 to 500, then 2 to
501, then 3 to 503, and so on until the end of
the text. After that, the mean of all calculated
TTRs is the MATTR of the entire text. The higher
the MATTR, the higher a text’s lexical diversity.
Covington and McFall (2010) suggest a window
size W that is smaller than the shortest text in the
data, in our case 16 words. Hence, we set W to 15.

HD-D McCarthy and Jarvis (2007, 2010) pro-
pose HD-D (“Hypergeometric Distribution D).
HD-D is based on the probability of finding a type
at least once in a random sample of N words,
which can be estimated with the hypergeometric
distribution function. The probability of occur-
rence is calculated for all types in a text and then
summed up to make up the HD-D index of that
text. McCarthy and Jarvis (2007) propose a sam-
ple size of N = 42, however, multiple texts in the
Litkey Corpus have less than 42 words, with the
shortest text having 16 words only. Therefore, we
decided for a sample size of 15.

IDF-LDist In addition to the two TTR variants,
we define a custom measure, IDF-LDist (“IDF-
based lexical distinctiveness”), to analyze whether
all children use roughly the same vocabulary to de-
scribe a picture story or to what extend a child uses
distinctive words that are not used by many others.

For each child/text, we first calculate the IDF
values of their word types w per test point as

2 Another commonly-used length-independent measure is
MTLD (“Measure of Textual Lexical Diversity”, McCarthy
and Jarvis, 2010). However, this measure only provides reli-
able values for texts with at least 100 words.

3Most of the tokens in the Litkey Corpus come with
lemma information. We added missing lemmas using
simplemma (Barbaresi, 2024).
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shown in (1):*

IDF(w) = D
w)=- 7
where D is the total number of texts at that test
point and df,, is the number of texts containing w.
We next look at all IDF values of one child and
determine how many of them lie above the average
value for this test point (across children), which
would show to what extent the child uses more dis-
tinctive words than children use on average. We
calculate the average IDF value of a test point ¢ as
in (2), where V; is the set of words at test point ¢:

)]

1
IDF 1, (1) = A Z IDF(w) )

wevV;

Finally, we calculate for each child the percent-
age of IDF values above the test point’s average, as
a measure of how different the vocabulary of this
child is compared to the other children, as shown

in (3):

IDF-LDist(c, ) =

! > TIDR(w) > IDFae () ¥

|vc,t | WeVe,

where V., is the set of words of child ¢ at
test point . The notation 1{x} means “l if x is
true, and O otherwise” (Jurafsky and Martin, 2024,
p. 178).

The IDF-LDist measure has the following prop-
erties: If all children used the same words, the
IDF-LDist score for all children would be 0. Like-
wise, if all children used different words, the score
for all children would also be O but this is not re-
alistic since at least some function words and im-
portant words in a story, e.g. the names Lea, Lars,
and Dodo will be shared by most texts. The IDF-
LDist score of a specific child is high when most
other children share the same vocabulary but this
child uses different words.

3.2 Syntactic Complexity

To estimate syntactic complexity, measures are
typically used that measure the complexity of con-
stituents (e.g. embedding depth) or the length of
certain constituents (cf., e.g., Chen and Meurers,
2016). However, this presupposes that a syntactic

4Since each child contributed at most one text to each test
point, the terms “child” and “text” can be used interchange-
ably here.
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Figure 1: Development of the lexical diversity across test points measured as the mean values of MATTR (left)

and HD-D (right).

annotation exists, e.g. in the form of phrase struc-
ture trees or dependency relations. However, the
Litkey Corpus is not syntactically annotated ex-
cept for the POS tags. Our syntactic measures are
therefore based on POS tags.

Top POS n-grams We first look at the most fre-
quent POS n-grams for each test point. This al-
lows us to see whether the children use different
constructions in different acquisition phases and
which type of construction becomes more frequent
with increasing literacy.

Perplexity In addition, we apply perplexity of
POS-based language models. Perplexity is a stan-
dard metric in natural language processing (Juraf-
sky and Martin, 2024). It is usually used to assess
the performance of language models, by compar-
ing perplexity of two models on a test set. The
model with the lower perplexity score fits the test
data better.

In our study, we train a language model on the
Klexikon corpus and investigate how the perplex-
ity of this model changes over time when applied
to texts from different test points, reflecting the
evolving writing skills and practice of the children.

We hypothesize that the texts from the Litkey
Corpus show decreasing perplexity over time as
children’s linguistic abilities improve with age
and experience. This assumption is based on
the premise that a language model trained on the
Klexikon corpus, which shows no grammatical er-
rors and contains more complex sentence struc-
tures, would yield higher perplexity scores when
applied to texts written by elementary school chil-
dren at the beginning of learning how to write,
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compared to the same children at the end of el-
ementary school. To measure the syntactic com-
plexity of the texts, we use a POS trigram language
model with Kneser-Ney smoothing.’

4 Results

4.1 Lexical Diversity

We calculated both measures of lexical diversity,
i.e. MATTR and HD-D, per text. Figure 1 shows
the mean value at each test point (TP).

Both measures show that overall the lexical di-
versity increases over time, proving the initial hy-
pothesis right that we can see an increase in spite
of different picture stories used. However, the in-
crease is rather small and not homogeneous. Both
measures show similar patterns: There is a drop
in each measure at TPO3 and TPOS5 and another
drop for HD-D at TPO8 and for MATTR at TPO9.
It is likely that these drops are indeed caused by
the different picture stories used in that some of
them elicited a more diverse vocabulary than oth-
ers. This assumption is supported by the obser-
vation that we see a clear upward trend between
TP02, TPO6 and TP10 where the same picture sto-
ries were used. The results emphasize the impor-
tance of taking into account the stimulus material
with which texts are elicited when interpreting the
results in a longitudinal study.

IDF-LDist The results for our new measure
IDF-LDist are shown in Figure 3. For each test
point, we see the distribution of the percentage of

SWe used the NLTK module nltk.1lm with default set-
tings for calculating the model and perplexity.



Example 1 (IDF-LDist = 0.50):
Dodo ist verschwunden

Example 2 (IDF-LDist = 0.07):
Lea sucht Dodo. sie klebt Bilder von Dodo.

An einem schonen warmen Sommertag ging Lea unten auf dem Biirgersteig hektisch umher. Sie sah
ziemlich traurig aus. Sie klebte an jedem Baum, Haus, oder am einer Mauer Zettel auf.

‘Dodo has disappeared. On a beautiful warm summer’s day, Lea was walking frantically along the
sidewalk below. She looked quite sad. She stuck notes on every tree, house, or on a wall.’

‘Lea is looking for Dodo. She sticks pictures of Dodo.’

Figure 2: Two (normalized) example texts from TP02 describing the same situation of a picture story: the dog Dodo
has disappeared and the girl Lea hangs up ‘missing dog’ posters. Example 1 is the text with the top IDF-LDist

score of TP02, Example 2 has a very low score.
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Figure 3: Distribution of the children’s IDF-LDist
scores per test point.

words above the test point’s average IDF value.
Figure 2 shows two example texts, one with a
very high IDF-LDist score and one with a very low
score. The IDF-LDist score of a specific text be-
comes high when most other texts share the same
vocabulary but this text uses different words. We
see such outliers at almost each test point, most
notably at TPO1. At later test points, the vari-
ance and the outliers tend to decrease. This means
that the distinctiveness of the children’s vocabu-
lary tends to become more homogeneous in that
either the children all tend to use more similar
words or — more likely given the increase in lex-
ical variation reported above — all children tend
to write in a more distinctive manner so that in-
dividual texts do not stick out anymore. One ex-
planation could be that at early test points, some
children start off with a broader or more different
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Rank TPO1 TP10
1 NE 17.54 VVFIN 11.24
NN 12.55 NN 10.91
3 VVFIN 10.98 NE 10.71

Table 1: Top-frequent POS unigrams (percentages)
at TPO1 and TP10 (NE: proper nouns; NN: common
nouns; VVFIN: finite verbs).

vocabulary than others, depending on their per-
sonal backgrounds. Then, the older the children
become and the longer they have attended school,
the more they reach a similar level of vocabulary.
Hence, previous advantages some children might
have had at the first test point are equalized to
some extend. Nevertheless, this is only a rather
subtle trend. Overall, we see that across all test
points some individual differences remain.

Again, we must not forget a potential influence
of the picture story. But when we compare TP02,
TP06 and TP10 where the same story was used,
we see a similar decrease in variance, especially
between TP06 and TP10, as described above for
all test points.

4.2 Syntactic Complexity

Top POS n-grams We start by comparing the
two extremes, TPO1 and TP10, see Table 1. The
three most frequent POS tags are the same in both
cases but appear in different order. It is noticeable
that in TPO1 NE, i.e. proper names, are by far the
most frequent POS, with 17.54% of all tokens. It
is obvious that the names of the two children and
the dog occur disproportionately in the early texts.
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Figure 5: Top-frequent POS unigrams across all test
points, stacked according to frequency.

Figure 5 plots the distribution of the top-
frequent POS unigrams across the ten test points.
The blue part of the bar plots corresponds to the
proper nouns (NE). Proper names are almost al-
ways the most common POS up to TPO7. In TPOS,
the article (ART, red part) appears as the first func-
tion word among the top three POS, and proper
nouns become less important.

Figure 4 shows the top-frequent trigrams across
all test points. TOPO1 shows a special pat-
tern here: the combination NE-KON-NE (blue
part; KON for conjunction) is the most com-
mon, followed by KON-NE-VVFIN (orange) and
VVFIN-ART-NN (green). These three patterns
are typical for sentences in which the two children
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and/or the dog appear as the subject, as in Exam-
ple (4). Parts of these patterns also show up in
TP02-TP04.

(4) Lars und Lea kaufen ein  Eis.
NE KON NE VVFIN ART NN

‘Lars and Lea buy an ice cream.’

A similar pattern is the trigram $.—NE-VVFIN
(purple): These are sentence beginnings (after $.,
the period) in which only one proper noun occurs
as the subject.

From TPO02 on, however, the most common con-
struction are prepositional phrases (APPR—-ART-
NN, red) and it remains so until TP10. It can be
assumed that such prepositional phrases are fre-
quently used to indicate place and time.

TOP10 shows an interesting distribution: In ad-
dition to the prepositional phrases (red) and the
sentences starting with proper names (purple), a
new pattern appears here among the top trigrams:
$.—PPER-VVFIN (ligth green, PPER for personal
pronouns). Instead of mostly repeating the proper
nouns, the children now begin to start sentences
with a personal pronoun more regularly, as in Ex-
ample (5), so that this pattern shows up among the
top trigrams.

(5) Sie sah Lars mit
PPER VVFIN NE APPR

‘She saw Lars with Dodo’

Dodo
NE
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Figure 6: Mean perplexity (left) and perplexity distribution (right) over test points.

POS-based perplexity We calculated perplex-
ity separately for each text. Figure 6 plots the
mean values and distribution of perplexity of the
texts written at the ten different test points. Look-
ing first at the mean values (left), we observe an
overall downward trend in the perplexity scores
over time. The three test points with the same
story, TP02, TPO6 and TP10, also show a clear
downward trend. As perplexity values indicate
how well the trained language model fits the sam-
ple, the overall downward trend shows that in gen-
eral the children’s texts become more similar to
the Klexikon in terms of POS trigrams. There are,
however, peaks and troughs indicating exceptions
to the overall trend. These need to be examined
further to see if, e.g., there is a story-related rea-
son for the outliers.

The boxplots (right) show that there are more
outliers at earlier test points, i.e. texts that deviate
clearly from the style of the Klexikon-based lan-
guage model. The later the test points, the more
homogeneously the children write. We could al-
ready observe such a development in Fig. 3 for the
IDF-LDist scores.

5 Conclusion

The aim of this paper was to investigate the de-
velopment of complexity in texts produced by pri-
mary school children. We measure complexity on
a lexical and syntactic level with different mea-
sures based on the Litkey Corpus.

The different measures of lexical diversity con-
firm our expectations: the children’s vocabulary
in describing the picture stories becomes increas-
ingly diverse over time, despite the fact that the
children were limited in their text production by

38

the given picture stories.

The new measure of lexical distinctiveness,
IDF-LDist, shows that the texts become more ho-
mogeneous overall, i.e., the older children tend to
write similarly diverse texts. We hypothesized that
personal background may play a greater role at the
beginning of elementary school, which would ex-
plain the greater variance and the extreme outliers.
At later test points, the children’s competencies
become more and more similar.

At the syntactic level, the distribution of the
POS n-grams shows that the syntactic structures
used by the children when writing are developing
further and that, for example, function words such
as articles and personal pronouns are being added.

Perplexity on POS trigrams shows an overall
downward trend, as expected. However, there are
also outliers, which require further investigations.
Similar to lexical distinctiveness, perplexity be-
comes more homogeneous over time.

Ethical Considerations

We do not see a direct harm that could follow from
the research reported in this study. However, the
analyses could inherit potential biases present in
the Litkey Corpus and not reflect all populations of
primary school children in Germany equally well.

Limitations

A limitation of the present study is that we mea-
sure linguistic complexity using only a small sub-
set of potential measures, focusing on lexical di-
versity and syntactic complexity based on POS
sequences. Incorporating further measures, e.g.
based on syntactic dependencies, would be nec-
essary in order to draw a more complete picture



of the development of linguistic complexity in pri-
mary school children’s texts. However, this is yet
infeasible because the Litkey Corpus lacks gold-
standard annotations of structures above the word
level.
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Abstract

The purpose of text simplification is to reduce
the complexity of the text while retaining im-
portant information. This aspect is relevant
for improving accessibility for a wide range
of readers, e.g., those with cognitive disorders,
non-native speakers, as well as children and the
general public among others. We report experi-
ments on text simplification for Lithuanian, fo-
cusing on simplifying texts of an administrative
style to a plain language level to make it easier
to understand for common people. We chose
mT5 and mBART as foundational models and
fine-tuned them for the text simplification task.
Also, we tested ChatGPT for this task. We eval-
uated the outputs of these models quantitatively
and qualitatively. All in all, mBART appeared
to be most effective for simplifying Lithuanian
text, reaching the highest BLEU, ROUGE and
BERTSscore scores. Qualitative evaluation by
assessing the simplicity, meaning retention and
grammaticality of sentences simplified by our
fine-tuned models, complemented the results
of evaluation metrics’ scores.

1 Introduction

Text simplification means reducing the vocabulary
and syntactic complexity of a text while preserving
the essential information of the original text. There-
fore, text simplification is relevant for improving
the accessibility of information for people with cog-
nitive disorders, as well as for non-native speakers
and children (Stajner, 2021). It is important for the
general public as well, especially in terms of legal
and/or administrative texts as these texts provide
communication between institutions and their tar-
get audiences, which have very diverse levels of
reading comprehension (Frangois et al., 2020).

In this paper, we report text simplification exper-
iments for Lithuanian. We focus on simplifying
texts of the administrative (clerical) style. The ex-
amples of communication with the general public
by public authorities often use quasi-legal language,
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which can be ineffective in conveying information
to non-specialists (Francois et al., 2020). Therefore
such texts are difficult to understand for anyone
who is not an expert in that particular field. While
texts on the websites of various public administra-
tion institutions are intended to disseminate infor-
mation relevant to the general public, such as social
benefits, public utilities, migration, copyright, etc.,
there is quite often a discrepancy in terms of their
declared purpose and reaching their target audience.
Text simplification has the potential to address this
problem as it "translates" administrative language
into a less complex one in terms of vocabulary, sen-
tence structure and other aspects while retaining
the essential information from the original content.

Currently, the notion of plain language is most
commonly used in written communication of gov-
ernmental institutions towards the general public.
It is defined as communication in which wording,
structure, and design are clear so that the intended
audience can easily find, understand and use the
information it needs (Adler, 2012). So, in our ex-
periments, we explore the simplification of admin-
istrative texts to the level of plain language. Plain
Language was first and foremost a means to open
expert content for lay people (non-experts), for ex-
ample, by providing people without legal or medi-
cal training access to the respective expert commu-
nication and information (Maaf3, 2020).

We chose mT5 and mBART as the base mod-
els and fined-tuned them, developing text sim-
plification models for Lithuanian texts. We also
tested ChatGPT for this task. We chose these
models because they support Lithuanian language
(many large language models do not support lower-
resource languages well) and after assessing com-
putational resources we had available for model
fine-tuning. Also, our text simplification experi-
ments performed lexical and syntactic simplifica-
tion together, thus simplifying sentence structure
and replacing complex words or phrases at the same
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step.

The rest of the paper is structured as follows:
Section 2 briefly describes related work, Section
3 describes the data we used, Section 4 — methods
used in our experiments, Section 5 — experimental
setup, Section 6 presents results. Finally, Section 7
ends this paper with conclusions.

2 Related Work

Text simplification techniques have developed sig-
nificantly in recent years from rule-based (e.g.,
Rennes and Jonsson (2015); Suter et al. (2016)) to
data-driven approaches (e.g., Stajner and Saggion
(2018); Srikanth and Li (2020)). Machine transla-
tion via neural networks, such as LSTM, also has
been used in many studies because a text simplifi-
cation task can be formulated as a translation task
where a complex text is translated into a simple
text (e.g., Vu et al. (2018); Agrawal and Carpuat
(2019)).

As Transformers architecture considers the
whole input sequence and selectively extracts essen-
tial information (Vaswani et al., 2017), it has been
successfully used for text simplification (e.g., Zhao
et al. (2018); Omelianchuk et al. (2021)), among
other NLP tasks. In particular, simplifications that
avoid long, complex, and linked sentences can now
be generated by large language models (Jeblick
et al., 2023; Sun et al., 2023a).

Recent studies have shown that these models
can simplify text via the application of different
techniques, such as specifying the desired reading
grade level or directly indicating necessary simpli-
fication operations (Agrawal and Carpuat, 2023).
BERT model has been applied for lexical text sim-
plification (e.g., (Qiang et al., 2020)), text sim-
plification using monolingual machine translation
(Alissa and Wald, 2023) or hybrid text simplifica-
tion approach (e.g., Maddela et al. (2020)), among
other studies. TS5 model has been used for control-
lable text simplification (e.g., Sheang and Saggion
(2021); Basu et al. (2023); Seidl and Vandeghinste
(2024)) as well as in text simplification in a situ-
ation with limited resources (e.g., Monteiro et al.
(2022); Schlippe and Eichinger (2023)), to name
a few. BART model has been applied not only
for controllable text simplification (e.g., Sheang
and Saggion (2021)) but also for paragraph-level
(e.g., Devaraj et al. (2021)) and document-level
text simplification (e.g., Vasquez-Rodriguez et al.
(2023)) thus expanding the task. Various GPT mod-

els have been utilized for text simplification as well,
especially in low-resource scenarios (e.g., Wen and
Fang (2023); Deilen et al. (2023); Li et al. (2023a)).

Some of the newest models for text simplifica-
tion include SIMSUM for automated document-
level text simplification (Blinova et al., 2023), also,
SimpleBART (Sun et al., 2023a), which reports
a pre-training strategy for text simplification, and
KGSimple, an unsupervised approach that uses
knowledge graphs to generate compressed text (Co-
las et al., 2023). In addition to general text simplifi-
cation, domain-specific text simplification models
are emerging, e.g., for simplifying medical texts
(Basu et al., 2023) or texts of particular genres (Li
et al., 2023b).

What makes text simplification a complex and
non-trivial task, is the lack of high-quality data
sources and the need for further exploration of the
low-resource scenarios (Sun et al., 2023b). Addi-
tionally, sometimes domain-specific text simplifi-
cation may result in lower quality generated text as
on, e.g., medical text simplification (Joseph et al.,
2023; Flores et al., 2023). Finally, there are chal-
lenges related to cultural and commonsense knowl-
edge in text simplification which requires further
research in this field (Corti and Yang, 2023).

In this paper, we report experiments in text sim-
plification for Lithuanian, focusing on simplifying
administrative texts to a plain language level (Maal,
2020), which is intended for the general public. We
chose several metrics for automatic evaluation. Ad-
ditionally, the results were assessed by the linguist
from a qualitative perspective.

3 Data for Fine-Tuning and Testing

3.1 Data for Fine-Tuning

The final dataset for fine-tuning comprises 2,142 en-
tries with two columns, where the first column con-
tains original sentences or text fragments, equiva-
lent to sentences, while the second column contains
manually simplified versions of the corresponding
original content!. All data were simplified by four
experts according to guidelines which are based
on the literature on plain language, i.e. simplified
version of language, intended for non-specialists
(general public) (Alarcon et al., 2021).

The data sources for this dataset were various
Lithuanian governmental and non-governmental
public institution websites that provide information

!The dataset is available upon request.



on services such as social benefits, migration, util-
ities, copyright, and other issues. The data prepa-
ration process involved dividing the texts into sen-
tences or sentence-equivalent text fragments (e.g.,
clauses) and simplifying them manually following
the above-mentioned simplification guidelines.
The lexical and syntactic rules that were ap-
plied were mainly derived from cross-linguistic
Plain Language principles (Harris, 2010; Martinho,
2018). In some cases, Plain Language principles
or text simplification syntactic rules specific to lan-
guages that have a similar grammar structure to
Lithuanian were taken into account (Brunato et al.,
2015; Lukasz Dgbowski, 2015). Certain rules, for
example, the treatment of participles, were defined
for Lithuanian specifically. Lexical simplification
was based on frequency, according to the Lithua-
nian frequency dictionary (Utka, 2009), when in
doubt. Guidelines for Plain Lithuanian feature
three different levels of proposed simplification
operations and can be summarised as follows:

1. Paragraph-level simplifications. There are
two main rules in this group. First, it is sen-
tence shortening: sentences longer than 12
words should be divided into smaller sen-
tences, preferably by turning embedded rela-
tive clauses into independent sentences. Sec-
ond, it is list creation: where possible, ho-
mogenous elements should be transformed
into vertical lists, which aid text comprehen-
sion.

2. Lexical simplification. Whenever possible,
a more frequent synonym should be selected,
disregarding the perceived formal register re-
quirements. Metaphors and acronyms, if
not particularly common, should be avoided,
while obscure terms should be defined in a
separate sentence.

3. Syntactic simplification. These include but
are not limited to:

* transformation of the passive voice into
active voice;

* replacing active participle and gerund
constructions with relative clauses;

* avoiding nominalizations;

* preferring affirmative sentences to nega-
tion, especially avoiding double nega-
tion;

* adding demonstrative pronouns and de-
terminers, where possible, to increase
clarity.

3.2 Data for Testing

For testing we used 100 sentences not included
in our parallel corpus we used for model fine-
tuning. Again, we used governmental and non-
governmental public institution websites as data
sources. We compiled this set following diversity
criteria in terms of topics covered as well as differ-
ent levels of sentence complexity.

4 Methods

41 mT5

The foundation of mT5 model is based on the T5
model, which stands for "Text-to-Text Transfer
Transformer." Developed by Google, TS5 adopts
a unified text-to-text framework, where every lan-
guage processing task is re-framed as a text gen-
eration problem. Key principles of the TS model
include (Zhang et al., 2021):

1. Unified Text-to-Text Framework: TS5 treats
all NLP tasks as a text generation problem,
where the input and output are always text
strings. This approach simplifies the architec-
ture and allows for flexibility in handling NLP
tasks.

2. Pre-training on a Diverse Corpus: T5 is pre-
trained on a large, diverse corpus, C4 (Colos-
sal Clean Crawled Corpus) (Dodge et al.,
2021), which provides a broad understanding
of language and context.

3. Encoder-Decoder Architecture: The model
uses an encoder-decoder architecture, similar
to the original Transformer model as proposed
by Vaswani (Vaswani et al., 2017). The en-
coder processes the input text and creates a
contextual representation, which the decoder
then uses to generate the output text.

4. Fine-Tuning for Specific Tasks: While T5
is pre-trained on a general corpus, it can be
fine-tuned on a specific task or language to
enhance its performance.

For our specific task of Lithuanian text simpli-
fication, we used the mT5 model, a multilingual
variant of the original T5 (Xue et al., 2021). The
model architecture and training procedure that is



used for mT5 closely follow that of TS. To train
mTS5, the authors introduced a multilingual variant
of the C4 dataset called mC4, which comprises tex-
tual data in 101 languages drawn from the public
Common Crawl web scrape. It makes mT5 model
particularly suitable for languages with fewer re-
sources (Xue et al., 2021), such as Lithuanian.

4.2 mBART

mBART, an extension of the BART (Bidirectional
and Auto-Regressive Transformers) model, incor-
porates both auto-encoder and auto-regressive com-
ponents to enhance language understanding and
generation. This model is not only tailored for
machine translation but also highly adaptable for
tasks like text simplification. It uses a sequence-
to-sequence framework based on the Transformer
architecture, which includes both an encoder and
a decoder (Lewis et al., 2019). The encoder pro-
cesses the input text, converting it into contextual
embeddings that encapsulate the nuances of the lan-
guage — Lithuanian in this context. The decoder
then reconstructs the text from these embeddings,
aiming to produce simplified text that maintains
the original meaning while being more accessible.

mBART functions as a denoising autoencoder
and is one of the first models to employ a com-
plete sequence-to-sequence framework for mul-
tilingual training by denoising full texts. It was
pre-trained on a vast corpus of multilingual data
using the BART methodology. This training in-
volved a subset of 25 languages from the Common
Crawl (CC) corpus (Wenzek et al., 2019), known
as CC25, which includes languages from various
families and features texts of different lengths. The
Lithuanian portion of this dataset comprises 1,835
tokens within a 13.7 GB corpus, highlighting the
model’s comprehensive exposure to multilingual
text (Liu et al., 2020). This extensive pre-training
enables mBART to handle complex linguistic tasks,
making it a robust tool for text simplification in
less supported languages like Lithuanian.

4.3 ChatGPT

ChatGPT is a variant of the GPT (Generative Pre-
trained Transformer) family, which itself is part
of a broader class of models using transformer ar-
chitectures (Yenduri et al., 2024). This design is
fundamentally built on self-attention mechanisms
that allow the model to process words in context
to one another across a sentence or document (?).
The model can dynamically weigh the importance
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of each word based on its relationship with others,
making it highly effective for complex language
processing tasks (Rothman, 2022). We tested Chat-
GPT 3.5 for Lithuanian text simplification to ex-
plore low-resource scenarios.

For our study, we used ChatGPT in its stan-
dard, as-is configuration available via OpenAl’s
browser interface. This meant working within the
constraints of the model’s pre-training, which did
not specifically target Lithuanian language struc-
tures but included enough multilingual context to
allow for general text manipulation tasks in Lithua-
nian.

4.4 Evaluaton

4.4.1 Metrics

* BLEU (Bilingual Evaluation Understudy)
Score: measures how many n-grams in the
output match the reference sentences. BLEU
scores range from O to 1. A higher BLEU
score indicates that the output is closer to the
reference (Papineni et al., 2002).

ROUGE (Recall-Oriented Understudy for
Gisting Evaluation) Score: measures the
overlap of n-grams between the simplified
text and reference text in different flavors (Lin,
2004). It measures the overlap in the range
between 0 (no overlap) and 1 (perfect overlap).
We chose 3 variants of ROUGE: unigram over-
lap (ROUGE-1), bigram overlap (ROUGE-2)
and Longest Common Subsequence overlap
(ROUGE-L).

BERTscore: BERTscore identifies words in
candidate and reference phrases based on co-
sine similarity via the pre-trained contextual
embeddings from BERT. It correlates well
with human evaluation (Zhang et al., 2019).

4.4.2 Qualitative Analysis

For qualitative, expert-based evaluation of the sim-
plification output, we used 3 common criteria:
grammaticality, meaning preservation and simplic-
ity (Nisioi et al., 2017; Alva-Manchego et al.,
2020). Grammaticality (or fluency) means as-
sessing whether the simplified text remains gram-
matical and understandable; meaning preservation
refers to the evaluation of whether semantics (or
adequacy) is preserved after the simplification; and
simplicity points out to whether the simplified text



is simpler than the original text (Grabar and Sag-
gion, 2022). These criteria can be assessed without
the need for reference data.

The expert has been asked to assess sentences,
simplified by the models according to these 3 cri-
teria on a scale from 1 to 5. As all 3 evaluation
criteria are not equal (they go in this order: simplic-
ity — meaning retention — grammaticality), we also
asked to apply 2 other rules during the evaluation:

* The most important criterion is simplicity, so
if according to this criterion simplified sen-
tence gets 1, meaning retention and grammat-
icality are irrelevant (gets the score of 1 as
well).

If for simplicity a simplified sentence scores
higher than 1, but meaning retention scores 1,
then the grammaticality is scored 1 (otherwise
we would get a grammatically correct but se-
mantically incorrect sentence, i.e., unrelated
to the original one).

Without such a hierarchy of criteria, there could
be a paradoxical situation where models would be
rewarded for simply copying the original content,
while they would be penalized for attempting to
simplify, although with some errors.

5 Experimental Setup

This study is aimed at the exploration of text sim-
plification for Lithuanian. We used mT5 and
mBART, which were directly fine-tuned using a
dataset of complex (original) and simplified Lithua-
nian sentences designed by linguists. The fine-
tuning focused on exploring the effects of batch
size (bs) and learning rate (Ir) variations on per-
formance. The results indicated significant differ-
ences in performance between the model config-
urations. The mBART model with a larger batch
size of 8 (MBART-bs8_Irle-4) consistently outper-
formed the other configurations. On the other hand,
the mT5 model with a smaller batch size (mT5-
bs2_Irle-4) demonstrated stronger performance.
The pre-trained mT5 and mBART were fine-
tuned on a Lithuanian corpus, with their encoder-
decoder architecture left unchanged to suit the lan-
guage’s nuances. ChatGPT, on the other hand, was
not fine-tuned; instead, we used several prompts to
test its text simplification capabilities for Lithua-
nian. We assessed all models using selected met-
rics to compare their ability to simplify text while
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preserving the original meaning and intent. The
fine-tuning process covered eight epochs, this en-
abled us to track the progression and improvements
in the models’ performance as training continued.

6 Results

6.1 Automatic Evaluation

Firstly, we executed experiments with the mT5 and
mBART models, focusing on fine-tuning and test-
ing while adjusting key hyperparameters, namely
the batch size and learning rate. The outcomes
of this fine-tuning process, which was carried
out over eight epochs, are visually represented in
Figure 1. In this figure, the performance of the
mBART model is outlined through various variants
of ROUGE, with different configurations indicated
by labels such as bs-8-Ir-1e-4. These labels indi-
cate the hyperparameters used during training —
bs for batch size and Ir for learning rate. Each con-
figuration provides insights into how the model’s
performance is influenced by these hyperparame-
ters.

The bs8-Irle-4 and bs4-Irle-4 results were se-
lected as the best performing models based on their
consistently higher scores across ROUGE metrics,
as seen in the graphs. The larger batch size of
bs8-Irle-4, in particular, showed superior results,
indicating effective learning and generalization ca-
pabilities for Lithuanian text simplification, while
also avoiding overfitting.

In figure 2 we can see the performance during the
fine-tuning of mT5 model. The ROUGE-1 graph,
the configuration with a batch size of 2 and a learn-
ing rate of le-4 (bs2-Ir-1e-4) achieves the highest
score, suggesting that this combination is the most
effective for the text simplification task out of the
ones tested. The same configuration (bs2-Ir-Ie-
4) leads in the ROUGE-2 and ROUGE-L graphs
as well, which indicates its effectiveness not just
at capturing single word overlaps but also in cap-
turing longer phrase and sentence-level structures.
Configurations with larger batch sizes and smaller
learning rates improved more slowly, suggesting
smaller learning rates require more epochs for com-
parable performance.

Table 1) summarizes the performance of each
model configuration across various metrics. We
selected the two best models based on their hy-
perparameter configurations during fine-tuning and
tested them using a dataset that was not used during
training and was unseen by the models.
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Figure 1: The mBART model’s ROUGE scores during fine-tuning with different parameters: (a) ROUGE-L score,

(b) ROUGE-1 score, (c) ROUGE-2 score.
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Figure 2: The mT5 model’s ROUGE scores during fine-tuning with different parameters: (a) ROUGE-L score, (b)

ROUGE-1 score, (c) ROUGE-2 score.

The results indicate significant differences in
performance between the model configurations.
The mBART model with a larger batch size of 8
(mBART-bs8_Ir1e-4) consistently outperformed the
other configurations across all metrics. This sug-
gests that larger batch sizes may contribute to better
model learning and generalization, especially for
complex tasks like text simplification.

On the other hand, the mT5 model with a smaller
batch size (mT5-bs2_Irle-4) demonstrated stronger
performance compared to its larger batch coun-
terpart, particularly noticeable in the BLEU and
ROUGE scores. This might be attributed to better
handling of the nuances in a less resource-dense
language like Lithuanian when trained with more
focused, though smaller, data batches.

For testing ChatGPT we used 3 different prompts
in the zero-shot scenario, and the average scores of
the outputs are presented in Table 1. The results
show that according to our selected evaluation met-
rics, ChatGPT performed better than or close to
mT5-bs4_Irle-4, but worse than the other 3 models.
This shows potential, however, experimenting with
prompts revealed that it is rather difficult to control
the simplification to the desired level, e.g., plain
language in our case.

Overall, the mBART model with the largest

45

batch size and same learning rate setting appears
most effective for simplifying Lithuanian text, high-
lighting its suitability for languages with fewer lin-
guistic resources available for training.

6.2 Qualitative Evaluation

As automatic evaluation does not cover all text sim-
plification aspects, it has been accompanied by a
qualitative evaluation by the linguist, who assessed
simplified sentences produced by the models. The
generated sentences were assessed by their sim-
plicity, meaning retention and grammaticality. The
results are summarised in Table 2.

We can see that the highest simplicity score
shared mBART-bsS_Irle-4 and ChatGPT (3.92/5.0).
Meanwhile, mBART-bs4_Irle-4 and mBART-
bs8_Irle-4 got the highest score for meaning re-
tention (4.12/5.0). As for grammaticality, the just-
mentioned mBART-bs8_Irle-4 achieved the highest
score of 4.25/5.0.

ChatGPT showed potential, especially taking
into consideration that we tested it with zero-shot
prompting. However, it was rather difficult to con-
trol the desired simplification level — in our case,
plain language was relevant, targeting the general
public, not Easy Language that mostly aims to aid
people with special needs (Maal3, 2020). Also,



Table 1: Automatic evaluation scores

chatGPT | mT5-bs2_Irle- | mT5-bs4_Irle- | mBART- mBART-
4 4 bs4_Irle-4 bs8 _Irle-4
Average 0.359 0.5697 0.0738 0.5099 0.6605
BLEU
Average 0.4556 0.7937 0.3682 0.739 0.8221
ROUGE-1
F-score
Average 0.228 0.7036 0.2996 0.6288 0.7265
ROUGE-2
F-score
Average 0.396 0.7844 0.352 0.7322 0.8137
ROUGE-L
F-score
Average 0.76 0.9033 0.7137 0.8879 0.9243
BERTScore
F1
Table 2: Qualitative evaluation scores
Simplicity Meaning retention Grammaticality
mT5-bs2_Irle-4 3.26 3.31 3.36
mT5-bs4_Irle-4 1.99 1.89 1.88
mBART-bs4 _Irle-4 3.81 4.12 421
mBART-bs8_Irle-4 3.92 4.12 4.25
chatGPT 3.92 3.86 3.78

there was some difficulty in controlling that infor-
mation not present in an original sentence would
not be added to its simplified version.

Although mT5-bs2_Irle-4 and mBART-bs4_lIrle-
4 were rather close in terms of automatic evaluation
scores, the qualitative assessment revealed clearer
differences in simplified sentences. For example,
the latter model managed better in terms of gram-
matically correct sentences, e.g., correct case of
parts of speech. Also, mT5-bs2_Irle-4 had a mild
tendency to cut longer original sentences in the
middle thus losing a part of the information.

The latter tendency, however, was rather strong
in mT5-bs4_Irle-4. It also struggled in terms of cor-
rect Lithuanian grammar, making common spelling
mistakes, and jumbling the syntactic structure of
the sentences or, in several cases, getting stuck on
generating the same phrase over and over.

To summarize, qualitative evaluation added the
results of automatic evaluation metrics, showing
that mBART was the most successful in simplify-
ing Lithuanian texts. It performed better than other
tested text simplification models in terms of sim-
plicity, meaning retention and grammaticality of
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simplified sentences.

7 Conclusions

In this paper, we report experiments on text simpli-
fication for Lithuanian with the focus of simplify-
ing administrative-style texts to a plain language to
make it easier to understand for the general public,
i.e. non-specialists. We chose mT5 and mBART
as foundational models and fine-tuned them for
this task. Also, we tested ChatGPT to explore a
low-resource scenario. We evaluated the outputs of
these models quantitatively (via BLEU, ROUGE
and BERTscore scores) and qualitatively (assess-
ing simplicity, meaning retention and grammati-
cality of simplified sentences). All in all, mBART
model appeared to be most effective for simplify-
ing Lithuanian texts. It reached the highest BLEU,
ROUGE and BERT'score scores. Qualitative evalu-
ation results complemented the results of quantita-
tive evaluation.

Our future plans include model improvement
(e.g., exploring different fine-tuning techniques and
more comprehensive experimentation in terms of



training parameters) and increasing dataset size
via, for example, data augmentation, to increase
model performance and generalizability. Also, we
plan a more comprehensive analysis of the model
decision-making process to take into account such
aspects as checking for factuality or model bias.

Limitations

Our study demonstrates promising results for text
simplification for Lithuanian. However, it has sev-
eral limitations we need to acknowledge. Firstly,
we evaluated the results focusing on readability
(that is, if model-simplified sentences could be
easily understood by the experts who evaluated
them) and retention of essential information. How-
ever, to assess the practical use of the simplified
texts, evaluation and analysis could include user
feedback and/or reading comprehension tests. Sec-
ondly, we limited our experiments to simplifying
administrative-style texts. Therefore, models’ per-
formance may vary if given texts of different do-
mains and genres. Also, the dataset we used for
fine-tuning models is limited in size, thus, models
could be improved with more diverse and compre-
hensive textual data. Furthermore, while quantita-
tive evaluation metrics we used provide valuable
insights, they may not fully capture the nuances re-
lated to text simplification. So, additional metrics,
evaluation criteria and linguistic analysis could of-
fer a more comprehensive assessment of simplified
texts as well as models themselves. Addressing
these limitations could improve the robustness and
applicability of text simplification in real-world
scenarios.
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Abstract

Discourse Representation Structures (DRS)
are formal representations of linguistic seman-
tics based on Discourse Representation The-
ory (DRT, Kamp et al., 2011) that represent
meaning as conditions over discourse refer-
ents. State-of-the-art DRS parsers learn the task
of mapping text to DRSs from annotated cor-
pora such as the Parallel Meaning Bank (PMB,
Abzianidze et al., 2017). Using DRS in down-
stream NLP applications such as Named En-
tity Recognition (NER), Relation Extraction
(RE), or Open Information Extraction (OIE)
requires that DRS clauses produced by a parser
be aligned with words of the input sentence.
We propose a set of methods for extending such
models to learn DRS-to-word alignment in two
ways, by using learned attention weights for
alignment and by adding alignment information
from the PMB to the training data. Our results
demonstrate that combining the two methods
can achieve an alignment accuracy of over 98%.
We also perform manual error analysis, show-
ing that most remaining alignment errors are
caused by one-off mistakes, many of which oc-
cur in sentences with multi-word expressions.

1 Introduction

Discourse Representation Structures (DRS) are for-
mal representations of linguistic semantics based
on Discourse Representation Theory (DRT) (DRT,
Kamp et al., 2011) that represent meaning as con-
ditions over discourse referents. State-of-the-art
DRS parsers learn the task of mapping text to DRSs
from annotated corpora such as the Parallel Mean-
ing Bank (PMB, Abzianidze et al., 2017). Us-
ing DRS in downstream NLP applications such as
Named Entity Recognition (NER), Relation Extrac-
tion (RE), or Open Information Extraction (OIE)
requires that DRS clauses produced by a parser be
aligned with words of the input sentence. Figure 1
shows an example DRS encoding the meaning of
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the sentence The eagle is white, complete with
DRS-to-word alignment information.

10/2384: The eagle is white.

b1 REF x1 % The [0...3]

b1 PRESUPPOSITION b2 % The [0...3]

bl eagle "n.01" x1 % eagle [4...9]
b2 REF t1 % is [10...12]

b2 EQU t1 "now" % is [10...12]

b2 Times1tl % is [10...12]

b2 time "n.08" t1 % is [10...12]

b2 REF s1 % white [13...18]

b2 Colourx1s1
b2 white "a.01" s1

% white [13...18]
% white [13...18]

eagle.n.01(xq)

t1 $1

time.n.08(t1)
t1 = now

white.a.01(s1)
Time (81,t])
Colour(s1,21)

T1

[

Figure 1: DRS in box- and clause-format for the sen-
tence The eagle is white, with DRS-to-word alignments,
from the PMB 3.0.0 corpus. 10/2384 is the ID of the
sample in the PMB.

Unlike rule-based parsers such as Boxer (Bos,
2015), modern end-to-end parsers such as Neural-
DRS (van Noord et al., 2018) do not generate this
alignment. We propose a set of methods for extend-
ing such models to learn DRS-to-word alignment
in two ways, by using learned attention weights
for alignment and by adding alignment informa-
tion from the PMB to the training data. Our results
demonstrate that combining the two methods can
achieve an alignment accuracy of over 98%. We
also perform manual error analysis, showing that
most remaining alignment errors are caused by one-
off mistakes, many of which occur in sentences
with multi-word expressions. The remainder of
this paper is structured as follows. Section 2 sum-
marizes related work on DRS parsing and attention-
based alignment. Section 3 presents our main meth-
ods, Section 4 describes the experimental setup.
Section 5 presents our experimental results, Sec-

Proceedings of the 20th Conference on Natural Language Processing (KONVENS 2024), pages 50-56
September 10-13, 2024 ©2024 Association for Computational Linguistics



tion 6 describes results of our manual error analysis.
All software used in our experiments is released
under an MIT license and is available on GitHub'.

2 Related Work

Recent work on DRS parsing involves the train-
ing of a variety of deep learning architectures on
ground truth data created using a combination of
automatic rule-based parsing with the Boxer parser
(Bos, 2015) and manual error correction. Such
systems include various structure-aware encoder-
decoder models (Liu et al., 2018, 2019), an RNN-
based parser of DAG-grammars (Fancellu et al.,
2019), as well as sequence-to-sequence models
(van Noord et al., 2018) that were recently used
with pretrained language models and character em-
beddings to achieve some additional improvement
in parsing performance (van Noord et al., 2020). It
is this latter set of models, implemented as part of
the NeuralDRS? codebase, that this paper extends
to include the learning of DRS-to-word alignment
(see Section 3 for details).

Most recent work on DRS parsing relies on the
Parallel Meaning Bank (PMB, Abzianidze et al.,
2017) for training and evaluation data. The PMB
is a multilingual corpus containing sentences in
English, German, Italian, and Dutch together with
a variety of syntactic and semantic annotations.
DRSs are generated for English using the Boxer
parser and undergo various degrees of manual cor-
rection to create three subsets of the dataset. About
6,000 sentences have gold standard DRS annota-
tions, another 67,000 constitute the silver dataset,
these contain DRSs that have undergone at least
one manual correction step, while about 120,000
sentences without any manual correction constitute
the bronze portion of the dataset. Recent work has
demonstrated that the inclusion of silver-quality
annotation into the model training results in in-
creased parsing performance (van Noord et al.,
2018). Much related work on DRS parsing relies
on the 2.1.0 and 2.2.0 versions of the PMB corpus
(Abzianidze et al., 2019), we follow the more re-
cent work of (van Noord et al., 2020) and use the
3.0.0 version in our experiments. DRS annotations
in the PMB also contain alignment information,
mapping nearly all DRS clauses to one or more
tokens of the input text, as illustrated in Figure 1.

1https://github.com/GitianOberhuber/Neural_
DRS_alignment
2https://github.com/RikVN/Neural_DRS
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We use this data both for model training and for
evaluation of our main methods.

3 Methods

We propose a set of methods for extending the
NeuralDRS parser architecture of van Noord et al.
(2020) to include the task of DRS-to-word align-
ment, i.e. to map each DRS clause output by the
parser to the word of the input sentence correspond-
ing to the semantic information encoded by the
DRS clause. The alignment information present in
the PMB dataset (see Figure 1 and our discussion in
Section 2) is used for both training and evaluation
of our proposed models. The first method involves
including the alignment data from PMB directly in
the training data of the NeuralDRS system so that it
learns to generate DRS-to-word alignments as part
of its output. The second method involves using
the attention scores computed by the NeuralDRS
model to directly align DRS clauses in the output
to words of the input. This method can be applied
to the model trained using the original PMB data
as well as the one trained on the modified version
including word alignments. We show in Section 5
that it is the latter, combined method that achieves
the highest accuracy on the DRS-to-word align-
ment task.

3.1 Alignment generation

Our first method involves creating a modified ver-
sion of the training data that contains alignment in-
formation present in the PMB. For example, in case
of the example sentence used in Figure 1, the string
bl REF xI would be replaced by b1 REF xI % The
[0...3] in the data. This data is then used to train the
NeuralDRS system so that it learns to directly gen-
erate word alignments for each DRS clause. This
approach does not guarantee that the model will
output well-formed alignments, we therefore per-
form a simple form of fuzzy matching. For each
generated word that is not a perfect match to one of
the input words we choose the one with the lowest
Levenshtein distance (Levenshtein, 1966).

3.2 Attention-based alignment

Our second method maps generated DRS clauses
to input tokens using the attention scores calculated
by the NeuralDRS model. Attention mechanisms
in sequence-to-sequence models learn weighted
alignments between input and output tokens. Given
any alignment model a that maps pairs of encoder


https://github.com/GitianOberhuber/Neural_DRS_alignment
https://github.com/GitianOberhuber/Neural_DRS_alignment
https://github.com/RikVN/Neural_DRS

and decoder states we can define the alignment
scoring function as

evr = a(sy—1, hy)

where h; is the encoder hidden-state at timestep ¢
and sy _1 is the decoder hidden-state at timestep
t' — 1. Then for some timestep ¢’ the context-vector
¢y can be calculated as

T
Cy = E ayrihy,
t=1

where the weight oy, is calculated as

exp(et’t)
Zle el‘p(et’k)

Our attention-based alignment method maps each
output token to the input token with the largest
alignment score. Formally, given an input sequence
x = {x1,...,o7} and corresponding (encoder-
) timesteps 7 = {1,...,T}, for each decoder
timestep ¢’ we calculate

Oy =

exp(et’t)
Yk explevt)

Since our goal is to align DRS clauses, which con-
sist of multiple output tokens, we calculate average
scores over all tokens belonging to a given DRS
clause.

The original NeuralDRS architecture uses dot-
product attention (Luong et al., 2015), which de-
fines the alignment score a as h]sy. For our
attention-based alignment method we use both dot-
product attention and bilinear attention, the latter of
which defines a as h] W sy, where W is a learned
matrix of weights. Our experiments show that the
use of bilinear attention leads to improved align-
ment accuracy (see Section 5).

argmax
ter

4 Experiments

Each of our experiments extends the single-encoder
BERT-based model described by van Noord et al.
(2020) and made available on GitHub?. We train
models with two datasets, the original PMB data
and the alignment-augmented data, the latter allows
models to directly generate DRS-to-word align-
ments, as described in Section 3.1. Both types of
models are also used to extract DRS-to-word align-
ments from their attentions weights, as described
in Section 3.2.

Shttps://github.com/RikVN/Neural_DRS
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All experiments are conducted using the English
data of the 3.0.0 release of the PMB. The train
portion of the gold data as well as all of the silver
data is used for initial model training, followed by
fine-tuning only on the gold data. Fine-tuning is
performed five times with different random seeds,
initial training is performed only once. To save re-
sources, the maximum number of epochs (for both
initial training and fine-tuning) was limited to 4.
Models are implemented using the open-source Al-
lenNLP framework (Gardner et al., 2018). Data pre-
processing follows the original system described in
van Noord et al. (2020), postprocessing of model
outputs to produce final alignments is performed
as described in Section 3. Model hyperparameters
are shown in Appendix A.

For each of our models we evaluate both pars-
ing quality and alignment accuracy. For measuring
parsing performance we rely on the methodology
of van Noord et al. (2020). This involves finding
the optimal mapping from variable names used by
predicted DRSs to those used in the ground truth,
then calculating the precision, recall, and F-score
of predicted DRS-clauses, ignoring REF clauses
that serve to introduce variables and would always
count as true positives, inflating scores unneces-
sarily. For measuring alignment accuracy we only
consider correctly predicted DRS-clauses (includ-
ing REF clauses) and define accuracy as the ratio
of such clauses that have been aligned to the cor-
rect input word. Since we expect parsing errors
to negatively affect the system’s ability to align
correctly predicted DRS-clauses, we also calculate
alignment accuracy on the subset of sentences for
which the DRS was parsed perfectly, i.e. those
DRS where all clauses have been correctly pre-
dicted. The ratio of such sentences varies between
33% and 37% across parsing models. Furthermore,
when comparing predictions to ground truth align-
ments we treat the following two cases exception-
ally:

Multi-word tokens The PMB data contains
some multi-word tokens, corresponding to named
entities or other multi-word expressions, and rep-
resented in the corpus as e.g. /0~a.m. The Neural-
DRS pipeline does not have access to this analysis
and processes the words /0 and a.m separately.
If the PMB aligns a DRS clause to such a token,
we consider our predicted alignment correct if and
only if it maps the clause to one of the words of the
multi-word token.


https://github.com/RikVN/Neural_DRS

Multiple alignments A small fraction of DRS
clauses in the PMB corpus is aligned with more
than one input word. We consider these correctly
aligned if our prediction corresponds to one of the
multiple ground truth alignments.

5 Results

Table 1 shows all evaluation results on both the
dev and test portions of the PMB 3.0.0 dataset.
We observe that bilinear attention outperforms dot-
product attention by a large margin when used to
directly capture DRS-to-word alignment, as de-
scribed in Section 3.2. In Appendix B we also
provide visual comparison of the two types of atten-
tion that illustrates this difference. The end-to-end
approach (Section 3.1) of training a model with
DRS data augmented with alignment information
from the PMB and using this model to generate the
DRS-to-word alignment is superior to the attention-
based methods. However, the highest accuracy is
achieved by the combination of the two methods,
i.e. using the attention weights of the end-to-end
model for direct DRS-to-word alignment.

When evaluating on the subset of sentences
which have been perfectly parsed, alignment ac-
curacy increases considerably and is nearly perfect
for both the end2end and combined approaches.
This is in line with our expectation that errors in
aligning correctly predicted DRS clauses typically
occur around parsing errors. Since about two thirds
of all sentences contain at least one parsing error,
the combined approach is clearly the most practical
choice for performing DRS-to-word alignment. We
also measure the performance of each model on the
DRS parsing task, but since we trained each model
with a lower number of epochs to save resources,
it is unsurprising that these figures are somewhat
below the performance of the original NeuralDRS
model (van Noord et al., 2020).

6 Error analysis

We perform manual analysis of alignment errors
made by the end-to-end and combined approaches.
For each model, sample outputs of approx. 40 sen-
tences each were extracted from both the original
dev set and the one filtered to contain only correctly
parsed sentences. Here we describe only the most
common error types of each approach.

Incorrect words The end-to-end approach will
map some DRS-clauses to a word not present in the
input sentence. Sometimes these are synonyms of
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the expected word, e.g. in the sentence Is hexane
toxic?, the parser maps the clauses aligned with
toxic to the word poisonous. In other examples the
model produces (‘“hallucinates”) unrelated words,
e.g. in the sentence Tom is addicted to heroin the
correctly predicted DRS clause b2 heroin "n.01"
x2 is mapped to the nonexistent input word sobs.
These errors are often propagated across multiple
DRS clauses aligned with the same input word,
this way they are responsible for the majority of
all errors made by the end-to-end approach on our
samples.

One-off errors Unlike the end-to-end method,
the combined approach is guaranteed to map each
DRS clause to an existing input word. The ma-
jority of errors made by this approach are one-off
mistakes, i.e clauses are mapped to a word adja-
cent to the one it is actually aligned with. Further
inspection reveals that such errors often occur in
sentences that either contain multi-word tokens (e.g.
the DRS parse of the sentence Mr. Ford is all right
now correctly contains the clause b2 all_right
"a.01"” s1 but it is erroneously mapped to now)
or multiple words mapped to a single word sense
(e.g. from the sentence I chopped a tree down. the
parser correctly generates the clause b1 chop_down
"v.01" x1 but then incorrectly maps the last clause
b1 tree "n.0@1" x3 to the last word down.

7 Conclusion

We have proposed two methods for extending a
state-of-the-art DRS parser to perform DRS-to-
word alignment and have shown that their com-
bination achieves over 98% alignment accuracy
on correctly predicted DRS clauses. Manual er-
ror analysis indicates that end-to-end generation
of word alignment, which on its own achieves less
than 96% accuracy, propagates errors caused by
erroneously generated words across multiple DRS
clauses. The combined approach of using atten-
tion scores, on the other hand, guarantees that each
clause is mapped to existing input words and re-
duces the errors of the end-to-end approach by
more than half. Additional error analysis suggests
that multi-word expressions may be a major source
of remaining alignment errors.

Ethical considerations

The main motivation of the present work is to en-
able the use of semantic parsing in complex NLP
pipelines that rely on the information encoded in



Dev Test
Method All sens Corr. DRS DRS F1 All sens Corr. DRS DRS F1
Noord et al. - - 87.58 +0.19 - - 88.53 +0.26
Attention (dot-prod.)  82.154+091 8333 +£091 86.69+0.25 82.15+0.88 83.09+1.00 87.10+0.52
Attention (bilinear) 86.34 £0.59 88.08 +0.54 86.40+048 86.36+0.60 87.40+0.81 87.17+0.41
End-to-end 95.84 £0.19 99.56 £ 0.09 84.89 +0.30 9593+0.19 99.68+0.12 85.74 £0.46
Combined (bilinear)  98.49 +0.13 99.33 £0.08 84.89 +0.30 98.46 £0.11 99.44 4+0.11 85.74 +0.46

Table 1: DRS-to-word alignment performance of the proposed methods. All sens is alignment accuracy on the full
English dev- and test-set of PMB 3.0.0, Corr. DRS uses the subset of sentences for which predicted DRSs are fully
correct. DRS F1 is the parsing performance of each model. Attention-based alignment methods are based on model
weights, as described in Section 3.2. The end-fo-end method uses alignments generated by the model, as described
in Section 3.1. The combined method uses the attention weights from the model trained to perform end-to-end

alignment. All figures are mean values over 5 runs.

DRS structures to perform information extraction
tasks such as Relation Extraction or Open Infor-
mation Extraction with rule-based or hybrid meth-
ods. Partially or fully symbolic IE models can
effectively expose and mitigate risks associated
with black box models such as unintended model
bias (Bender et al., 2021; De-Arteaga et al., 2019;
Nadeem et al., 2021), lack of explainability of
model decisions (Jain and Wallace, 2019), and vul-
nerabilities against adversarial attacks (Kour et al.,
2023).

Limitations

This short paper presents experiments using a sin-
gle dataset (PMB) and modifying a single archi-
tecture for semantic parsing (NeuralDRS). Further-
more, our conclusions are limited to the alignment
task for a single type of semantic parsing formalism
(DRS). In-depth investigation of the task of word
alignment in semantic parsing should include exper-
iments involving other common semantic parsing
formalisms such as AMR (Banarescu et al., 2013)
and UCCA (Abend and Rappoport, 2013), while ex-
periments like those performed in this work should
be repeated on multiple state-of-the-art sequence-
to-sequence architectures for semantic parsing.
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A Model parameters

All hyperparameters used in the experiments de-
scribed in Section 4 are shown in Table 2.

B Attention weights

Figure 2 compares dot-product and bilinear atten-
tion, illustrating the quantitative results in Section 5
that show the superior ability of bilinear attention
to align generated DRS clauses with corresponding
input words.

Attention Weights

(a) dot-product attention

Attention Weights

(b) bilinear attention

Figure 2: Visualization of dot-product and bilinear at-
tention weights on a sample sentence from the PMB.
Weights are aggregated on DRS-clause level, as de-
scribed in Section 3.1
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Input Embedding

Type bert-base-uncased
Size 768
Max. # source tokens 125
trainable false
Target Embedding

Type pretrained GloVe
Size 300
Max. # tokens 1160
trainable true
Encoder

Type biLSTM
Hidden Size 300
LSTM Layers 1
Attention

Type dot product / bilinear
normalize true
matrix_dim -/ 600
vector_dim -/ 600
Decoder

Type LSTM
Hidden size 300
LSTM Layers 1
max_norm 3
scale_grad_by_freq false
label_smoothing 0.0
beam_size 10

max decoding steps 1000
schedule sampling 0.2
Trainer

batch size 12
optimizer adam
learning rate 0.001
grad_norm 0.9
max_epochs 4

Table 2: Hyperparameters used in the experiments. Ex-
cept for the values in red, all hyperparameters are equal

to that of van Noord et al. (2020)
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Abstract

Retrieval Augmented Generation (RAG) is be-
coming an essential tool for easily accessing
large amounts of textual information. However,
it is often challenging to determine whether the
information in a given response originates from
the retrieved context, the training, or is a result
of hallucination. Our contribution in this area is
twofold. Firstly, we demonstrate how existing
datasets for information retrieval evaluation can
be used to assess the ability of Large Language
Models (LLMs) to correctly identify relevant
sources. Our findings indicate that there are
notable discrepancies in the performance of
different current LLMs in this task. Secondly,
we utilise the datasets and metrics for citation
evaluation to enhance the citation quality of
small open-weight LLMs through fine-tuning.
We achieve significant performance gains in
this task, matching the results of much larger
models.

1 Introduction

In Retrieval Augmented Generation (RAG) (Lewis
et al., 2020) the generation process of a language
model is augmented at inference time with addi-
tional textual information retrieved from a corpus
of documents. This approach aims to factually
ground LLMSs, reduce hallucination and provide
access to information after the knowledge cut-off
of the language model (Lewis et al., 2020).

Our focus is on the evaluation and improvement
of RAG systems. We believe that it is necessary to
correctly reference the information used for answer
generation in order to make the factual accuracy
verifiable by users in a practical setting. While
there are ways to evaluate retrieval performance
(Thakur et al., 2021; Muennighoff et al., 2023)
and also factual correctness (Es et al., 2024; Chen
et al., 2024), we see a research gap in evaluating
the ability of models to correctly reference their
sources. In this paper we present RAGE (Retrieval
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Augmented Generation Evaluation), a framework
focused on evaluating the citation performance of
language models used for RAG. Furthermore, we
show how the citation evaluation metrics of RAGE
can be used to directly improve the citation quality
through fine-tuning.

2 Related Work

Several works have focused on the evaluation of
RAG systems. Es et al. (2024) evaluate several
different aspects of RAG including faithfulness, an-
swer relevance and context relevance. Chen et al.
(2024) propose a benchmark focusing on noise ro-
bustness, negative rejection, information integra-
tion and counterfactual robustness. Neither con-
sider the attribution of referenced documents.

Gao et al. (2023) provide insights into how RAG
systems can be prompted to generate text with ci-
tations. They also present a way of assessing the
citation quality of LLMs, which includes the use of
entailment models to assess the entailment of gener-
ated model responses and cited passages. Our work
differs by using lightweight information retrieval
datasets for citation evaluation and by having a
clearly structured dataset format, making it more
adaptable to specific use-cases.

Concurrently to us, Li et al. (2024) research fine-
tuning to improve source attribution in RAG and
developed a somewhat similar approach to ours.
They also use Supervised Fine Tuning (SFT) for
aligning model responses to a desired format, but
do so using public datasets rather than generating
new synthetic data as we do. We argue that the use
of synthetic data makes the process more adaptable
to specific use cases. They use preference optimisa-
tion (Rafailov et al., 2023) to optimise for citation
quality, whereas we directly use citation quality
metrics as a reward function for Proximal Policy
Optimization (PPO), which can be automated more
directly.

Proceedings of the 20th Conference on Natural Language Processing (KONVENS 2024), pages 57-64
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3 The RAGE Framework

In this section we describe RAGE (Retrieval Aug-
mented Generation Evaluation), our automatic eval-
uation framework for RAG systems.! RAGE is de-
signed to assess the performance of a RAG system
in correctly referencing the documents it used for
answer generation.

Typically RAG involves two steps, retrieval of
relevant documents and generation augmented with
the relevant texts.

RAGE specializes in assessing the augmented
generation component, specifically its ability to cite
its sources. We define this component as any sys-
tem that takes in a query with a list of documents
and generates an answer to the query whilst refer-
encing the documents used for answer generation.

The fundamental idea of RAGE is to present
augmented generation systems with a query accom-
panied by both relevant and irrelevant documents,
then assessing the systems’ capability to accurately
identify and cite the relevant sources.

3.1 Datasets

The design of RAGE is based on ideas from the
evaluation of Information Retrieval (IR) systems.
IR systems are typically evaluated using datasets
consisting of three distinct components: a corpus
of documents, a set of queries, and a mapping table
that indicates for each query the relevance of some
specific documents (Thakur et al., 2021).

For RAGE, we extend this dataset structure with
two additional mapping tables. We introduce a
mapping of queries to irrelevant and to seemingly
relevant documents in addition to the mapping of
relevant documents. Documents are seemingly
relevant when they appear as if they may contain
the information necessary to answer a given query
but don’t actually do. This results in three distinct
mapping tables in addition to the documents and
queries.

We base our experiments on the Natural Ques-
tions (Kwiatkowski et al., 2019) dataset which was
designed for the question answering domain and
use the version adjusted for information retrieval
by Thakur et al. (2021).> We argue that datasets
designed for question answering are well-suited for

'The codebase is available at https:/github.com/othr-
nlp/rage_toolkit.

>We have also experimented with the HotpotQA (Yang
et al., 2018) dataset. That dataset yields similar results which
we here omit for brevity.
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evaluating RAG systems due to the typical applica-
tion of RAG in this domain.

We create the mapping of irrelevant documents
by randomly sampling the document corpus while
excluding the relevant documents for a given query.

For the mapping of seemingly relevant docu-
ments, we generate a vector representation of all
documents and queries using the multilingual-e5-
small embedding model (Wang et al., 2024). Subse-
quently, for each query, we compare its embedding
to all the document embeddings using an L2 simi-
larity measure, while again excluding the relevant
documents. The ten documents that show the high-
est similarity to the given query were mapped.

Other IR datasets can trivially be converted to the
required format by scripts that are part of RAGE?.

3.2 Procedure

The evaluation process employed in RAGE follows
two steps.

Step 1: Create a relevancy mixture of docu-
ments. For each query, a mixture of relevant,
irrelevant and seemingly relevant documents is cre-
ated. The proportions of relevant, irrelevant, and
seemingly relevant documents in the mixture for
each query can be freely adjusted in an evaluation
run. A prompt is generated containing processing
instructions, the document mixture, and the query
itself. The prompt is then passed to the augmented
generation component under evaluation. An exam-
ple of a prompt and a LLM response used in our
experiments is given in Appendix A.

Step 2: Analyze LLM answer and compute per-
formance metrics. The LLM response is anal-
ysed w.r.t. various performance metrics including
Citation-Precision, Citation-Recall, the number of
Distinct Citations, and Response Length.
Citation-Precision is defined as the ratio of rele-
vant citations to the total number of citations within
the response. Similarly, Citation-Recall is deter-
mined by the ratio of relevant distinct citations to
the total number of relevant documents included
in the document mixture during the first step. Re-
sponse Length is measured by the total number
of words, and finally Distinct Citations counts the
unique citations within the response. Addition-
ally, the harmonic mean of Citation-Precision and
Citation-Recall yields the F1-Score.

3Some datasets already converted to the RAGE format are
available at https://huggingface.co/othr-nlp.
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Model F1 Score Precision Recall Answer Length Cited Distinct
Baseline .16 .14 .19 - 1.47
LLaMA 2 7B 47 41 .55 77.7 1.88
LLaMA 2 13B 45 40 Sl 67.6 1.63
LLaMA 2 70B .66 .64 .67 41.3 1.40
Mistral 7B .61 Sl a7 45.8 2.17
Mixtral 8x7B 73 .64 .85 41.8 1.83
GPT 3.5 78 75 .80 18.4 1.34
GPT 4 .82 81 .83 21.1 1.29

Table 1: RAGE evaluation results for different state-of-the-art LLMs evaluated on the Natural Questions
(Kwiatkowski et al., 2019) Dataset from the BEIR Benchmark (Thakur et al., 2021). As a baseline we include an
augmented generation system which randomly cites 1-3 of the provided documents.

The metrics are calculated for each query and
then averaged to determine the final scores for a
given evaluation dataset.

3.3 Evaluation Setup

In our experiments, we evaluate citation perfor-
mance of some state-of-the-art LLMs. To achieve
this, we first combine the query and the mixture
of relevant, irrelevant, seemingly relevant docu-
ments into a prompt that is then to be passed to the
LLM in question. For our experiments, we used
1-3 relevant, 3 irrelevant and 3 seemingly relevant
documents for all runs.

The prompt furthermore contains processing in-
structions which state to use only the information
contained within the documents and to cite in a
predefined format. Prompt generation is identical
for all augmented generation components (and has
not undergone much prompt engineering). For an
example of prompt, query and LLM response, we
again refer to Appendix A.

We selected LLMs of differing model size in
terms of parameters, availability (open- or closed-
weight) and performance on common benchmarks
for our trial run of RAGE.

The evaluation was performed on the Natural
Questions dataset (Kwiatkowski et al., 2019) with
the described adaptations (Section 3.1).

3.4 Results

The results of our evaluation are shown in Table 1.
Baseline performance is significantly surpassed by
all models, indicating an understanding of the task
and citation format.

Smaller models tend to produce longer answers
and more distinct citations which leads to good
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recall but poorer precision. There is a tendency for
larger models to perform better.

GPT-3.5 and GPT-4 (OpenAl, 2023) perform
best out of the box and produce short answers and
few distinct citations, indicating concise responses.

To test the robustness of RAGE, we also con-
ducted experiments with different proportions in
the document mixtures. The results indicate that
RAGE works consistently well across these varia-
tions, though higher proportions of seemingly rel-
evant documents increase task difficulty. We in-
cluded those results in Appendix B.

4 Fine-Tuning for Citation Quality

In this section, we describe our approach to fine-
tune open-weight LLMs for improved citation qual-
ity. We use the metrics and datasets as defined
above for RAGE and use synthetic target data pro-
duced by GPT-3.5.

4.1 High-level Approach

Our fine-tuning technique to improve citation qual-
ity is inspired by Ouyang et al. (2022). They fine-
tune LLMs to follow human instructions by first ap-
plying SFT to align the model outputs to a desired
format and subsequently using PPO (Schulman
et al., 2017) to further align to human preferences.
Similarly, our approach is also twofold:

Step 1: Use supervised fine-tuning (SFT) to align
model outputs to a preferred answer format.
The idea of SFT for language models is to continue
the self-supervised next token prediction objective
of the pretraining phase with labeled task-specific
data. For our models, we use synthetic data from
GPT-3.5, which showed a concise answer style



Model Tuning F1 Score Precision Recall Answer Length Cited Distinct
LLaMA 2 7B 47 41 .55 71.7 1.88

SFT 47 A7 46 18.7 1.25

PPO 53 43 .68 142.3 2.92

SFT+PPO .70 74 .66 18.1 1.05
Mistral 7B .61 51 a7 45.8 2.17

SFT .56 57 .55 20.6 1.19

PPO 72 .65 .80 40.5 1.68

SFT+PPO .70 74 .66 16.4 1.02
GPT 3.5 78 75 .80 18.4 1.34

Table 2: Evaluation results for fine-tuned models evaluated on Natural Questions (Kwiatkowski et al., 2019). Base

models and GPT-3.5 are included for comparison.

with high precision and recall, to adjust the answer
format of the smaller models.

Step 2: Improve citation-quality with reinforce-
ment learning via proximal policy optimization
(PPO). Reinforcement learning is a useful ap-
proach for language model fine-tuning, as it re-
quires only a quality measure of the generated
sequences, known as the reward function, rather
than labeled example responses. We use a reward
function based on the RAGE evaluation metrics
outlined above and the PPO algorithm to directly
improve citation quality. The reward function and
the datasets are described in more detail later. PPO
is applied separately or on top of the SFT process.

4.2 Fine-Tuning Datasets

This section presents the composition of the
datasets we used for SFT and PPO fine-tuning.

SFT: Inspired by Mukherjee et al. (2023), we used
the performance gap of the small 7B models to
GPT-3.5 to generate synthetic training data. As
shown in Table 1, GPT-3.5 provides good preci-
sion and recall with a short answer length, making
it ideal for aligning the smaller models. We used
the Natural Questions (Kwiatkowski et al., 2019)
dataset and the same process as in the evaluation
to generate a set of prompts for GPT-3.5. We then
collected the responses of GPT-3.5, combined them
with the prompts and added model-specific special
tokens to create the final SFT dataset. 250 queries
of Natural Questions were withheld from the train-
ing dataset for evaluation, leaving a total of 3201
fine-tuning examples.

*The exact model version is gpt-3.5-turbo.
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PPO: For PPO fine-tuning we also generated
prompts as described in the evaluation section,
each containing citation instructions, documents
and query. We generated the prompts using the
Natural Questions (Kwiatkowski et al., 2019) and
HotpotQA (Yang et al., 2018) datasets, withhold-
ing 250 examples from each for evaluation, thereby
compiling a training dataset of 10,347 examples.

4.3 PPO Reward Function

Instead of using a reward model for reward gen-
eration as done by Ouyang et al. (2022), we use
a simple reward function by calculating the arith-
metic mean of citation precision and citation recall:

Recall + Precision
2

This function directly rewards improved citation
quality without the need for an expensive reward
model training. To prevent the model from exploit-
ing the reward function, we use a KL-penalty as
described by Ouyang et al. (2022).

Reward =

4.4 Experimental Details

We used the instruction fine-tuned versions of
Llama2 7B (Touvron et al., 2023) and Mistral 7B
(Jiang et al., 2023) as bases. For both base models,
three versions were trained and evaluated: SFT-
only, PPO-only and PPO+SFT. We use QLoRA
(Dettmers et al., 2023) with 4-bit quantization and
a rank of 64 for the adaptation matrices for both
SFT and PPO. SFT was performed for three epochs
and PPO for one epoch on the respective dataset.

4.5 Results and Discussion

The fine-tuned models are evaluated via RAGE
using the 250 queries withheld from the fine-tuning



datasets. Results are shown in Table 2.

The PPO+SFT model versions show that fine-
tuning leads to gains compared to the base mod-
els and they approach GPT-3.5’s citation precision
despite the significantly smaller model sizes. Mis-
tral 7B PPO+SFT experiences a decrease in recall,
likely attributable to the significantly shorter an-
swer lengths imposed by SFT. Mistral 7B PPO-
only achieves the highest scores in terms of F1-
score and recall among the fine-tuned models; how-
ever, it exhibits significantly lower precision and
produces longer answers compared to PPO+SFT.
For both, SFT reduces the average answer length
to that of GPT-3.5, while resulting in a loss of re-
call. Interestingly, training observations indicate
that the shorter answer lengths after SFT, enhance
PPO training, improving reward gains and reducing
training times. This efficiency is likely due to faster
answer generation and fewer token generation steps
for reward distribution.

The results clearly indicate that fine-tuning is
effective in improving citation performance for
RAG. We find that fine-tuning improves the F1-
score by .10 to .20 points or a relative reduction of
F1 error of 28-43 %.

5 Ethical Considerations

All experiments performed in this work were con-
ducted in accordance with the ACM Code of Ethics.
We believe that there should be no conflicts and
that this work does not raise any ethical issues. All
datasets used are publicly available or synthetically
generated. Both cases are referenced accordingly.
We do not use personal data or other sensitive in-
formation.

6 Limitations

The major limitation of our work is that RAGE con-
siders only citation quality for evaluation. More
aspects have to be covered to provide a complete
RAG evaluation framework. At the moment, we
refer to other work to include aspects like measures
for factual correctness, how good information from
the documents is integrated and a general mea-
sure of how fluent the answer is. This especially
becomes relevant when evaluating the fine-tuned
model versions as the improvement in citation qual-
ity does not necessarily come with an improvement
in the other metrics or could even worsen perfor-
mance in some cases. Tests of our models do not
indicate this, but it is still important to consider
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when applying them in practice. Also currently,
there are only two evaluation datasets converted
to the format used in RAGE. A greater variety of
datasets would further improve the significance of
the evaluation.
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A Prompt Structure

Figure 1 shows an example for a prompt gener-
ated during evaluation using RAGE. Our prompt
structure is strongly inspired by Gao et al. (2023).
The figure also shows the original query and the re-
sponse containing citations, that was generated by
a Mistral 7B (Jiang et al., 2023) model. A prompt
of this structure is generated for each query and
contains a predefined portion of relevant, irrelevant
and seemingly-relevant documents. The response
of the LLM under evaluation is analysed regarding
its citation quality as described in Section 3.2.

B Effects of Varying the Relevancy
Mixture

Figure 2 shows the effects of using different mix-
tures of relevant, irrelevant and seemingly-relevant
documents for a given query on citation precision
and recall. The number of relevant documents was
kept constant, and the proportion of irrelevant and
seemingly relevant documents was varied. The
evaluation was performed with five different open-
weight models. Evaluation results are consistent
across all evaluated models and show that RAGE
is robust to using different proportions. The evalua-
tion also shows that seemingly relevant documents
significantly increase task difficulty.
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Query: When did hollywood become the centre of the film industry?

Prompt:

Instruction: Write an accurate, engaging, and concise answer for the given question using only the provided documents
(some of which might be irrelevant) and cite them properly using the format [< doc_id >]. For example if a particular
information is from document 3 reference it with [3]. Use an unbiased and journalistic tone. Always cite for any factual
claim. When citing several search results, use [1][2][3]. Cite at least one document and at most three documents in each
sentence. If multiple documents support the sentence, only cite a minimum sufficient subset of the documents.

Documents:
[1]: Hollywood was a small community in 1870 and was incorporated as a municipality in 1903. It was consolidated
with the city of Los Angeles in 1910, and soon thereafter a prominent film industry emerged, eventually becoming the

most recognizable film industry in the world.

[2]: By 1912, major motion-picture companies had set up production near or in Los Angeles. In the early
1900s, most motion picture patents were held by Thomas Edison’s Motion Picture Patents Company in New Jersey,
and filmmakers were often sued to stop their productions. To escape this, filmmakers began moving out west, where
Edison’s patents could not be enforced. Also, the weather was ideal and there was quick access to various settings. Los

Angeles became the capital of the film industry.

[3]: The history of the Forest Service [... ]

[6]: The cinema of the United States, often metonymously referred to as Hollywood [...] Since the 1920s,

the film industry of the United States has had higher annual grosses than any other country’s [...]

Question: When did hollywood become the centre of the film industry?

Remember to answer as short as possible.

Answer: Hollywood became the center of the film industry in the early 1900s as major motion-picture com-
panies moved there to escape patent disputes and take advantage of ideal weather and easy access to various settings
[1][2]. By the 1920s, Hollywood produced the largest number of films and had the highest annual grosses in the film
industry [6].

Figure 1: An example prompt and LLM response produced during the evaluation process. The query was taken
from the Natural Questions (Kwiatkowski et al., 2019) dataset contained in the BEIR benchmark (Thakur et al.,
2021). The prompt was automatically generated and contains the documents assembled from relevant, irrelevant and
apparently relevant documents as described in Section 3.2. The structure of the prompt template essentially follows
the concept presented in (Gao et al., 2023). The answer was generated by a Mistral 7B model (Jiang et al., 2023).
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Figure 2: Comparative evaluation of mean citation precision (Figure 2a) and recall (Figure 2b) across three document
relevancy mixtures in the Natural Questions (Kwiatkowski et al., 2019) dataset. The mix setup includes 1-4 relevant,
3 irrelevant, and 3 seemingly relevant documents. The irrelevant setup consists of 1-4 relevant and 6 irrelevant
documents, with no seemingly relevant documents. The seemingly-relevant setup features 1-4 relevant and 6
seemingly relevant documents, excluding any irrelevant documents.
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Abstract

For RST-style discourse parsing in German, so
far there has been only one corpus available and
used, the single-genre Potsdam Commentary
Corpus (PCC). Very recently, two new RST
corpora of other genres have been made avail-
able. In our work, we build a homogeneously-
annotated German RST corpus by changing the
PCC annotations so that they become compat-
ible with the new corpora. We then run pars-
ing experiments on different constellations of
train/test splits over the three genres involved
and report the results. A modified and stream-
lined version of the DPLP (Ji and Eisenstein,
2014) parser is prepared and made available,
so that overall, the “resource situation” for Ger-
man discourse parsing is notably improved.

1 Introduction

Rhetorical Structure Theory (Mann and Thompson,
1988) is a theory of discourse structure that mod-
els text coherence by a tree structure composed of
discourse relations. Various corpora in several lan-
guages have been annotated within this framework
since it was introduced. The Potsdam Commentary
Corpus (PCC) (Stede and Neumann, 2014), was the
first RST corpus for German, and just recently, two
new German corpora have been annotated within
this framework, viz. the APA-RST corpus (Hewett,
2023) of newspaper text, and a multimedia cor-
pus of blogposts and podcast transcripts (Seemann
et al., 2023). Although these two corpora followed
the annotation guidelines of PCC for the most part,
the authors modified the relation set, most impor-
tantly by adding the discourse relations Same-unit
and Attribution (for compatibility with existing En-
glish corpora). This makes PCC incompatible with
them at the levels of segmentation and relation
set. In our work, we present a re-annotation of
PCC texts, firstly in order to make it interoperable
with the new corpora, and secondly because we ob-
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served that the annotations could also be improved
in various other respects (which we will explain).

Taking the union of the three corpora, we per-
form discourse parsing using a modified version of
the DPLP parser (Ji and Eisenstein, 2014). As there
are three slightly different genres present in the cor-
pora, we run experiments with different train/test
splits in order to test generalizability. We find
that the overall best model is obtained by train-
ing on PCC and the blogpost data. We make the
re-annotated PCC data as well as the ready-to-use
parser available to the community.'

After a brief introduction to RST and discussion
of related work in Section 2, we discuss our PCC
re-annotation and provide some corpus statistics in
Section 3. Section 4 then gives details on the three
corpora used in the parsing experiments, which we
present in Section 5, and then conclude the paper
in Section 6.

2 Background and Related Work

2.1 Rhetorical Structure Theory

RST (Mann and Thompson, 1988) models the struc-
ture of a text as a tree whose leaf nodes are given
by the sequence of elementary discourse units
(EDUs)? and whose internal nodes represent co-
herence relations holding between those leaf nodes
and/or text spans (internal nodes of the tree) that
are formed recursively. Coherence relations are
built on the concept of nuclearity. If one discourse
unit is more essential to the coherence relation than
the other, it is deemed the nucleus (denoted by N);
otherwise, it is deemed satellite (denoted by S). In
Figure 1, for example, unit 4 and units 5-6 are the
nucleus and the satellite, respectively. The majority

!Available at: https://github.com/mohamad
i-sara20/pcc

’EDUs are the minimal parts of discourse. (Stede et al.,
2017, p. 4). They are usually defined as clauses of the text. In
Figure 1, for example, there are three EDUs.
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of relations are formed from elements with differ-
ent weights (mononuclear relations), but some re-
lations also connect multiple nuclei (multinuclear
relations). The overall set of relations is not re-
stricted to one closed list. Different corpora have
proposed different relation sets; e.g., Mann and
Thompson (1988) defined about 25 relation types
in total, while the RST Discourse Treebank has 78
fine-grained relations, which are merged into 18
coarse-grained ones for automatic parsing purposes
(Carlson et al., 2003, p. 32).

So-called ’schemas” specify the constellations
that may arise, e.g., whether multiple relation satel-
lites can be attached to the same nucleus; if so,
whether this is allowed only from one or from both
directions in the text. In any case, relations always
connect adjacent spans in such a way that no cross-
ing dependencies arise.

2.2 The Potsdam Commentary Corpus

PCC is a freely available, multi-layer annotated
corpus, whose latest revision of the RST layer was
introduced by Stede and Neumann (2014). It con-
sists of 176 commentary texts from a local German
newspaper, i.e., it is a relatively small and delib-
erately homogeneous corpus. In our work, we in-
spected the RST layer and found some room for
improvement, which will be described in Section
3.

2.3 RST Parsing for German

Early results for German RST parsing, using for
the first time a support-vector machine and linguis-
tic features for this purpose, had been presented by
Reitter (2003). Recent results using neural systems
were published by Braud et al. (2017), Liu et al.
(2020), and Liu et al. (2021), who proposed multi-
lingual parsers where the German part was trained
and tested on PCC.

Braud et al. (2017), Liu et al. (2020) and Liu
et al. (2021) respectively report performances of
0.80, 0.84, 0.84 on span detection; 0.54, 0.62 , 0.64
on nuclearity detection; and 0.35, 0.45, 0.47 on
relation detection. In addition, Braud et al. (2023)
report a performance of 0.32 on relation classifica-
tion for German.

As a note of caution, we report that we tried to
execute and reproduce the results of Braud et al.
(2017) and Liu et al. (2021), but were unfortunately
unable to do so and therefore turned to an alterna-
tive system.
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Comparability is exacerbated by the fact that
multilingual parsers are trained on large amounts
of multilingual data, while we are dealing here with
a single-language corpus, which is (still) compara-
tively small.

3 PCC-RST ’reloaded”

3.1 Motivations for re-annotation

We found some improvable points in the RST layer
of the PCC and thus made a number of changes to
the annotations regarding segmentation, attachment
point selection, and relations. For brevity, in the
rest of the paper we call our revised RST layer
PCC*.

Segmentation. Occasionally, PCC annotators
had used phrasal segments ([And the town will
hopefully not be brought down-][despite the
bankruptcy of the State Development Corporation
(LEG)][and occasional complaints within their
own ranks.]?). We decided to eliminate these,
because their segmentation was not consistent.
Phrasal segments were only kept in cases where a
colon was present ([ Firstly: J[The parking fees in
the shopping area must be removed.]*), as it was
possible to remain consistent this way.

Further, since we aimed to add the Aftribution
and Same-unit relations to the data (see below), we
had to modify the segmentation for these cases as
well. For verbs of Attribution, we consulted a list
of communication verbs provided by Tofiloski et al.
(2009).5

Attachment Points. Non-adjacent attachments,
which were present in several PCC trees, were
avoided. Instead, we follow the suggestion of Egg
and Redeker (2010): If all children have the same
function, they are first joined as a list and then con-
nected to the parent. For instance, the tree in the
upper part of Figure 1 is turned into the tree in
the lower part, because units 5 and 6 are both con-
nected to their parent via an Interpretation relation.
However, if children do not serve the same func-
tion, to avoid such connections, the adjacent child
is prioritised and connected to the parent first, and
then other children can be added. For an example,
see Figure 2.

3From maz-8727.

“From maz-18914.

Shttps://github.com/sfu-discourse-lab
/SL-Seg
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Figure 1: Non-adjacent connection, resolved by joining
5 and 6, because they are both connected to the nucleus
via an Interpretation relation.

Schemas. We avoided the schema where a node
is the parent of its left and right adjacent node at
the same time. See Figure 3 for one such exam-
ple. This step was taken because the annotation
guidelines did not clearly specify the conditions
for applying this schema, and we believe it is in
fact not possible to avoid considerable ambiguity
in such a formalization.

Relations. We made some changes to the rela-
tion list, by adding some new relations, eliminating
some infrequent relations, and merging some rela-
tions. To see the definitions of the relations, consult
Stede et al. (2017).

* Attribution and Same-unit were added to im-
prove compatibility with existing large En-
glish RST corpora. The former relation is
used for ascribing speech/thought content to
a speaker (”John explained that the earth is
flat”), while the latter handles parenthetical
segments (”John explained — against his own
belief — that the earth is flat”), which are in
fact quite frequent in PCC.

Enablement, which occurred only twice, was
merged with the Means relation, following
the practice of the two new German corpora
mentioned above.
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Figure 2: Non-adjacent connection, resolved by a hier-
archical structure.

* Unless occurred only once in PCC and was
removed from the inventory (the instance was
re-annotated as Condition).

Disjunction was merged with Conjunction, as
it is not documented in the annotation guide-
lines.

Preparation: Preparation usage was extended.
We decided to use this relation whenever the
satellite ”consists of an introductory formula”
(Stede et al., 2017, p. 19), announcing a nu-
cleus, regardless of the information the satel-
lite holds.

3.2 Inter-annotator Agreement

The data was annotated by the first author of this
paper. Roughly ten percent of the corpus (18 texts)
was double annotated. The second set of annota-
tions were done by a student assistant, well-trained
in RST.

The standard agreement measuring scores are
span detection (S), nuclearity detection (N) and
relation detection (R) scores, which are also widely
used in evaluating automatic parsing results. These
are reported in Table 1, which we obtained after
converting our trees to parenthetical format using
discoursegraphs (Neumann, 2015).
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Figure 3: Parent with left and right children

In addition, we also report the inter-annotator
agreement using the RST-Tace (Wan et al., 2019;
Iruskieta et al., 2015) criteria in Table 2. RST-
Tace is a tool that measures the agreement of RST
annotations of different coders.

S N R
0.85 0.65 044

PCC*

Table 1: Inter-annotator agreement. Results computed
with the script released by Joty et al. (2015).

Agreement Ratio

NR RR CR AR Average
mean 0.58 038 0.51 046 0.48
std  0.19 0.19 0.19 0.20 0.18
Agreement Kappa
NK RK CK AK Average
mean 039 0.32 052 042 0.41
std 027 020 0.19 0.21 0.20

Table 2: Inter-annotator agreement computed by RST-
Tace. NR, RR, CR, AR in the upper table denote
Nuclearity Ratio, Relation Ratio, Constituent Ratio,
Attachment-Point Ratio. NK, RK, CK, AK in the lower
table denote Nuclearity Kappa, Relation Kappa, Con-
stituent Kappa, and Attachment-Point Kappa.

3.3 Corpus Statistics

Taking a brief look at the changes in some rela-
tion groups, namely causal®, additive’, contrastive®,

Scause, result, justify, reason, reason-N, evidence, solution-
hood, solutionhood-N, and motivation combined

7joint, conjunction, list, and disjunction combined

8antithesis, contrast, and concession combined
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context’, and commentary relations'? can give us

an overview of how PCC and PCC* differ in terms
of relations.

The proportion of additive relations overall
changed drastically (x? = 46.26, p-value < 0.0001).
A significant change is also present in causal re-
lations (x? = 8.59, p-value = 0.0034), contrastive
relations (X2 = 6.41, p-value = 0.0113), relations
of context (y2 = 6.55, p-value =0.0105), as well
as commentary relations (y2 = 14.18, p-value
=0.0002). On the other hand, relation groups like
elaborative relations!!, conditionals'? or summary,
did not change significantly in proportion.

Figure 4 portrays the kernel density estimation
of the relations whose proportions changed signif-
icantly. We have used Kernel Density Estimation
from SciPy (Virtanen et al., 2020) to obtain them.

A more detailed comparison of our annotations
with the original PCC annotations would be possi-
ble if the original PCC annotations were minimally
changed — at least minor modifications at segmen-
tation level — so that they can become comparable
to ours, which can be the done in the future.

4 Data and Preprocessing

For our RST parsing experiments, we can now uti-
lize the following German corpora: Blogposts from
a multimedia corpus (Seemann et al., 2023), RST
annotations of the original texts from the APA cor-
pus (Hewett, 2023), and PCC. In addition to our
new version PCC*, we also include the original
PCC annotations in order to see if the parsing per-
formance improves as a result of the re-annotation.
The original PCC has 2,676 relations and 3,018
EDUs, while PCC* has 2,935 relations and 3,111
EDUs.

Blogposts. The blogposts come from several pub-
lishers (both commercial companies and scientific
writers), and have been written for the weblog of
various podcasts (Seemann et al., 2023). Each blog-
post corresponds to one episode and usually either
summarizes the content of the episode or more
briefly announces the topic of discussion. In total,
there are 78 RST trees, with 1,309 relations and
1,387 EDUs.

APA. This corpus contains 25 news articles
from the Austrian news agency, along with their

background, circumstance, and preparation combined
0evaluation-n, evaluation-s, interpretation combined
Helaboration and e-elaboration combined

2¢condition, unless
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Figure 4: Kernel Density Estimation of proportions of causal, additive, contrastive, context and commentary

relations

manually-produced simplifications to the language-
learning levels of B1 and A2; hence in total there
are 75 texts (Hewett, 2023). We only use the 25
original articles, because they are more comparable
to the other corpora. RST trees have been anno-
tated per paragraph, yielding a total of 61 trees with
852 relations and 938 EDUs.

Total data size. The original PCC corpus, as well
as our version PCC*, contains 176 texts and thus
the same number of trees. In total, there are now
784+61+176 = 315 different German texts (or for
APA, paragraphs) with RST trees. They contain
5,096 discourse relations and 5,436 EDUs. In terms
of relations, this represents a roughly 70 % increase
in data size when compared to the original PCC
RST corpus.

Preprocessing. In line with other parsing ap-
proaches, we use a Lisp-inspired parenthetical for-
mat of the RST trees as input to the parser. To ob-
tain this format from the .rs3 XML standard used by
the manual-annotation tools, we make use of the
discoursegraphs library (Neumann, 2015). POS
tagging and dependency parsing was done with
stanza (Qi et al., 2020). All first segments of the
original PCC trees, which are the headings of the
text and not connected to the RST tree, have been
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removed.

5 Parsing Experiments and Results

5.1 Parser

We use the DPLP parser (Ji and Eisenstein, 2014),
publicly available on github, because in com-
parison to others, it is well-documented, well-
structured, lightweight, and rather easily adaptable
to new data.

This shift-reduce parser is based on a set of lin-
guistic and positional features, viz.: sentence ID,
segment 1D, word ID (in the sentence), word, POS
tag, dependency label, dependency head for each
EDU and also the two EDUs on top of the stack,
and the EDU on top of the stack and at the front
of the queue. In addition to these features, Brown
clusters are also used as a means of contextualizing
words.3

As a downside, the code was rather old, requir-
ing discontinued versions of some libraries. To
solve this issue, runtime dependencies are con-
tainerized in a Docker image and shared on Docker
Hub!#. The code was adapted by extending some

Bhttps://github.com/mheilman/tan-clust
ering

Yhttps://hub.docker.com/repository/do
cker/mohamadisara20/dplp-env


https://github.com/mheilman/tan-clustering
https://github.com/mheilman/tan-clustering
https://hub.docker.com/repository/docker/mohamadisara20/dplp-env
https://hub.docker.com/repository/docker/mohamadisara20/dplp-env

of the original modules and writing a number of
new scripts.

5.2 Evaluation procedure

To evaluate parsing performance for the within-
corpus experiments, we did a 5-fold cross vali-
dation, averaging over five runs for each of the
five folds (first and second blocks in Table 3). For
Cross-corpus experiments, we train on the complete
source corpus and test on the complete target cor-
pus, averaging over five runs (third, fourth and fifth
block in Table 3).

To divide the data into five partitions, we ran-
domly shuffled the data and created five batches
from PCC, PCC¥*, and APA data. For blogposts,
however, we created a stratified sample, i.e., we
partitioned the data such that texts from their differ-
ent publishers are represented proportionally. This
decision seemed advisable because we observed
great linguistic variability among the texts from
these different sources.

5.3 Results

All our results are collected in Table 3.

Within-corpus evaluation. The first block of the
table shows the results of training and testing on
each corpus separately (5-fold CV).

As evident, using PCC* annotations, the per-
formance has improved on nuclearity and relation
detection. This indicates that we have managed
to improve the annotations and reduce inconsis-
tency to a certain degree. However, part of the
improvement is due to the addition of the Attribu-
tion relation, which is rather easy to learn due to
its syntactical and lexical features.

On blogposts, performance is notably higher
than on PCC. We assume that this is due to the
lower complexity of these texts: They are shorter,
and overall have either the straightforward purpose
of introducing, or (less frequently) summarizing
a podcast episode. This leads to more formulaic
structures than in editorials, which exhibit rela-
tively high stylistic and argumentative variation.

For APA texts, results are in the range of PCC,
which at first sight hints at similarities between the
rhetorical structures of newspaper texts, irrespec-
tive of their degree of subjectivity.

Finally, we ran a test on the complete corpus of
315 texts and found that compared to when only
including PCC* data, the performance improves
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only minimally. The cross-corpus experiments can
explain the potential reasons to some extent.

S N R
PCC 0.77 052 0.28
PCC* 0.77 055 0.35
Blogs 0.81 0.61 0.40
APA 0.81 0.56 0.32
APA+Blogs+PCC* 0.78 0.56 0.36
Blogs+PCC* — PCC* 0.77 0.54 0.34
Blogs+PCC* — Blogs 0.82 0.64 0.43
PCC* — APA 0.77 0.48 0.24
APA — PCC* 0.75 047 0.24
APA — Blogs 0.78 0.53 0.31
Blogs — APA 0.76 045 0.21
PCC* — Blogs 0.80 0.59 0.39
Blogs — PCC* 0.76 0.50 0.28

Table 3: Parser performance results for the various
train/test settings (see Section 5.3). The arrow notation
is “training corpus” — ’test corpus”.

Cross-corpus evaluation. Since the parsing per-
formances differ somewhat between the corpora,
we decided to explore how well a model learnt on
one corpus would predict the structure on another.

Firstly (second block of the table), we found
that adding blogs to the PCC* training data does
not increase the performance on PCC*. However,
we achieve the overall best results by testing the
combined PCC* and blogs model on blogs, among
the individual corpora as well as the pairings. This
may also be an effect of the corpus size: PCC
parsing does not benefit as much from the addition
of (small) out-of-domain data as the blog parsing
does from adding a larger amount of out-of-domain
data.

The third block of Table 3 shows results for the
PCC*/APA pair. The two results are very close to
each other and at the same time lower than those
of the individual corpora, so it seems that neither
is able to generalize well to the other. This may
contradict the impression of their similarity that we
formulated for the first experiment above. It can
also partly be due to the fact that PCC* annotations
cover the complete text, while this is not true for
APA.

Finally, the fourth and fifth blocks of the table
give the results for the pairings with the top per-
forming” individual corpus, i.e., blogposts. Results
are higher than for PCC*/APA throughout, with the
odd exception of a rather low relation recognition



in the Blogs— APA setting (for which we have no
explanation hypothesis). The much better results
for PCC*—Blogs in comparison to Blogs—PCC*
can be an effect of training corpus size, given that
PCC* has twice as many texts as the Blogs corpus.

5.4 Error Analysis

Table 5 shows a sample confusion matrix from
PCC*. The rows signify the true labels and the
columns signify the predicted labels. We can see
that relations such as Concession, Conjunction,
List, E-elaboration, as well as Attribution and Rea-
son have been recognized better.

The confusion matrix is, however, rather sparse.
Since it can be beneficial to see the performance on
relation groups as well, we trained another model
by merging all additive, causal, commentary, con-
text, and elaboration relations.!’ to see on a more
general level what relations are better recognized
as well as what relation groups are confused with
each other. Some relations, such as Aftribution or
Same-unit, were kept as they were, since we be-
lieve they do not have enough in common with
each other or with other groups.

Table 4 represents the confusion matrix of a
model with merged relations. As the table shows,
additive, conditional, and context relations are in
general detected more reliably, while contrastive
relations are often confused with additives and
causals. Causal relations are also confused with
commentary or elaborative relations. Less frequent
relations such as Sequence were also often con-
fused with additives.

It should be noted that although the merged
model can give us a more general overview, it must
be looked at with care, since the numbers in most
cases are still not high enough to draw solid con-
clusions.

6 Conclusion

So far, the only resource for RST parsing in Ger-
man has been the Potsdam Commentary Corpus.
Prompted by the recent release of two additional
RST corpora, we created a unified resource by
changing the PCC annotations, on the one hand for
compatibility with the new corpora, on the other
hand for improving certain shortcomings in the
existing annotations. Using the new homogenous
set of corpora, we performed various RST parsing

'5The groups have been specified in Section 3.3.
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experiments with different train/test splits, and re-
port the results here as baselines for further studies.
We showed that parsing performance improves for
nuclearity and relations when moving from the orig-
inal PCC to our PCC* trees, which may indicate
higher annotation consistency.

Furthermore, we are making a revised version
of the DPLP parser available (ready to use for Ger-
man), as well as the re-annotated PCC texts.

In future work, the enlarged data set can be used
to test other parsing architectures. In addition, the
old and new versions of the PCC RST layer can
be used to study the phenomena of “legitimate dis-
agreement” in discourse annotation — a topic that
has recently become popular also under the label
“perspectivist approaches to NLP”. This can in-
clude approaches to systematically including both
variants in training parsing models.

Limitations

As hinted at in the conclusion, RST annotation is
known to be subjective, and thus we do not regard
our new PCC annotations as “the single ground
truth”; instead it represents a set of possible text
interpretations. The corpus that can now be used
for parsing has more genre variety than the PCC
had, but is still relatively homogeneous (opinion
articles, news, well-edited blogs); additional genre
diversity could be achieved, for example, by adding
more user-generated text, e.g. from social media.
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Abstract

We revisit the phenomenon of syntactic com-
plexity convergence in conversational interac-
tion, originally found for English dialogue,
which has theoretical implication for dialog-
ical concepts such as mutual understanding.
We use a modified metric to quantify syntac-
tic complexity based on dependency parsing.
The results show that syntactic complexity con-
vergence can be statistically confirmed in one
of three selected German datasets that were
analysed. Given that the dataset which shows
such convergence is much larger than the other
two selected datasets, the empirical results in-
dicate a certain degree of linguistic generality
of syntactic complexity convergence in conver-
sational interaction. We also found a different
type of syntactic complexity convergence in
one of the datasets while further investigation
is still necessary.

1 Introduction

The interactive alignment theory (Pickering and
Garrod, 2004) states that, in interaction, mutual
understanding is reached through the support of
adaptive processes, which result in a reduction of the
communicative efforts of the dialogue participants.
Pickering and Garrod (2004) have mentioned the co-
adaptivity of interlocutors’ verbal behaviour on the
following six levels: phonetic, phonological, lexical,
syntactic, semantic and situational. Several studies
have comprehensively explored the co-adaptivity
in interlocutors on the linguistic structure of the
above-mentioned levels. For example, the empiri-
cal results from perception tasks in Pardo (2006)
verify the increasing similarity of the phonetic reper-
toire, which indicates phonetic convergence during
conversational interaction. Garrod and Anderson
(1987), in their lab-based study, show that inter-
locutors in conversational interaction coordinate
their utterances to form a mutually acceptable form
of description, which indicates the convergence of
lexical choice in interaction.
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In this paper, we focus on linguistic alignment
on the syntactic level. Our argument is that with
the development of mutual understanding during
conversational interaction, certain types of syntac-
tic convergence can be observed. Previous studies
found alignment of syntactic complexity, but only
for English data, which lacks linguistic generality.
Therefore, we try to find more empirical evidence to
show that syntactic alignment happens in other lan-
guages, such as German, too. The goal of this paper
is to revisit the syntactic complexity convergence
phenomenon discussed by Xu and Reitter (2016)
and test whether it holds for German dialogue data,
too. To this end, we selected the following three con-
versation datasets for German: MUNDEX (Tiirk
et al., 2023), TexPrax (Stangier et al., 2022), and
VERBMOBIL (VM2) (Kay, 1992).

2 Background

2.1 Dependency Structure

In this paper, we quantify syntactic complexity with
the help of dependency parsing (Kiibler et al., 2009).
We follow the definition of dependency structure
by Liu et al. (2023). A linguistic structure, such as a
dependency structure, consists of relations of pairs
of natural language tokens. Let X denote a finite
set of natural language tokens (the vocabulary).
LetV = {w,ws,...,wn} denote a spanning node
set with its element w; € £* (Kiibler et al., 2009).
The element w; is a ‘head’ or a dependent in a
dependency structure. The spanning node set V
represents a sentence w = wiwy...wy. The de-
pendency structure of the sentence w is then a typed
structure £ = (V, E, R), where R is the set of depen-
dency relation types, £ C V X V X R the set of arcs,
if (x,y,r) € E, it holds that Vr # r’, (x,y,r’") ¢ {.
Under the definition above, a dependency structure
is typically a directed acyclic graph (DAG) and the
dependency relations within the structure are binary
and asymmetric.
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We use a statistic and neural sequential model
based parsing method, namely the StanfordNLP
parser Stanza (Qi et al., 2018) for our goal in this
paper. Stanza is trained upon the Universal Depen-
dencies (UD) Treebanks (Nivre et al., 2020). UD
Treebanks store the information about the depen-
dency relations among the lexicon, i.e., given a
word, what are the most likely words that can serve
as its heads or dependents in a dependency structure.
The core idea can be mathematically expressed as
follows based on Zhang et al. (2016):

exp(g(wi, w;))

12 exp(g (Wi, wi)
where ¥ is the lexicon, g(-) is a function which
outputs the association score of one word choosing
the other word as its head. Ppeaq(w; | wi, 9) thus
tells us what is the most likely head word w; given
the dependent word w; and the lexicon. With the
generated probability information, the maximum
spanning tree algorithm, e.g., Chu-Liu/Edmonds
algorithm (Chu, 1965; Edmonds et al., 1967) is then
used to decide what is the most likely dependency
structure for a given sentence.

Phead(wj | wi,?) =

2.2 Syntactic Complexity

The topic of syntactic complexity has been of signif-
icant interest for researchers working within either
functional (cognitive) or computational frameworks
of linguistics. According to Szmrecsédnyi (2004),
syntactic complexity refers to syntactic structures
which entail increasing cognitive load to parse and
process. Sentences that are ranked as more syntac-
tically complex are considered more difficult for
humans to process (Lin, 1996).

Szmrecsanyi (2004) further summarizes three
measures for evaluating the syntactic complexity,
namely word counts, node counts, and a so-called
“Index of Syntactic Complexity”. Word counts use
length of a given sentence — number of words, sylla-
bles, intonation units — to approximate the syntactic
complexity, which is based on the straightforward
intuition, that a lengthy sentence tends to be more
structurally complex than a short one. Node count
uses the idea that the more phrasal nodes a linguistic
unit dominates, the more complex a sentence is (e.g.,
Rickford and Wasow, 1995). “Index of Syntactic
Complexity” focuses on percentage of subordinate
clauses (Beaman, 1984) as well as embeddedness
of word forms (Givén, 1991), which is reflected by
the following indicators (i) the number subordinat-
ing conjunctions, e.g., because, since, etc.; (ii) the
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number of WH-pronouns, e.g., what, which, etc.;
(iii) embeddedness of the verb forms, e.g., finite or
infinite; (iv) the number of noun phrases.

According to Xu and Reitter (2016), the conver-
gence of syntactic complexity between two speakers
in dialogue correlates to two theories: one is the In-
teractive Alignment theory (Pickering and Garrod,
2004), which combines the development of mu-
tual understanding with linguistic alignment. The
other is the Uniform Information Density hypothe-
sis (Jaeger and Levy, 2006; Jaeger, 2010), which
states that speakers will strive to keep information
density roughly constant. Based on this hypothesis,
if a speaker decreases its information amount, the
other will increase the amount instead. According
to Jaeger and Levy (2006) and Jaeger (2010), in-
formation density is expected to be proportional to
the complexity of syntactic structure. This give us
an implication that in a dialogue, if a speaker’s syn-
tactic complexity is decreasing, the interlocutor’s
syntactic complexity should be increasing. This
implication is consistent with dependency local-
ity theory (DLT; Gibson, 2000), which claims that
comprehension difficulty is associated with some
complex dependency structures. The interplay of
syntactic complexity and language comprehension
has been further investigated in, e.g., Liu (2008),
which shows that, average dependency distance pos-
itively correlates with the comprehension difficulty
(processing effort).

Xu and Reitter (2016) then showed three mea-
sures to quantify the syntactic complexity: sentence
length, branching factors, and tree depth. Tree depth
is used to described how deep a syntactic tree can
grow. The deeper a tree is, the more complex a
sentence is considered. Branching factor reports the
average number of children of all non-leaf nodes
in the parse tree of a sentence. Thus, a syntactic
tree that contains, e.g., more constituents or noun
phrases within a sentence of a given length, is more
complex.

3 Data

In order to check the dynamics of syntactic com-
plexity in conversational interaction, we select the
following three German datasets for our study:
MUNDEX consists of task-oriented dialogues
and focuses on explanation in interaction (Tiirk et al.,
2023). Each dialogue is a explanation scenario in-
volving a speaker (the explainer) explaining how
to play a board game to a recipient (the explainee).


https://stanfordnlp.github.io/stanza/depparse.html

The dataset is still under construction but in total
it consists of 87 dialogues between dyads of Ger-
man native speakers. At its current stage, speech
diarization was mainly performed automatically
using Whisper ASR (Radford et al., 2022).

TexPrax consists of task-oriented dialogues from
factory workers on how to solve specific technical
issues (Stangier et al., 2022). The data are collected
anonymously using an open source messaging ap-
plication in a simulated factory environment. The
dataset has in total 202 task-oriented German dia-
logues containing 1,027 sentences with sentence-
level expert annotations, such as turn taking labels.

The VERBMOBIL (VM2) dataset (Kay, 1992)
is based on recordings of various appointment
scheduling scenarios, and consists of 30,800 ut-
terances collected in face-to-face interactions. All
utterances are annotated with dialogue acts.

The main difference among the three datasets
is that in MUNDEX, compared to TexPrax and
VM2, one speaker (the explainer) speaks much
more than the other (explainee) in every dialogue.
This property of the data has been well reflected in
our later analysis (e.g., see Figure 2 in Section 5).
While for the other two datasets, utterance length
among the participants is similar. Moreover, VM2
is much larger than the other two selected datasets.

There are two common points among the three
selected datasets. First of all, in each dialogue
there are only two dialogue participants. For the
speaker role assignment, we define the interlocutor
who initiates the dialogue as dialogue initiator,
the other interlocutor who follows the dialogue as
dialogue follower. In this study specifically, we
choose to give the role of dialogue initiator to the
dialogue participant who starts the conversation.
This is based on our observation in the three datasets
that there are no topic shifts in the dialogues. For
example, MUNDEX is based on a pre-defined
scenario, where an explainer explains a board game
to an explainee. Therefore, we do not consider that
we need to shift participant roles, as in Xu and
Reitter (2016), which uses the Switchboard dataset,
where each dialogue may have multiple topic shifts.

Secondly, at the end of the interactions, a certain
level of mutual understanding can be estimated: in
MUNDEX, the explainees are likely to understand
the game rules and to be able to play the game; in
TexPrax, the workers know the technical issues
from their co-worker; in VM2 appointments have
been successfully made in most of the cases. Under
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this preposition, in this study, by looking at the
change of syntactic complexity, namely the phe-
nomenon of syntactic complexity convergence, we
assume that we can infer the level of mutual under-
standing with the development of the dialogue.

4 Methods

To quantify the syntactic complexity, we follow
the measures developed in Xu and Reitter (2016),
mainly looking at branching factor, tree depth, and
sentence length. Given that all of the three factors
can influence the syntactic complexity, it makes
sense to quantify the three factors into a single value
to represent the syntactic complexity.

We use the number of heads (word count) as a
normalisation factor. In dependency structure, the
heads are the nodes which have both incoming and
outgoing edges, the tree depths are the maximum
number of arcs a tree can have from its root to a
terminal node. Given two dependency structures
with the same number of heads, if one structure has
bigger length, it indicates that the heads in general
controls more sub-nodes, and thus the structure
is more complex. Given a speaker’s utterance, we
calculate utterance length L and use dependency
parsing to get the number of heads « as well as the
maximum tree depth 8. The syntactic complexity
SC of the utterance is thus computed as following:

JaE+a-2-B ifa>0
(1-4)-p

where A is a tuning factor set to 0.5 by default.

Here we use two German example sentences with
corresponding dependency trees to show what is
considered as syntactically complex. The example
in Figure la is a sentence which is considered
syntactically simple based on our definition, its
maximum tree depth is three and it only has three
heads, its sentence length is four. The example in
Figure 1b in contrast is considered syntactically
complex, its maximum tree depth is four and it has
four heads, its length is 8. The quantified syntactic
complexity for the first sentence, according to our
method, is 2.167 (three heads as the root node is
also considered as a head by Stanza parser, tree
depth is three, length is four) while for the second
one it is 3 (four heads as the root node is also
considered as a head by Stanza parser, tree depth is
four, length is eight).

Moreover, utterances in the three selected
datasets have varied length. According to our obser-

otherwise
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(a) Simple dependency structure (translation: “There are three
rounds”).

(b) Complex dependency structure (translation: “So I think I
have explained all important things”).

Figure 1: Two examples showing the dependency struc-
ture syntactic relationships according to UD. Edges are
directed from heads to dependents.

vation, a speaker may produce multiple utterances
before the turn is shifted to a listener, which occurs
frequently in the MUNDEX dataset. Therefore, it is
not rational to calculate syntactic complexity values
on a turn-by-turn basis. As a simple solution, for
both dialogue initiator and follower, we calculate
the syntactic complexity value on an utterance-by-
utterance basis. We perform data separation based
on the role definition mentioned in in Section 3.

5 Results and Discussion

To verify the convergence of syntactic complexity
between two speakers in dialogue, we use a lin-
ear mixed effects model, specifically regression, to
model the dynamics of syntactic complexity (statis-
tics in Table 1, all reported beta coeflicient values
are statistically significant). It turns out that among
the three selected datasets, only VM2 shows the
syntactic complexity convergence, as supported by
a negative beta coeflicient value for the dialogue
initiators and a positive beta coefficient value for
the dialogue followers, which indicates that the syn-
tactic complexity of the dialogue initiator generally
decreases with the development of the utterance
position. In contrast, the opposite tendency can be
observed for the dialogue followers, where the beta
coeflicient value is positive.

As for the other two selected datasets, in
MUNDEX, the beta coefficient value is positive for
both dialogue initiators and followers while in Tex-
Prax, the beta coeflicient value is instead negative
for both dialogue initiators and followers, which
indicates that syntactic complexity convergence is
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Figure 2: Comparing the development of syntactic com-
plexity of dialogue initiators (left) and followers (right)
over the course of the interactions in each corpus. Shaded
areas are bootstrapped 95% confidence intervals.

not supported by the statistics.

Looking at the plots in Figure 2, it seems that the
increasing/decreasing tendencies are small but still
obvious in VM2. This can be explained, at least
in part, by the relatively small values of the beta
coeflicients. Nevertheless, given that the range of
syntactic complexity values is not so large (see Ta-
ble 2), we assume that the reported effect sizes are
valid. For the MUNDEX dataset, it turns out that di-
alogue followers’ syntactic complexity is gradually
increasing, while dialogue initiators’ syntactic com-
plexity remains quite stable, although it is slightly
increasing as well. We considered this as a different
type of syntactic complexity convergence. One pos-
sible explanations could be that, in MUNDEX’s
scenario, the explainers have to continuously intro-
duce different rules and constraints of the game,
and thus the syntactic complexity value for dia-
logue initiators slightly increased (as evidenced by
the statistics in Table 1). While for the dialogue



Table 1: Beta coeflicient report on the three dialogue data
sets (* represents statistically significant correlations p <
0.05, ** represents statistically significant correlations
p < 0.01, and *** represents statistically significant
correlations p < 0.001).

MUNDEX TexPrax VM2
Initiator 0.0009** —0.02*** —0.02***
Follower 0.14%* —0.227%%* 0.005*

Table 2: Range of syntactic complexity values for dia-
logue initiators and followers across corpora.

SC Initiators SC Followers

min max min max
MUNDEX 1.5 5.9 1 3.2
TexPrax 1 4.73 1 4.14
VM2 1 4.14 1 4.57

followers, with the development of an explanation,
they got more engaged and thus started to use more
complex structures or produce longer utterances.
In the TexPrax dataset, a general decreasing trend
can be observed for both dialogue initiators and fol-
lowers, which is in general not consistent with the
phenomenon of syntactic complexity convergence.
From an information-theoretic perspective, the
convergence of syntactic complexity between dia-
logue participants reflects the convergence of shared
information (Genzel and Charniak, 2002, 2003),
which is seen as evidence that dialogue participants
are working co-constructively to build common
ground (Clark, 1996). The results reported in this
study show that the convergence of syntactic com-
plexity as a linguistic phenomenon can be observed
in dialogues, (1) in different languages (e.g., in
English and at least partially in German); (2) un-
der different scenarios (e.g., explaining a game in
MUNDEX or making an appointment in VM2).

6 Conclusions

In this paper, we revisit the phenomenon of syntac-
tic complexity convergence by examining it specifi-
cally for German dialogue data. The convergence
of syntactic complexity is assumed to be strongly
related to the uniform information density theory as
well as to the interactive alignment theory, which
correlates the development of mutual understand-
ing with linguistic alignment. Our empirical results
show that the convergence also exists in one of
the three German dialogue datasets we analysed,
which provides further evidence for the generality
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of syntactic complexity convergence. Given that
the VM2 dataset is much larger than the other two
datasets, we are prone to claiming that syntactic
complexity convergence has its linguistic generality.
We also found a different type of syntactic complex-
ity convergence in the MUNDEX dataset, while
further investigation is still necessary.
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Abstract

Concreteness is a property of words that has
recently received attention in computational
linguistics. Since concreteness is a property
of word senses rather than of words, it makes
most sense to determine concreteness in a given
context. Recent approaches for predicting the
concreteness of a word occurrence in context
have relied on collecting many features from
all words in the context. In this paper, we show
that we can achieve state-of-the-art results by
using only contextualized word embeddings of
the target words. We circumvent the problem
of missing training data for this task by training
a regression model on context-independent con-
creteness judgments, which are widely avail-
able for English. The trained model needs only
a few additional training data to give good re-
sults for predicting concreteness in context. We
can even train the initial model on English data
and do the final training on another language
and obtain good results for that language as
well.

1 Introduction

Word concreteness is one of the psycholinguistic
norms of words that has been studied and collected
for decades. These scores are obtained by present-
ing words to subjects and asking them to rate their
concreteness on a 5- or 7-point Likert scale. Re-
cently, there has also been more interest in studying
the concreteness of specific word senses or words
in a given context (see e.g. Gregori et al., 2020; Van-
dendaele and Grainger, 2022; Bruera et al., 2023;
Collacciani et al., 2024).

In this paper, we propose a simple method to
predict these contextualized concreteness scores.
For the prediction of classical (non-contextualized)
concreteness scores, several studies have obtained
good results by training a regression model on
static word embeddings. We do not have enough
annotated data to train a regression model on con-
textualized embeddings and contextualized con-
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creteness scores. However, we will show that we
get good results by training a regression model
on averaged embeddings and static concreteness
scores, and then applying the trained model to con-
textualized embeddings to predict contextualized
concreteness scores. The results can be further im-
proved by fine-tuning the regression model on a
small set of training data with context-dependent
concreteness annotations. Using this model, we
achieve state-of-the-art results with a system that is
much simpler than those proposed in the literature.
If we use multilingual embeddings, we can even do
the final training in another language.

1.1 Organization of this paper

The remainder of the paper is organized as follows.
In section 2 we describe the motivation for comput-
ing contextualized concreteness values and previ-
ous approaches to the problem. Section 3 describes
our approach to the problem and gives details on
all methods used. The data used for training and
evaluation are given in section 4, the results are
given in section 5.

2 Background and related work

Concreteness is a core semantic property of words
that has received much attention in psycholinguis-
tic research. Friendly et al. (1982) define concrete
words as words that “refer to tangible objects, mate-
rials or persons which can be easily perceived with
the senses”. Brysbaert et al. (2014) define concrete-
ness as the degree to which the concept denoted by
a word refers to a perceptible entity. Theijssen et al.
(2011) point out that in general two concepts of
concreteness are used that do not completely over-
lap, namely sensory perceivability and specificity.
However, they also note that most subjects in tests
interpret concreteness as sensory perceivability.
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2.1 Concreteness and ambiguity

Most studies that collected or predicted concrete-
ness values for words either ignored the fact that
many words have several senses or excluded am-
biguous words, as was already noticed by Gilhooly
and Logie (1980). Here, it has also has to be no-
ticed that ambiguity in fact covers a large range of
semantic phenomena from homonymy over irreg-
ular polysemy to regular polysemy (like e.g. the
ambiguity between material and artifact, as in glass
or object and information as in book), but also the
distinction between de re and de dicto interpreta-
tion of a word, that might be strongly related to
specificity and concreteness. Gilhooly and Logie
(1980) found that the most concrete sense usually is
the most dominant one. In addition, Purdevic et al.
(2017) found that subjects rate mainly the dominant
sense in these cases. In contrast Reijnierse et al.
(2019) suggest, comparing their values to those
of Brysbaert et al. (2014), that the presence of a
metaphorical sense lowers the concreteness judg-
ments for the words without any disambiguating
information.

A few studies collected concreteness judgments
for different word senses, among which (Gilhooly
and Logie, 1980) for English, (Hager, 1994) for
German, and more recently (Purdevic et al., 2017)
for Serbian and both (Reijnierse et al., 2019) and
(Scott et al., 2019) for English words. In order to
obtain different senses for a word Gilhooly and
Logie (1980) used all senses that came first to the
mind of at least one of 40 subjects; Purdevic et al.
(2017) compare different methods, including the
use of a dictionary; Scott et al. (2019) use a list
containing ambiguous words with sense indications
but give no sources for these lists. Purdevic et al.
(2017) included only polysemous words and thus
excluded homonyms and words with different part
of speech. Reijnierse et al. (2019) concentrate on
one interesting aspect and only compare literal and
metaphorical meanings of concrete words.

All of these approaches have the problem that a
number of senses must first be determined for each
word. This problem is avoided by the approach
of Gregori et al. (2020), who presented words in a
context to the subjects. Consequently, the result is
not an inventory of concreteness values for word
senses, but rather a resource for training and evalu-
ating algorithms that predict the concreteness of a
word in a given context.
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2.2 Predicting concreteness

Recently, there has been growing interest in the
concreteness of words in the field of computational
linguistics. On the one hand side it turns out that
concreteness values can be used for several tasks
like e.g. detection of metaphors and non-literal
language (Turney et al., 2011; Hill and Korho-
nen, 2014; Frassinelli and Schulte im Walde, 2019;
Charbonnier and Wartena, 2021), lexical simplifi-
cation (Jauhar and Specia, 2012) and multimodal
retrieval (Hessel et al., 2018). On the other hand
side, some effort was put in models predicting the
concreteness of words. Most successful models use
static word embeddings as an input to a regression
model that predicts the concreteness score of a (not
contextualized and/or disambiguated) word Tanaka
et al. (2013); Paetzold and Specia (2016); Ehara
(2017); Charbonnier and Wartena (2019, 2020).

Most studies that have tried to beat the baseline
for the task of predicting concreteness in context or-
ganized by Gregori et al. (2020) have used concrete-
ness values, either computed or looked up, from all
other words in the sentence, taking advantage of the
fact that concrete words tend to occur in the context
of other concrete words and abstract words in the
context of other abstract words (Tanaka et al., 2013;
Frassinelli et al., 2017; Naumann et al., 2018).
Only two submissions in the shared task produced
results for the English dataset above the simple
baseline that we will present below: The systems
submitted by Bondielli et al. (2020) and Rotaru
(2020). The system with the best results for the En-
glish test data from Bondielli et al. (2020), called
Non-Capisco, simply takes some kind of weighted
average of the general non-contextualized concrete-
ness score of the target word, as given by Brysbaert
et al. (2014), and the concreteness scores of all the
other words in the sentence. Non-Capisco did not
perform very well on the Italian data. Here, the
Capisco-Transformers system from the same team
performed much better. Capisco-Transformers uses
aregression model on the sentence embedding com-
puted by BERT. Note that this is different from our
method sketched below: we also use BERT with a
regression model, but we use the word embedding
of the target word. To get enough data to train this
model, they extend the provided training data by
automatically generating variants of the provided
training sentences and by collecting sentences for
non-ambiguous words along with their static con-
creteness values. The system submitted by Rotaru



(2020), called ANDI, collects concreteness values
from the target word and all other words in the sen-
tence, further behavioral norms for all words, static
embeddings from three pre-trained static models,
and embeddings from four transformer-based mod-
els. All of these scores and embeddings are then
used to train a regression model that predicts the
contextual concreteness score.

In contrast to the ideas behind most of the ap-
proaches sketched above, our hypothesis is that
contextualized word embeddings contain enough
information about the context of a word, and that
it should thus be possible to predict the concrete-
ness of a word in a given context using only its
contextualized embedding.

3 Methods

Since context independent concreteness values
in the huge MT40k inventory of Brysbaert et al.
(2014) are probably the values for the most domi-
nant and most frequent sense, we might often make
a very good guess for the context dependent values
by simply taking the static value. So we will use
these static values as a baseline. If a word form
is not found in the data from Brysbaert et al., we
use its lemma as provided in the test data set (see
below).

The basic idea is that we train a regression model
on word embeddings, assuming that some of the
dimensions in the embeddings represent word con-
creteness. Since we do not have enough training
data, we will train the regression model on static
embeddings. To collect static embeddings, we use
a large corpus and compute BERT (or ROBERTa)
representations of all words, and for each word
present in MT40k, we compute the average of all
contextualized embeddings in the corpus. We take
the average of the last 4 embedding levels. If a
word has been split by the BERT tokenizer, we
take the average of the embeddings of the parts. Al-
ternatively, we could take the first embedding layer.
This would eliminate the need to use a corpus to
collect and average contextual embeddings. We
will include this variant in the experiment and refer
to it as LO (layer 0). However, we do not expect
good results from the models trained on the first
layer, since there are many changes throughout the
layers. To check if the regression model actually
works, we randomly split the set of embeddings
with concreteness values into a training set (95%)
and a test set (5%) to evaluate the regression model.

&3

This is just a check to see whether the model works
at all, and not an attempt to get state-of-the-art
results for this task.

For the regression models we use a Support Vec-
tor Regression (SVR) model with a polynomial
kernel from the SciKitLearn library. For all param-
eters we use standard settings. As a second model
we use a multilayer perceptron (MLP) implemented
with PyTorch. The MLP has three hidden layers
(512, 256 and 128 dimensions, resp.) with ReLU
activation and a dropout probability of 20% for
each layer. The MLP is trained for 25 epochs using
Mean Square Error as loss function and the Adam
optimizer with a learning rate of 1-107° and a
small weight decay to ensure that the model will
not focus too much on a few embedding dimen-
sions and neglect others that might be important in
the context dependent task. In all cases we use a
batch size of 15.

The regression models can be applied immedi-
ately to predict the contextualized concreteness
scores. Since we have a small set of training data,
we can use it to further improve the predictions. In
the case of SVR, we add the extracted contextu-
alized embeddings along with the contextualized
concreteness scores to the training data. In the case
of MLP, we continue to train the model on the addi-
tional data. Here we train for 50 epochs and use a
smaller weight decay. We will refer to these models
as models with extended training.

We also predict concreteness values for Italian.
For Italian, we do not have a repository of static
concreteness values for a large number of words.
To overcome this deficiency, we use a pre-trained
multilingual language model, collect word embed-
dings for the English (!) words again, and train
regression models on these data. We then apply the
multilingual model and the regression model to the
Italian data. For the extended training, we use both
the English and the Italian training data.

4 Materials

We use three different pretrained language mod-
els, BERT base uncased (Devlin et al., 2019),
RoBERTa base (Liu et al., 2019), and BERT multi-
lingual, all obtained from the Hugging Face repos-
itory (https://huggingface.co/). We
found that using BERT large does not improve the
results, probably because the regression part gets
more parameters to train.

As a corpus to collect BERT embeddings that
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Figure 1: Histogramm of the deviation of the contextu-
alized deviations of the English test data (Gregori et al.,
2020) from the MT40k values.

are averaged to obtain static embeddings we use
the list of all words from the concreteness data
from Brysbaert et al. (2014) and three corpora.
The list of single words is used to ensure that
every word with a concreteness value has an
embedding. This makes the results from the first
experiment better comparable to other studies on
those data. Each word is given as a sentence to the
language model to compute an embedding. Next
we used the Brown corpus (Kucera and Francis,
1967). This corpus has a balanced distribution
over different genres and might help to include
words and word senses not present in the other
corpora. The two larger corpora are a collection
of 300,000 sentences from a 2016 Wikipedia
dump and a corpus of 300,000 sentences from
newspapers from 2020, both obtained from
https://wortschatz.uni-leipzig.
de/en/download/English (Goldhahn et al.,
2012). These corpora have to be included to collect
enough data to compute averaged embeddings for
all words.

Static concreteness values were obtained from
the collection from Brysbaert et al. (2014), called
MT40k, that has ratings for 37,058 words and 2,896
short phrases. When using the BERT tokenizer
we could find 29,007 of these words in our cor-
pora. When using the Roberta tokenizer we find
28,122 words (BERT and RoBERTa use the same
subword tokenizer, but apparently slightly differ-
ent pre-tokenizers to split the sentence into words).
Embeddings are computed for all single words in
Brysbaert’s dataset except for a small number of
stop words to speed up the data collection process.

Finally, we use the annotated data from Gregori
et al. (2020) to finalize the training and to evaluate
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the models. The provided trial data, that we will
use for training as well, consist of 100 sentences,
the test set of 434 sentences. In each sentences
one word is marked and annotated with a concrete-
ness score. Furthermore, the part of speech and
the lemma for the target word are given. In order
to investigate how much the values in the test set
deviate from the values from the MT40k values we
rescaled the later to the range from 1 to 7 and for
all 434 examples we subtracted the contextualized
value from the static one. The distribution of these
differences is shown in the histogram in Fig. 1.
Here we see that in most cases there is only a very
small deviation from the static value, suggesting
that the baseline using MT40k values might give
quite good results.

Beside the English trial and test data Gregori
et al. (2020) also provide Italian data. For Italian
the test data consists of 450 annotated sentences
and the trial data (used for training) of 100 sen-
tences.

Recently, both the English and Italian have been
extended and are described in much more detail
(Montefinese et al., 2023). In this paper we do not
yet use these extended data sets.

5 Results

First, we have a look at the results of the regression
models on the random split of the static embed-
dings and MT40k values. These results are given
in Table 1. We observe that all results are very good
and close to or even slightly better than the results
obtained by Charbonnier and Wartena (2019) who
used precomputed static embeddings along with ad-
ditional morpho-syntactic features. However, here
we just used a random split, whereas Charbonnier
and Wartena (2019) used cross-validation. We do
not see large differences between the classifiers or
the language models used. The results using the
first level embeddings is slightly below the other
results. The scatter plot in Figure 2 gives a visual
impression of the correlation between the averaged
human scores and the values predicted by the MLP
using RoBERTa embeddings. At this point we can
conclude that in all cases the models learned to pre-
dict static concreteness values, the task they were
trained for. Next we will see, whether these mod-
els are able to predict contextualized concreteness
values.

The results for the prediction of the contextual-
ized embeddings are given in Table 2 and visual-
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Table 1: Results of predicting concreteness values form
a random split of the MT40k data and averaged word
embeddings. Both Pearson and Spearman correlation
between the predicted and real values are given. The
test set has 1847 word-concreteness pairs.

Method Pearson Spearman
SVR - BERT 0.913 0.901
SVR - BERT ML 0.892 0.887
SVR - RoBERTa 0.898 0.890
SVR - RoBERTa LO 0.850 0.852
MLP - BERT 0.910 0.897
MLP - BERT ML 0.891 0.887
MLP - RoBERTa 0.902 0.893
MLP - RoBERTa LO 0.858 0.856

Predicted values

Averaged human assigned values

Figure 2: Scatter plot of the concreteness values
from MT40k and values predicted by the MLP using
RoBERTa embeddings for our test set (randomly se-
lected 1847 words from MT40k)
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Figure 3: Scatter plot of the contextualized concreteness
values and values predicted by the MLP using RoOBERTa
embeddings for the test data from Gregori et al. (2020)
(100 words)

Table 2: Correlation for various regression models, sim-
ple base line and state of the art system between pre-
dicted and gold standard concreteness values of words
in context (N=100). English dataset.

Method Pearson Spearman
MT40k Baseline 0.759 0.752
ANDI (SoTA) 0.834 0.833
Non-Capisco 0.785 0.787
Capisco-Trans 0.504 0.501
SVR - BERT 0.791 0.793
SVR - BERT ML 0.771 0.767
SVR - RoBERTa 0.820 0.810
SVR - RoBERTa LO 0.446 0.451
MLP - BERT 0.776 0.775
MLP - BERT ML 0.760 0.754
MLP - RoBERTa 0.800 0.790
MLP - RoBERTa LO 0.494 0.483
SVR - BERT - ext. 0.813 0.814
SVR - BERT ML - ext. 0.803 0.804
SVR - RoBERTa - ext. 0.828 0.818
SVR - RoBERTa LO - ext.  0.341 0.328
MLP - BERT - ext. 0.818 0.816
MLP - BERT ML - ext. 0.790 0.786
MLP - RoBERTa - ext. 0.838 0.830
MLP - RoBERTa LO - ext.  0.420 0.420

ized for one model again in a scatter plot in Figure
3. We see that the simple baseline gives very good
results, as expected when looking at the small devi-
ations in Figure 1. Applying the pre-trained regres-
sor to the test data already gives correlations that
are clearly above this baseline. The final training in
all cases improve the model. The best model, using
a MLP and RoBERTa embeddings give results that
are very close to the state of the art results from
(Rotaru, 2020) and clearly better than the Capisco
systems. Furthermore, we see that using first em-
bedding level for the training phase does not give
good results, as already expected. The results from
the multilingual BERT model are slightly behind
those from BERT base, but not very much.

Table 3 gives the results for the Italian data. The
results show that the language transfer is successful
but the results are behind those from Rotaru (2020)
(but better than those of the Capisco systems).

If we inspect the largest errors that were made,
we do not find a very clear pattern. Eventually we
can get the impression that the model gives too low
scores for words referring to specific things that are
not clearly perceivable with the senses like, fear,



Table 3: Correlation for various regression models and
state of the art system between predicted and gold stan-
dard concreteness values of the Italian dataset (N=100).

Method Pearson Spearman
ANDI (SoTA) 0.749 0.749
Non-Capisco 0.557 0.557
Capisco-Trans 0.625 0.617
SVR - BERT ML 0.666 0.671
MLP - BERT ML 0.648 0.652
SVR - BERT ML - ext. 0.715 0.715
MLP - BERT ML - ext. 0.732 0.732

answer, idea, advantage, success, etc. and gives
too high scores especially to verbs like hit, kick,
eat in cases where they do not refer to a physical
action. We also find cases, where RoBERTa ob-
viously misinterpreted the sentence, like in Sign
your name in ink in the space provided by the four
blank lines. where space gets the score 3.66 instead
of 5.6. While space usually is some quite abstract
word indicating a large range of options to do some-
thing, here the word refers to a very concrete area
on a piece of paper.

Furthermore, let us have a look at the types of
distinctions the model can make. The following
sentences are all taken from the Brown Corpus.
The concreteness value predicted by the extended
Roberta/MLP model is added as a subscript to the
word. In the first pair of sentences we see that
the model clearly distinguishes homonyms with
different concreteness values:

(1) a. Noteven an empty cartridge cases g could
be found.

b. In this cases 4 the district manager was led
to see the errors of his ways.

Regular polysemy, here between a building and an
institution is also captured:

(2) a. John entered the vast churchg; and
climbed the tower steps to the bells.

b. Surveys show that one out of three Ameri-
cans has vital contact with the churchs ;.

Finally, we compare two sentences with literal and
figurative use of a word. Here we see that the
figurative use get still a high concreteness value but
clearly a lower one that the literal use.

(3) a. Heran a finger; o down his cheek, tracing
the scratch there.
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b. Lawrence could not put his fingers ¢ on it
precisely, and this worried him.

6 Discussion and Conclusion

We have shown that concreteness of words is a
semantic word property that can be derived form
a BERT-based word embedding and that can be
effectively predicted for word senses in a specific
context using only these embeddings, without the
need to use information from other words in the
sentence. The presented approach is much simpler
than previous approaches that used up to 7 different
embeddings and had to be trained on many differ-
ent semantic properties. Our results are close to
the state of the art, but do not clearly outperform it.
Since the inter-annotator agreement in this type of
annotation is usually not very high and the dataset
is quite small, it may also be the case that the high-
est possible agreement with human concreteness
scores is already achieved.

The downside of the proposed approach is, that
we need to compute averaged embeddings on a
large amount of data, as we see that simply using
the first (context independent) layer does not give
the desired results. This is not only time consuming
but also makes the results dependent on the corpus
used for this task.

Using multilingual embeddings we also can ap-
ply the model to a different language than the lan-
guage from the training data.

7 Limitations

The main limitation in this study is the availability
of annotated data. We have only two very small
datasets and only for two languages. However, the
topic of the paper is exactly about the approach how
to deal with the absence of a large training dataset.
A further limitation is that we did not do hyper
parameter optimization or model selection for the
regression models. We did not do so since we
had limited computing resources but also to avoid
the risk of overfitting on the small amount of data
available. However, it is very likely that slightly
better results can be obtained when selecting opti-
mal number of training epochs, layer dimensions,
etc.

8 [Ethical Considerations

The research presented here did not involve any
experiments with humans or animals. All experi-
ments where done with a very limited amount of



computational resources and thsu without a high
energy consumption and enviromental impact. The
research results are rather theoretical and will not
have a direct impact on the working or living cir-
cumstances of anyone. We hope that this research
will contribute to the understanding of large lan-
guage models and natural languyage processing in
general. Here we rather believe that a better under-
standing of these methods and a more widespread
dissemination of this knowledge helps to identify
and deal with possible threats from this technology.

References

Alessandro Bondielli, Gianluca E. Lebani, Lucia C. Pas-
saro, and Alessandro Lenci. 2020. Capisco@ con-
cretext:(un) supervised systems to contextualize con-
creteness with norming data. In Proceedings of the
Seventh Evaluation Campaign of Natural Language
Processing and Speech Tools for Italian. Final Work-
shop (EVALITA 2020). CEUR-WS.org.

Andrea Bruera, Yuan Tao, Andrew Anderson, Derya
Cokal, Janosch Haber, and Massimo Poesio. 2023.
Modeling brain representations of words’ concrete-
ness in context using gpt-2 and human ratings. Cog-
nitive Science, 47(12):e13388.

Marc Brysbaert, Amy Beth Warriner, and Victor Ku-
perman. 2014. Concreteness ratings for 40 thousand
generally known English word lemmas. Behavior
Research Methods, 46(3):904-911.

Jean Charbonnier and Christian Wartena. 2019. Predict-
ing word concreteness and imagery. In Proceedings
of the 13th International Conference on Computa-
tional Semantics-Long Papers, pages 176—187.

Jean Charbonnier and Christian Wartena. 2020. Predict-
ing the Concreteness of German Words. In Proceed-
ings of Konvens / SwissText.

Jean Charbonnier and Christian Wartena. 2021. Verbal
idioms: Concrete nouns in abstract contexts. In KON-
VENS 2021, Diisseldorf, Germany, 06-09 September
2021.

Claudia Collacciani, Andrea Amelio Ravelli, and Mari-
anna Bolognesi. 2024. Specifying genericity through
inclusiveness and abstractness continuous scales. In
Proceedings of the 2024 Joint International Con-
ference on Computational Linguistics, Language
Resources and Evaluation (LREC-COLING 2024),
pages 15126-15136, Torino, Italia. ELRA and ICCL.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages

87

4171-4186, Minneapolis, Minnesota. Association for
Computational Linguistics.

Yo Ehara. 2017. Language-independent prediction of
psycholinguistic properties of words. In Proceedings
of the Eighth International Joint Conference on Nat-
ural Language Processing (Volume 2: Short Papers),
pages 330-336.

Diego Frassinelli, Daniela Naumann, Jason Utt, and
Sabine Schulte im Walde. 2017. Contextual charac-
teristics of concrete and abstract words. In IWCS
2017 — 12th International Conference on Computa-
tional Semantics — Short papers.

Diego Frassinelli and Sabine Schulte im Walde. 2019.
Distributional interaction of concreteness and ab-
stractness in verb—noun subcategorisation. In Pro-
ceedings of the 13th International Conference on
Computational Semantics - Short Papers, pages 38—
43, Gothenburg, Sweden. Association for Computa-
tional Linguistics.

Michael Friendly, Patricia E. Franklin, David Hoff-
man, and David C. Rubin. 1982. The Toronto
Word Pool: Norms for imagery, concreteness, ortho-
graphic variables, and grammatical usage for 1,080

words. Behavior Research Methods & Instrumenta-
tion, 14(4):375-399.

K. J. Gilhooly and R. H. Logie. 1980. Meaning-
dependent ratings of imagery, age of acquisition,
familiarity, and concreteness for 387 ambiguous
words. Behavior Research Methods & Instrumen-
tation, 12(4):428-450.

Dirk Goldhahn, Thomas Eckart, Uwe Quasthoff, et al.
2012. Building large monolingual dictionaries at
the leipzig corpora collection: From 100 to 200 lan-
guages. In LREC, volume 29, pages 31-43.

Lorenzo Gregori, Maria Montefinese, Daniele P. Radi-
cioni, Andrea Amelio Ravelli, and Rossella Varvara.
2020. Concretext@ evalita2020: The concreteness in
context task. In Proceedings of the Seventh Evalua-
tion Campaign of Natural Language Processing and
Speech Tools for Italian. Final Workshop (EVALITA
2020). CEUR-WS.org.

Willy Hager. 1994.  Bildhaftigkeit, Konkretheit-
Abstraktheit und Bedeutungshaltigkeit von 63
mehrdeutigen Substantiven. In Willi Hager and
Marcus Hasselhorn, editors, Handbuch deutsch-
sprachiger Wortnormen, chapter 3.6, pages 212-217.
Hogrefe Verlag fiir Psychologie, Gottingen.

Jack Hessel, David Mimno, and Lillian Lee. 2018.
Quantifying the visual concreteness of words and
topics in multimodal datasets. In Proceedings of
the 2018 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, Volume 1 (Long Pa-
pers), pages 2194-2205, New Orleans, Louisiana.
Association for Computational Linguistics.


https://doi.org/https://doi.org/10.1111/cogs.13388
https://doi.org/https://doi.org/10.1111/cogs.13388
https://doi.org/10/gd6hzk
https://doi.org/10/gd6hzk
http://ceur-ws.org/Vol-2624/paper8.pdf
http://ceur-ws.org/Vol-2624/paper8.pdf
https://aclanthology.org/2024.lrec-main.1315
https://aclanthology.org/2024.lrec-main.1315
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://aclanthology.org/W17-6910
https://aclanthology.org/W17-6910
https://doi.org/10.18653/v1/W19-0506
https://doi.org/10.18653/v1/W19-0506
https://doi.org/10/c8n6hv
https://doi.org/10/c8n6hv
https://doi.org/10/c8n6hv
https://doi.org/10/c8n6hv
https://doi.org/10.3758/BF03201694
https://doi.org/10.3758/BF03201694
https://doi.org/10.3758/BF03201694
https://doi.org/10.3758/BF03201694
https://doi.org/10.18653/v1/N18-1199
https://doi.org/10.18653/v1/N18-1199

Felix Hill and Anna Korhonen. 2014. Concreteness
and subjectivity as dimensions of lexical meaning.
In Proceedings of the 52nd Annual Meeting of the
Association for Computational Linguistics (Volume

2: Short Papers), pages 725-731.

Sujay Kumar Jauhar and Lucia Specia. 2012. Uow-
shef: Simplex—lexical simplicity ranking based on
contextual and psycholinguistic features. In * SEM
2012: The First Joint Conference on Lexical and
Computational Semantics—Volume 1: Proceedings of
the main conference and the shared task, and Volume
2: Proceedings of the Sixth International Workshop
on Semantic Evaluation (SemEval 2012), pages 477—
481.

Henri Kucera and Winthrop Francis. 1967. Computa-
tional Analysis of Present-Day American English.
Technical report, Brown University Press, Provi-
dence, RI.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqgi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized bert pretraining ap-
proach.

Maria Montefinese, Lorenzo Gregori, Andrea Amelio
Ravelli, Rossella Varvara, and Daniele Paolo Radi-
cioni. 2023. Concretext norms: Concreteness ratings
for italian and english words in context. PLOS ONE,
18(10):1-19.

Daniela Naumann, Diego Frassinelli, and Sabine
Schulte im Walde. 2018. Quantitative Semantic Vari-
ation in the Contexts of Concrete and Abstract Words.
In Proceedings of the 7th Joint Conference on Lexi-
cal and Computational Semantics, pages 76-85, New
Orleans, LA, USA.

Gustavo Paetzold and Lucia Specia. 2016. Inferring
psycholinguistic properties of words. In Proceedings
of the 2016 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, pages 435-440, San
Diego, California. Association for Computational
Linguistics.

W. Gudrun Reijnierse, Christian Burgers, Marianna
Bolognesi, and Tina Krennmayr. 2019. How pol-
ysemy affects concreteness ratings: The case of
metaphor. Cognitive Science, 43(8):e12779.

Armand Stefan Rotaru. 2020. Andi@ concretext: Pre-
dicting concreteness in context for english and italian
using distributional models and behavioural norms
(short paper). In Proceedings of the Seventh Evalua-
tion Campaign of Natural Language Processing and
Speech Tools for Italian. Final Workshop (EVALITA
2020). CEUR-WS.org.

Graham G. Scott, Anne Keitel, Marc Becirspahic,
Bo Yao, and Sara C. Sereno. 2019. The glasgow
norms: Ratings of 5,500 words on nine scales. Be-
havior Research Methods, 51(3):1258-1270.

88

Shinya Tanaka, Adam Jatowt, Makoto P. Kato, and Kat-
sumi Tanaka. 2013. Estimating content concreteness
for finding comprehensible documents. In Proceed-
ings of the Sixth ACM International Conference on
Web Search and Data Mining, WSDM °13, pages
475-484, New York, NY, USA. ACM.

Daphne Theijssen, Hans van Halteren, Lou Boves, and
Nelleke Oostdijk. 2011. On the difficulty of making
concreteness concrete. Computational Linguistics in
the Netherlands Journal, 1:61-77.

Peter D. Turney, Yair Neuman, Dan Assaf, and Yohai
Cohen. 2011. Literal and metaphorical sense iden-
tification through concrete and abstract context. In
Proceedings of the Conference on Empirical Meth-
ods in Natural Language Processing, EMNLP "11,
pages 680—-690, Stroudsburg, PA, USA. Association
for Computational Linguistics.

Dusica Filipovi¢ Burdevié, Aleksandar Kosti¢, and Zo-
rana Dindica. 2017. Number, relative frequency, en-
tropy, redundancy, familiarity, and concreteness of
word senses: Ratings for 150 serbian polysemous
nouns. In Selected Papers From the 4th and 5th
Workshop on Psycholinguistic, Neurolinguistic and
Clinical Linguistic Research, volume 2 of Studies in
Language and Mind, pages 13-50. Filozofski fakultet
u Novom Sadu.

Aaron Vandendaele and Jonathan Grainger. 2022. Now
you see it, now you don’t: Flanker presence in-
duces the word concreteness effect. Cognition,
218:104945.


http://arxiv.org/abs/1907.11692
http://arxiv.org/abs/1907.11692
https://doi.org/10.1371/journal.pone.0293031
https://doi.org/10.1371/journal.pone.0293031
http://aclweb.org/anthology/S18-2008
http://aclweb.org/anthology/S18-2008
https://doi.org/10.18653/v1/N16-1050
https://doi.org/10.18653/v1/N16-1050
https://doi.org/10.1111/cogs.12779
https://doi.org/10.1111/cogs.12779
https://doi.org/10.1111/cogs.12779
https://doi.org/10.3758/s13428-018-1099-3
https://doi.org/10.3758/s13428-018-1099-3
https://doi.org/10.1145/2433396.2433455
https://doi.org/10.1145/2433396.2433455
http://dl.acm.org/citation.cfm?id=2145432.2145511
http://dl.acm.org/citation.cfm?id=2145432.2145511
https://doi.org/https://doi.org/10.1016/j.cognition.2021.104945
https://doi.org/https://doi.org/10.1016/j.cognition.2021.104945
https://doi.org/https://doi.org/10.1016/j.cognition.2021.104945

Using GermaNet for the Generation of Crossword Puzzles

Claus Zinn and Marie Hinrichs and Erhard Hinrichs
Department of General and Computational Linguistics
University of Tiibingen
Keplerstralle 2
72074 Tiibingen, Deutschland

Correspondence: claus.zinn@uni-tuebingen.de

Abstract

Wordnets are playing an important role in re-
search, but so far they have found little use in
practical applications that are aimed at the gen-
eral public. In this paper, we present a cross-
word generator that exploits lexical-semantic
resources such as GermaNet. The software is
capable of (i) automatically filling in the grid
of a crossword puzzle with words taken from
GermaNet for variable grid sizes, and (ii) gen-
erating clues for each word that is included in
the grid. Crossword generation is not trivial,
and we report on the effectiveness of various
heuristic search functions that we have used.

1 Introduction

Crossword puzzles play with words. A puzzle is
usually presented as a rectangular grid of black
and white squares. The game’s objective is to fill
the white squares with letters, forming words that
intersect with each other. Words, and their letters,
can be written horizontally and vertically. Black
squares serve as separators between words. Words
are not arbitrary. For each word, there is a textual
clue that describes it.

The New York Times (NYT) is well-known for
its daily crosswords, and it even offers a site where
useful information about its puzzles is published.!
According to the site, the NYT uses a variety of
clue types such as puns, anagrams, cryptic clues
and even sound clues. The clues describe words
that cover a variety of different topics, e.g., televi-
sion shows, movies, classical music, art, and his-
tory. Moreover, the Sunday puzzles have a theme,
which is referenced in a humorous quotation or
pun found in the answers. Also, Friday/Saturday
puzzles tend to use longer words and are perceived
as more complex than the puzzles for the other
week-days. Fig. 1 describes a puzzle witha 5 x 5
grid taken from (Ginsberg et al., 1990). The puzzle,

1https ://www.nytimes.com/article/
how-to-solve-a-crossword-puzzle.html
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Figure 1: Example Puzzle.

with clues omitted, looks for five words each in
across and down direction. Note that each word
intersects with at least three other words so that
they need to share the respective characters. Once
all word slots are filled, clues must be generated
that elicit each of the words, preferably, using in-
teresting clues of different types.

The generation of crossword puzzles requires
dictionaries and other lexical resources. In the past,
an abundance of digital lexical resources have been
created, for instance, GermaNet, the largest lexical-
semantic word net for German (Hamp and Feldweg,
1997). It has to be said, however, that digital lexical
resources are mostly used by researchers rather
than the general public. We would like to boost
usage of GermalNet by the general public in part
by offering on-line access to popular games like
crossword puzzles and by developing software for
generating such crossword puzzles automatically.

To attract the general audience to linguistic re-
sources, we found crossword puzzles particularly
intriguing.” In this paper, we report on our research
using GermaNet to automatically solve crosswords
puzzles such as the ones given in Fig. 1. With Ger-

%As their everyday occurrences in newspapers testify,
crossword puzzles are very popular. In Germany, for instance,
56 from 100 persons do a crossword puzzle at least once a year;
40% do a puzzle at least once a month, and 21% do a cross-
word once a week, see https://www.freizeitmonitor.de/
2023/alle-freizeitaktivitaeten-im-ueberblick/.
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maNet holding over 215,000 lexical units, there is
an abundance of choice points an algorithm must
take into consideration. As a result, the branching
factor of the resulting search tree is rather large,
and to conquer it, heuristic information is required
to solve non-trivial crossword puzzles. Once lex-
ical entries have been assigned to word slots, the
identification or generation of clues to hint at them
— in an overall entertaining manner — is also harder
than thought.

The remainder of the paper is structured as fol-
lows. Sect. 2 gives an overview of GermaNet, with
a particular focus on using this resource for solving
crossword puzzles. It also reviews some of the lit-
erature on crossword generation. In the main part
of the paper, we discuss our algorithm for cross-
word generation using GermaNet (Sect. 3), which
is followed by an evaluation. In Sect. 4, we give
a brief overview on clue generation. A front-end
GUI is presented in Sect. 5, and Sect. 6 discusses
our work, future work, and concludes.

2 Background

2.1 GermaNet

GermaNet is the largest lexical-semantic word net
for German (Hamp and Feldweg, 1997). The de-
velopment of the resource started 25 years ago, and
is still actively maintained and enriched.® The lat-
est version of GermaNet (18.0) features 215,000
lexical units that are attached to 167,163 synsets.
It has 181,530 conceptual relations, and 12,602
lexical relations (synonymy excluded). Further-
more, GermaNet has a representation of 121,655
split compounds, and it includes 28,563 pointers
into the Interlingual Index. Moreover, GermaNet
has 11,760 paraphrases attached to synsets. Also,
29,550 sense definitions were added from Wik-
tionary in 201 1* (Henrich et al., 2014). A cluein a
crossword is always tied to a word slot of a given
length. Fig. 2 depicts the distribution of GermaNet
lexical entries in terms of word length. Words
longer than 25 characters are omitted.”> It shows

3The latest version was released in May 2023; for
information to get access to the resource, see https://
uni-tuebingen.de/en/142806.

“The entries were automatically mapped to lexical units in
GermaNet and subsequently manually verified. In some cases,
slight modifications to the Wiktionary sense descriptions have
been made.

SFor completeness: there are 797 words of length 26, 469
words of length 27, 243 words of length 28, 145 words of
length 29, and 57 words of length 30. The longest word is Fi-
nanzdienstleistungsaufsichtsbehdrde (engl. Financial Services
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that GermaNet’s database also covers the short and
long word spectrum very well.

Tab. 1 depicts the potential of using GermaNet
for the generation of crossword puzzle clues. In
addition to the use of 11,7k paraphrases and the
29.5k sense descriptions to generate definitional
clues, we also exploit relationships between lexical
entries and between synsets. For now, we lim-
ited ourselves to only use two conceptual and one
lexical relation to construct three other types of
clues, namely, hypernyms (using 171,925 relation
instances), synonyms (lexical units being in the
same synset, 143,534), and antonyms (3,982).

It should be noted, however, that the generation
of clues that ask for synonyms need special care.
Consider, for instance, the use of synonyms in the
thematic domain ’human’. Here, a synset usually
contains both the male and female form. For ex-
ample, all of the four lexical units ’Dermatologin’,
’Hautérztin’, "Hautarzt’, ’Dermatologe’ (engl.: der-
matologist) are part of the same GermaNet synset.
It would provide little entertainment to search for
the word *Hautérztin’ with the clue *Synonym fiir
Hautarzt’. However, searching for the word ’Der-
matologe’ is much more appropriate in a crossword
setting. To avoid the generation of trivial clues, we
only use two synonyms when there is little string
overlap between them.

Clearly, the paraphrase and wiktionary informa-
tion provide the most verbose clue to a given word.
From our own experience, those clues are refresh-
ingly new when compared to often repeated or well-
known clues that one encounters in crosswords in
newspapers and puzzle books. Given the aforemen-
tioned constraints, with the combination of para-
phrases, wiktionary entries, synonyms, hypernyms,
and antonyms, together with the future use of other
relations (e.g., meronyms), the crossword generator
can tap into a potential of 500k+ clue constructions
for GermaNet-based puzzles.

2.2 Crossword Puzzle Generation

The generation and solving of crossword puzzles
has been studied before. (Berghel, 1987) organises
the problem into six distinct operations:

1. creation of the host matrix

2. determination of the overall design (i.e., pat-
tern of open and closed cells) within the ma-
trix

Supervisory Authority) with 38 characters.


https://uni-tuebingen.de/en/142806
https://uni-tuebingen.de/en/142806
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Figure 2: Word Length Distribution.
clue type attached to  example clues word slot value(s)
paraphrase  synset ein gewisses Talent/eine bestimmte Begabung besitzend talentiert, begabt
wiktionary  lexUnit Medizin: den Gehorsinn oder das Gehororgan betreffend;  auditiv
das Horen betreffend
synonym synset Synonym fiir “Schlagbaum” Schranke
hypernym  synset Uberbegriff fiir “Parietallappen” Gebhirnareal, Hirnareal,
Hirnregion, Gehirnregion,
Gehirnbereich, Hirnteil,
Gebhirnteil
antonym lexUnit Antonym fiir “konkret” abstrakt
Table 1: Crossword Clues in GermaNet.
3. specification of word slots Blcl|D
F |1 J
4. identification of shared cells
G| L |N

. construction of one or more solution sets, and

. composition of a clue set for each solution set.

Berghel advocates a Prolog-based approach to solv-
ing crosswords, emphasising the declarative aspect
of Horn Logic and how it allows stating the prob-
lem in a straightforward manner; a word in rep-
resented as a sequence of cells, and cells are rep-
resented as Prolog variables. When two words
intersect, the respective cell shares the same Prolog
variable. In a follow-up work, (Berghel and Yi,
1989) propose a procedure, crossword compiler-
compilation, which will create source code for a
crossword solver from the puzzle geometry alone.

It shows that the creation of Prolog code to solve
crossword puzzles is rather straightforward. Con-
sider, for instance, the following grid, a fully inter-
locked puzzle, i.e., a puzzle with no black cells:
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Here, each cell is assigned its own Prolog variable.

Now, assume lexical entries, and the clues that
hint at them, being represented as Prolog-based
word/4 facts. Then, a straightforward implementa-
tion of blind, depth-first search can be implemented
by the following Prolog program, with A, F, H,
K, M, and O denoting words of length 3, and B,
C,D,F|,J,G, L, and N denoting the words’
characters:

word(3, A, [B,C,D], C1), \+ member(A, []),
word(3, E, [B,F,G], C2), \+ member(E, [Al),
word(3, H, [F,I,J], C3), \+ member(H, [E, Al),
word(3, K, [C,I,L], C4), \+ member(K, [H, E, Al),

word(3, M, [G,L,N], C5), \+ member(M, [K, H, E, Al),

word(3, 0, [D,J,N1, C6), \+ member(0, [M, K, H, E, A1),

The C; denote the clues to elicit the words. Note
that words that intersect which each other share a
letter such as the Prolog variable B; it is shared
by the two words originating from the top-left cor-
ner in across and down direction. The member/2
predicates ensure that no word is used twice.



Note that such Program code can be automat-
ically generated for any given grid, and we have
written such a meta-program. The programs it gen-
erates establish the base case for our evaluation.

In the remainder of this paper, we will focus
on given puzzle grids, that is, predefined z x y
matrices, potentially including black cells to add
additional word boundaries. We consider Berghel’s
step 1-4 trivial and focus on step 5 and step 6.

The search space to conquer to fill all word slots
is huge, and Breghel discusses some heuristics to
guide this search. Heuristic information and their
effectiveness have also been discussed by (Gins-
berg et al., 1990), classifying four distinct types of
choices that a puzzle solver must make:

1. which word slot to work on next?

2. which word should be used to instantiate the

selected slot?

. how to handle backtracking in cases where
word slots become uninstantiable?

4. which kind of preprocessing is required?

(Smith and Steen, 1981), (Ginsberg et al., 1990)
and (Ginsberg, 2011) all agree that the hardest slots
should be considered next; these are the slots with
the fewest alternatives, that is, the least number of
possible instantiations with words. And since all
slots must eventually be instantiated, the failure to
instantiate the hardest one will initiate backtracking
to undo former choices (see point 3 above).

Once a slot has been selected to work on, it
should be instantiated with a word that restricts
the possible choices for subsequent slots as little
as possible (Ginsberg et al., 1990). Words with
frequent letters will hence be preferred to words
with less frequent ones. The computation of this
heuristics is expensive so that only the value of the
first k instantiations will be computed.

3 Solving crosswords with GermaNet

In this section, we give further details to apply the
aforementioned heuristics for GermaNet.

3.1 Preprocessing

Given the RDF-based variant of GermaNet (Zinn
et al., 2022), we have extracted relevant informa-
tion via SPARQL queries and represent it as a list
of word/5 predicates, e.g.,
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word(14, 1.0860799758322117, 'unregelmaBig',

[u,n, r, e g, e 1, ma,e,s,s,i gl

[ literal('in zeitlich ungleichen Abstanden

wiederkehrend') ...1).

The first parameter gives the length of the word,
the second parameter encodes a simple unigram
frequency model, where the relative frequencies of
a character with regard to the GermaNet lexicon
are added up.® The solution word is given as third
argument of word/5, whereas the fourth spells out
the word; here, any German Umlaut is replaced
with its corresponding two letters (e.g. 6 — oe, or
B— ss). The last parameter of word/6 gives the
actual clues (only one clue is shown).

For the results reported in this paper, we have
built two databases (one for unigram rankings, one
of bigram rankings) for all GermaNet entries up
to length 16. In total, 155k database entries have
been constructed. Also, we have built a database
of randomly-ordered word entries.

3.2 Heuristics

Our algorithm aims at replicating and finetuning
the aforementioned heuristics for GermaNet. We
hence follow a two-step approach. First, the hardest
word slot is selected. Then, a word needs to be
chosen to fit this slot. Such a word must maximise
the satisfiability of the remaining open word slots.
Both steps require word slots to be ranked.

Ranking of word slots. An open word slot of a
given length L has exactly L variables, some of
which may already be instantiated to characters;
these are the cells that intersect with words already
placed. A word slot is evaluated in terms of the
number of words that can be placed into the slot.
We give an example: the word slot [ C1, C2, C3,
C4 ], with all C; being variables, is assigned the
value 29, 109 because there are 29, 109 words of
length four is GermaNet.; the word slot [e, C2,
C3,e] has the value 21, because there are 21 words
that fit the pattern (such as “Ente”, “Este”, “Eile”,
and “Ende”).

Ranking of words to fit a given slot. Once the
algorithm decided on a slot to work on next, a word
has to be found to fit the slot. All word candi-
dates are computed, and the one that maximises
the satisfiability of all remaining open word slots
is chosen. In line with (Ginsberg et al., 1990), we
have introduced a k value which is used as follows:

®Similarly, lexical entries have been compiled with a bi-
gram model.



random unigram bigram
Grid #Slots | k=1 k=5 k=10 |k=1 k=5 k=10 |k=1 k=5 k=10
13x3 6 0.27 0.24 0.22 0.30 0.42 0.26 0.68 0.25 0.69
I4x4 8 0.47 0.38 0.4 0.60 0.50 0.68 0.51 0.89 0.45
I5x5 10 36.94  33.80 22.11 63.01 21.25 35.93 35.74 3275 19.21
I 6x6 12 - - - - - - - - -
G 5x5 10 3.64 1.30 3.32 1.76 3.63 1.73 3.35 3.35 341
G 9x9 24 2.83 3.01 2.12 3.93 242 3.74 292 4.57 2.86
G 13x13(a) 64 2992  14.68 19.90 2335 21.71 16.59 3483 1540 22.88
G 13x13 (b) 60 - 465.05 694.58 | - 538.10 62743 | - 49337 713.49

Table 2: Main algorithm using random word order, unigrams and bigrams — all decimals denote timings in seconds.

find all candidate words that fit a slot; rank them
all, and then select the best k as word candidates.
Only these k best candidates will be tried through
backtracking.

Note that all word/5 predicates are sorted via
their respective n-gram value, that is, words with
more frequent characters or bigrams are seen by
Prolog first. As said, there is also a random order-
ing of such facts.

3.3 Evaluation

In this section, we evaluate the system in terms of
the various heuristics employed to guide search.
The base line is defined by blind-search using au-
tomatically generated Prolog programs from given
grids (see Sect. 2).

Baseline Algorithm The Prolog programs were
generated to alternate between filling across and
down word slots. For this purpose, the order of the
word/5 were arranged accordingly.’

The following table depicts our baseline timings®
with random, unigram and bigram ranking of the
lexical entries:

Grid #Slots random unigram bigram
13x3 6 0.02 0.02 0.0.2
14x4 8 0.20 0.10 0.05
15x5 10 180.34  17.16 269.62
16x6 12 - - -

G 5x5 10 3.90 42.38 48.65
G 9x9 24 - - -

G 13x13(a) 64 - - -

G 13x13 (b) 60 - - -

The first four test cases are fully interlocked
grids; all remaining test cases are from (Ginsberg
et al., 1990). It shows that the base program can
solve fully interlocked puzzles up to grid size 5x5,

7 An algorithm that does not alternate between across and
down directions is significantly less efficient than one that
does. The non-alternating algoritm is set to solving the cross-
word puzzle row by row, only to find out that “words” in
down directions cannot be found in the lexicon. Here, the
backtracking process is all but optimised.

8Results obtained by running SWI-Prolog on a recent Mac-
book Pro. All timings given in seconds.
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but fails to come up with a solution for larger ones
(program stopped after 1 hour). The random word
order performs surpringly well. In fact, the num-
bers indicate that the ordering of word/5 facts in
the Prolog database does not have a large impact,
and that any outliers can be explained by having
the right words in the right place by pure chance.

Main Algorithm. We evaluate the heuristic
search algorithm using the same three conditions
(random, unigram, bigram). Tab. 2 displays the
main findings. It shows that the heuristics-driven
algorithm pays off for crossword puzzles of larger
grid sizes. For each condition, the same puzzles
can be solved in less than 20 minutes; independent
of the condition, the algorithm fails to solve the
fully interlocked 6x6 grid as well as the 13x13 (b)
puzzle with & = 1 in the threshold time.

Results of a linear mixed-effects regression
model on cpu time (log-transformed) showed no
interaction between £ and type of model (p > 0.9).

However, there was a significant main effect of
model. Pair-wise comparison showed that random
is significantly faster than bigram (p < 0.05), while
no other comparisons are significant.

Numerically, it seems that for more complex puz-
zles, a low k-value leads to longer processing times,
but no significant differences can be found for less
complex puzzles. Also, there seems to be little dif-
ference between using £ = 5 and £ = 10. Here,
more test cases are required to determine whether
the interaction between & and puzzle complexity is
significant.

4 Clue Generation

Once the puzzle grid has been solved, with all
words placed, clues must be generated to elicit
them. With GermaNet having 11,760 paraphrases
attached to synsets, and 29,550 sense descriptions
attached to lexical units, the majority of GermaNet
it “clueless” as it comes without this information. A



Waagerecht 1 GroBes Gewisser, das von Land umgeben ist. 3 Hundert Teile eines Euros. 5 Knapper Slip. 7 Mobelstiick in

der Kiiche zur Zubereitung von Mahlzeiten. 9 Bund fiirs Leben.

Senkrecht 2 Heifles Getrink, das aus getrockneten Blittern

hergestellt wird. 4 Bargeld in physischer Form. 6 Werkzeug zur Wahrnehmung von Geriichen. 8 Beengte Platzverhiltnisse

10 Antonym fiir Anfang

S| E|E
C|E|N|T
T|A|N|G]|A
E|S|S|E
E|H|E

Figure 3: One possible solution to a given crossword grid.

large number of clues can be generated from hyper-
nym and hyponym relations between synsets (e.g.,
Uberbegriff fiir "Nuss”), and antonym relations be-
tween lexical units (e.g., Antonym fiir ”lebendig”)
but the resulting puzzle would have little entertain-
ment value if many clues for a puzzle were of this
nature. To make clues more interesting, two steps
were taken.

First, we ensure that the generation of clues ob-
serve a given distribution over their types. Here,
we reserve at least 70% of clues to be paraphrases
or sense descriptions; the remaining number of
clues is evenly distributed over the other clue types
(synonyms, hypernyms, and antonyms).

In the case of lexical units that are not paired
with paraphrases or sense descriptions, we are us-
ing the ChatGPT gpr-3.5-turbo model for automat-
ically generating paraphrases or sense descriptions.
This process is fully automated. Reconsider the
example puzzle given in the introduction. Fig. 3 de-
picts one of the possible solutions for the given grid.
With the words being identified by our crossword
solver, we asked ChatGPT (gpt-3.5-turbo model)
to generates clues for each of the words using all
possible clues types. For this purpose, we assigned
the LLM the following assistant role:

“You are generating clues for a German crossword
puzzle. For the next word, generate a clue that
describes the word, but which does not use any
form of the word in the clue. The clues do not

need to be full sentences, and should be as short
as possible.”

In this context, prompts specific to the clue type
were asked, e.g., “Schreibe in einem Satz einen
Lexikoneintrag fiir: Tee” (engl. “Write, in one

sentence, a lexicon entry for: tea”). The clues
depicted in the top part of Fig. 3 show that ChatGPT
is surprisingly good at generating crossword puzzle
clues.

We are also looking forward to officially include
resources of Digitale Worterbuch der deutschen
Sprache’  Consider, for instance, the word
“Schranke” (engl.: barrier) for which we have
generated the clue “Synonym fiir ’Schlagbaum™’
(because both lexical units are in the same Ger-
maNet synset). In the DWDS, the entry “Schranke”
has been given the meaning “grofle, waagerecht
oder senkrecht bewegbare Stange oder Gatter zur
Absperrung von Durchgingen, Ubergingen”!?,
and the entry “Schlagbaum” has the meaning
“Schranke, besonders an einer Grenze”!!, which
are both good clue alternatives.'?

5 GUI Interfaces

There is a significant difference between solving
a given puzzle grid (as discussed so far), and the
simultaneous process of generating and solving
a grid, where new words entered in the grid can
change the grid’s layout, say, by adding new word
boundaries (black cells). The latter task is much
less constrained, and hence, much easier to tackle.
In the past, we have implemented this easier task;
we have also built a browser-based front-end as
well as a I&TX-based puzzle export function. This

9https ://www.dwds.de

Yhttps://www.dwds . de/wb/Schranke

llht’cps: //www.dwds.de/wb/Schlagbaum

"2There are 78,815 entries in GermaNet without clue candi-
dates (using hypernymy, hyponymy, and antonymy). For 11,
439 of these entries, a paraphrase from DWDS can be found.


https://www.dwds.de
https://www.dwds.de/wb/Schranke
https://www.dwds.de/wb/Schlagbaum

GermaNet/Princeton WordNet Kreuzwortratsel

Diese App generiert automatisch Kreuzwortratsel unter Verwendung von:

GermaNet Grid: 15x15

[ Neues Ratsel ! ] [ Ratsel als PDF [ Fokus ] [ Gib Ldsungswon] [ Gehe zu Rover [ Gib alle Lésungen ] \ Reset

Waagerecht

1: eine Stadt in Nordrhein-Westfalen
3: etwas bekunden, Zeugnis von etwas ablegen.
5 Jes

S, y to
eotegieehe-vierte Formatione

2 4 el . N y
port-aureh-Springenzu-tiberwindende

9: Uberbegriff fiir "Oberland"
11: Hochschulabsolvent technischer
Studiengénge, Ingenieurwissenschaften
13: Gerat mit zwei oder mehr Rollen zum
Flachwalzen von etwas

46 der Do el

ess-derUbertragung
17: kleine Gruppe, die eine sozial sehr hohe
Stellung hat
19: sich etwas (entgegen-)stellen

4 ' Weiek "

stehengerat-zuf HRE-von
O h
bergangertne-zum

Senkrecht

2: jemanden fir eine Arbeitsstelle einstellen oder
einen Auftritt buchen
4: mit einer Einfassung/Umrahmung versehen,

einen Edelstein fassen
€ Tt )

8: Angehdriger éiﬁes Indianervolks, dasim
Norden der USA und in Kanada anséssig ist
Ho-Abktirzd F 5

14: Weinbau: eine WeiBweinrebsorte, die auch
als Grauburgunder bezeichnet wird

22: Synonym fiir "ZurUcknahmé”

Figure 4: Screenshot of the web-based front-end.

front-end can be also used for our new algorithm
presented herein.

5.1 Browser-based front-end

Our graphical user interface is based upon the
Javascript framework React-JS using an existing
program library react-crossword'3. Fig. 4 de-
picts the GUL The library expects a JSON-based
puzzle representation that the Prolog back-end cre-
ates after a successful puzzle generation. We ex-
tended the exemplary use of the library with two
more Ul elements: “Gib Losungswort” (give so-
lution for a clue), and “Gehe zu Rover” (go to
Rover). The first element looks up the solution in
the JSON-based crossword representation, and the
second element directs users to a Rover page that
shows all the information it has on the word. For
this purpose, we augmented the API of Rover to
allow such invocations.

A fully functional GUI front-end (currently only
used for our simpler crossword generator) is avail-
able at https://vacvvm.eu (temporary location).
As one can see from the screenshot, users have a
choice between lexical resources. We have also
allowed the crossword generator to make use of
Princeton WordNet (Miller, 1995) and the DWDS

13https://github.com/JaredReisinger/
react-crossword
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Worterbuch. For the time being, this version of the
software only takes the 132,972 WordNet glosses
as input; hypernym or antonym relations are cur-
rently not used.'* Also, only a limited amount of
DWDS data is being used. With these two other lex-
ical resources, users get also easy access the PWN
GUI, or to the DWDS website to get more infor-
mation about the word being searched for. In sum,
the puzzle GUI hence aims at luring users to other
software that can be used to further explore lexical-
semantic wordnets, in a sense acquiring more users
for those resources.

5.2 Prolog-based puzzle export to PDF

The GUI in Fig. 4 also has an element “Rétsel
als PDF”’, which allows users to download a PDF
variant of the puzzle. A Prolog-based converter
has been implemented that transforms the internal
Prolog representation into ISIEX source code that is
automatically compiled into PDF. For this purpose,
the IATEX package cwpuzzle!> has been used, also
for the generation of Fig. 3. Usually, the crossword
is generated on the front page; its solution is printed
on the back page.'¢

“That s, only information from the two files wn_g.pl and
wn_s.pl were used.

15http://www.gerd—neugebauer.de/software

1$0nce the PDF version has been printed, a comfy armchair
is the only other prerequisite to start tackling the crossword.


https://vacvvm.eu
https://github.com/JaredReisinger/react-crossword
https://github.com/JaredReisinger/react-crossword
http://www.gerd-neugebauer.de/software

6 Discussion & Future Work

The automatic generation of crossword puzzles
has also been studied in the linguistics community.
(Rigutini et al., 2012) present WebCrow-generation,
a system that does both clue generation and cross-
word compilation. A large part of their efforts is
spent by crawling the Web to extract definitions
from text, which can then be used for crosswords.
To satisfy the constraints to fill a given puzzle, the
authors also borrow the heuristics from (Ginsberg
et al.,, 1990). Also, partially solved puzzles are
ranked in terms of their “goodness”, i.e., how far a
given partial puzzle is from the fully-solved puzzle.
The best-ranked puzzle is worked on next.

The use of existing lexical information is de-
scribed by (Aherne and Vogel, 2006). Their system
relies on WordNet, and the authors put consider-
able emphasis on the quality of clue generation
with regard to thematic domains such as Earth or
Sport. In the future, we intend to also reduce our
lexicon to only contain entries of given thematic do-
mains. In part, this will allow us to investigate how
our solver reacts to smaller branching factors, with-
out relying on artificially introduced & values. The
use of LLM for clue generation, however, opens
up new possibilities as one is not limited to using
static information from existing lexical resources.

It is our foremost intention, however, to focus
on bringing together and exploiting existing lexi-
cal resources for crossword generation. Besides
wordnets, thesauri, and dictionaries, we would like
to also pursue the idea brought forward by (Smith
and Steen, 1981), namely, the use of concordances
to generate clues which refer to well-known quota-
tions from plays or books, and where the appropri-
ate word omitted needs to be identified.

Future work is targeted at better understanding
an improving our crossword algorithm. Here, we
would like to investigate additional heuristics such
as giving preference to longer word slots. Gins-
berg’s hardest test puzzle, which is also the hardest
puzzle for our solver, requires four words of length
13. In a first phase, we would like to have our solver
to first identify four candidates words (which inter-
sect with each other); and in a second phase use the
approach discussed in the paper to solve the rest of
the puzzle.

A second line of research concerns clue genera-
tion. Anectodical evidence, see Fig. 3, shows that
ChatGPT is performing very well in this task. But
clearly, a more systematic study is required here,
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e.g., are automatically generated clues as much fun
as humanly generates ones? Can people tell the
difference between these two types of clues? Also,
how well can we get LLMs to tailor clue generation
to specific target audiences?

In a related strand of future work, which is being
panned out now, we would like to use the crossword
puzzle generator to target both native speakers and
second language learners. We aim at investigat-
ing how users of both groups play the crossword
puzzles: which clues, and the words they hint at,
are difficult (within the context of already solved
clues)? Is there, for instance, a correlation with
word frequencies, or thematic domains? In this
respect, our users become part of a citizen science
community helping us to better understand lan-
guage (learning) difficulty.

It shows that large language models (LLM) such
as ChatGPT can be used to generate crossword puz-
zle clues. But given a crossword puzzle such as the
one given in Fig. 3, how well do LLMs perform
when they are asked to generate solutions words
for a given clue? The gold standard for this task
is set by the work of Ginsberg and his colleagues
on automated crossword solving. Their Berkeley
Crossword Solver won first place at the most presti-
gious human crossword tournament using a combi-
nation of neural question answering models, belief
propagation and local search (Wallace et al., 2022).

For this other direction, from clues to words, we
would like to make use of auto-generated cross-
word puzzles to fine-tune large language models.
We found anecdotical evidence that LMM are sur-
prisingly good at providing help with crossword
puzzle clues (that is, generating words described
by the clues). But we believe that there is a good
opportunity to fine-tune LLLM in this respect, in
particular, if we want second language learners to
not just ask for a crossword cell or slot to be filled,
but to engage them in a dialogue that provides scaf-
folding help. Surely, some clues are better than
others to hint at a specific word, but what makes a
clue particularly effective in this respect, especially,
in the context of second language learners?

The initial motivation of our work was driven by
our desire to make a scientific resource such as Ger-
malNet easily available to the lay person. Driven
by the popularity of crossword puzzles, we wanted
to popularise (and "market") our resource to the
general public. The crossword generator will soon
appear on our project’s website as part of dissemi-
nation activities. Crosswords give users a good first



insight into the GermaNet resource; with the Rover
web application being invokable from the puzzle
for each solution word, users can then explore the
wordnet in all dimensions. We invite readers to
try-out the crossword generator, recommend it to
others, and look forward to their feedback.

7 Ethical Considerations

We do not see any conflict of our work with the prin-
ciples set out in the ACL Ethics Policy.!” Our cross-
word generator makes use of GermaNet and other
lexical resources. GermaNet has been constructed
over the last 25 years and manually maintained ever
since. We are not aware of any discriminatory con-
tent. The prototype version of the crossword gen-
erator automatically includes ChatGPT-generated
clues for words into the puzzle. Such contributions
will need to be evaluated in ethical terms before the
system goes public.

8 Limitations

The Prolog solver is limited by the lexical resources
and computing power at its disposal. As the eval-
uations show, solving highly interlocked puzzles
is by no means trivial and computationally expen-
sive. More work is required to solve more complex
grids in less time. Clue generation uses foremost
the information from GermaNet. An experimental
interface to ChatGPT has been implemented. The
quality of the clues, however, need to be carefully
evaluated and compared to clues found in humanly-
constructed crossword puzzles.

Our evaluation is limited by our small test set of
puzzles. To better understand the nature of heuris-
tics, the k value used, and the backtracking mech-
anism — an excellent discussion is given by (Gins-
berg et al., 1990) — we would like to randomly
generate puzzles of various interlocking ratios. We
believe that the number of clues to solve a given
puzzle is less indicative to a problem’s hardness
than the number of constraints (i.e., the number of
word intersections) that need to be observed. In
our test set, we see anecdotical evidence for this:
a fully interlocked 626 puzzle with 12 word slots
is unsolvable (within a given time threshold), but
the 13x13 puzzles from Ginsberg’s testset with 60
to 64 word slots is solvable. Here, future work is
required to better understand the interlocking ratio
our heuristic solver can realistically handle.

17https://www.aclweb.org/portal/content/
acl-code-ethics
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Abstract

Recent Named Entity Recognition (NER) ad-
vancements have significantly enhanced text
classification capabilities. This paper focuses
on spoken NER, aimed explicitly at spoken
document retrieval, an area not widely studied
due to the lack of comprehensive datasets for
spoken contexts. Additionally, the potential for
cross-lingual transfer learning in low-resource
situations deserves further investigation. In our
study, we applied transfer learning techniques
across Dutch, English, and German using both
pipeline and End-to-End (E2E) approaches.
We employed Wav2Vec2 XLS-R models on
custom pseudo-annotated datasets to evaluate
the adaptability of cross-lingual systems. Our
exploration of different architectural configura-
tions assessed the robustness of these systems
in spoken NER. Results showed that the E2E
model was superior to the pipeline model,
particularly with limited annotation resources.
Furthermore, transfer learning from German
to Dutch improved performance by 7% over
the standalone Dutch E2E system and 4%
over the Dutch pipeline model. Our findings
highlight the effectiveness of cross-lingual
transfer in spoken NER and emphasize the need
for additional data collection to improve these
systems.

1 Introduction

Named Entity Recognition (NER) identifies and
classifies named entities within text, including per-
sons, organizations, locations, and other predefined
categories (Nadeau and Sekine, 2007). While
substantial progress has been made in extracting
entities from written text, adapting these techniques
to spoken content has seen limited research. This is
primarily due to the unique challenges associated
with spoken text analysis (Tomashenko et al.,
2019).

This work was carried out while the first author was a
research assistant at Fraunhofer TAIS.
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Improved spoken NER has significant impli-
cations for various practical applications. Accu-
rate entity recognition enhances user interaction
in voice assistants by correctly identifying and
responding to queries (Jehangir et al., 2023). In
automatic transcription services, better NER im-
proves the quality of transcriptions by correctly
tagging entities, which is crucial for generating ac-
curate and searchable text (Szymarnski et al., 2023).
Spoken dialogue systems in customer service and
virtual agents also benefit from enhanced NER
by providing more context-aware and accurate
responses.

Exploring spoken NER involves challenges due
to the unpredictable nature of spoken language.
Variabilities in pronunciation, speech disfluencies,
and background noise present significant obstacles
and, therefore, negatively impact system perfor-
mance (Porjazovski et al., 2021). Additionally, the
continuous flow of spoken language, with unclear
word boundaries, adds complexity to the task (Chen
et al., 2022). Despite these difficulties, spoken
NER holds significant interest for its potential
applications in areas like voice assistants, auto-
matic transcription services, and spoken dialogue
systems (Ghannay et al., 2018; Haghani et al., 2018;
Serdyuk et al., 2018).

The introduction of Transformer-driven method-
ologies has advanced this field significantly. No-
tably, the End-to-End (E2E) modeling approach
directly links speech patterns to transcriptions with
embedded entity markers, which show promising
results (Mdhaffar et al., 2022). These models effec-
tively map temporal dependencies and manage the
complexities of various spoken dialects. However,
the research primarily focuses on high-resource
languages like English, resulting in less effective
model performance in data-scarce scenarios.

This paper addresses the issue of linguistic dis-
parity by exploring cross-lingual transfer learning
for spoken NER. We focus on using multilingual

Proceedings of the 20th Conference on Natural Language Processing (KONVENS 2024), pages 98-105
September 10-13, 2024 ©2024 Association for Computational Linguistics


mailto:moncef.benaicha@rwth-aachen.de

language representation models to evaluate their ef-
fectiveness, especially in data-scarce environments
where this term refers to the limited availability
of high-quality, manually annotated datasets in
comparison to more extensively studied languages
like English. Our empirical studies cover three
main languages: Dutch, English, German. We
specifically examine transfers between languages
with different resource levels, highlighting the
strength of transfer learning in scenarios from
zero to low resources. These languages were
chosen for our study due to their varying resource
levels and linguistic similarities, which provide
a meaningful context for examining cross-lingual
transfer learning.

Moreover, we provide a comparative analysis of
different methodologies, including both pipeline
and E2E approaches. The pipeline framework
integrates the functionalities of Automatic Speech
Recognition (ASR) systems with subsequent NER
models. Initially, the ASR system transcribes
spoken content into text, which is then tagged with
entities by the NER system. Previous work has ex-
plored E2E strategies that simultaneously address
ASR and NER tasks (Caubriere et al., 2020). This
approach aims to refine ASR alongside Natural
Language Understanding (NLU) and significantly
reduce error propagation commonly caused by
ASR limitations (Jannet et al., 2015).

A major challenge with E2E models is their
need for extensive training datasets. The limited
availability of audio-textual datasets with entity
annotations emphasizes this issue, as creating large
annotated speech datasets is both complex and
costly. To address this, Pasad et al. (2022), used
a labeling model to generate pseudo-annotations.
Inspired by this approach, our paper includes cus-
tom pseudo-annotated datasets in Dutch, English,
and German, created using the XLM-R -based
NER model (Goyal et al., 2021). These pseudo-
annotations were not manually corrected, and
all evaluations were performed on these pseudo-
annotated datasets. Furthermore, no gold-standard
annotations were used.

We further examine the impact of various factors
such as training data volume, language model
choice, and target language, on spoken NER system
performance. This paper enhances research in spo-
ken NER by highlighting challenges and potential
cross-lingual solutions. Our results advance spoken
document retrieval and support the development
of more sophisticated and accurate spoken NER
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systems. Consistent with open research principles,
all code, data, and results from this study will be
publicly available'.

To summarize our contributions:

* We comprehensively compare and analyze
pipeline versus E2E strategies for spoken
NER in Dutch, English, and German.

* We investigate transfer learning within both
pipeline and E2E strategies for spoken NER.

* We move from a high-resource language,
German, to a resource-scarce language, Dutch,
resulting in a notable 10% improvement in
spoken NER performance.

2 Related Work

Traditionally, NER from spoken content has uti-
lized a pipeline approach, beginning with an Auto-
matic Speech Recognition (ASR) phase followed
by NER on the resulting transcriptions (Jannet
et al., 2017). While such a system may seem
intuitive, it has essential challenges. Specifically,
it directly incorporates transcriptions annotated
with entities within the ASR system (Cohn et al.,
2019). By embedding such annotations, there’s
potential to refine the partial hypotheses, which
often get overlooked or dismissed during the
decoding process. A novel solution has been
integrating specific entity expressions into the
lexicon to enhance language model accuracy in
recognizing these expressions (Hatmi et al., 2013).
In response to these challenges, interest in the
E2E approach for spoken NER has increased. This
method aims to simultaneously optimize ASR
and NER processes, providing a potentially more
efficient alternative to the traditional pipeline by
leveraging deep neural networks’ capabilities to
manage long-range sentence dependencies.
Significant research into the E2E approach for
spoken NER includes work with French datasets
(Ghannay et al., 2018), adopting architectures simi-
lar to DeepSpeech (Amodei et al., 2016), guided by
the Connectionist Temporal Classification (CTC)
objective (Graves et al., 2006). Building on this,
Yadav et al. (2020) developed a method tailored
for English, introducing specific tokens in the
ASR vocabulary to enhance NER tagging. Our
research also incorporates this by incorporating
unique symbols ({’, ’[’, ’$’, ’T’) in transcripts to

"https://github.com/moncefbenaicha/spoken-ner
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assist in identifying entities such as organizations,
persons, and locations, as depicted in Figure 1.
Building on these foundational studies, more recent
research (Shon et al., 2022; Pasad et al., 2022)
has successfully employed this methodology in
conjunction with the Wav2Vec2 model.

Consequently, the E2E strategy aims to align
speech utterances with annotated transcriptions
perfectly, facilitating direct entity extraction from
spoken content. Empirical studies using French
and English datasets have demonstrated the ef-
fectiveness of the E2E strategy, often surpassing
traditional pipeline approaches, particularly against
Long Short-term Memory (LSTM) based models,
which no longer meet state-of-the-art standards
(Vajjala and Balasubramaniam, 2022).

3 Methodology
3.1 Baseline Models

This paper introduces two distinct baseline systems
designed for English, German, and Dutch. The first
system adopts a conventional pipeline approach
where ASR and NER models are trained separately.
After training, these models are integrated during
the inference phase to produce results. In contrast,
the second system employs an E2E methodology
involving more intricate processes. For the E2E
system, the ASR model is fine-tuned using the
robust pre-trained Wav2Vec2-XLS-R-300M model
(Babu et al., 2022). During this fine-tuning, each
language is treated separately, utilizing CTC-loss

o] Yesterday ! Yesterday afternoon
(¢] afternoon I [George Washington]PER
B PER  George 1 traveled to
[ PER  Washington 1 $Washington]LOC
(0] traveled 1 A
o] to 1
B_LOC Washington 1
1
1
NER '
1
. End-to-End
Yesterday afternoon George| ! Spoken NER
Washington traveled to 1
Washington 1 A
1
1
ASR 1
1
1
1
wiplbion- L -
; 1 .
Speech Signal ] Speech Signal

Figure 1: The diagram on the left shows a two-stage
pipeline, while the right shows the E2E approach.

as the main objective function. Concurrently,
the NER component of the pipeline is enhanced
through modifications to the XLM-Ry language
representation model. This enhancement includes
the addition of a linear layer specifically designed
to handle lower-cased tokens from the CoNLL
2002 and 2003 datasets (Tjong Kim Sang; Tjong
Kim Sang and De Meulder, 2003).

To enhance the ASR model, we integrate a
4-gram language model trained on both the training
and development datasets for each language. In
the E2E system, we utilize the capabilities of
the Wav2Vec2-XLS-R-300M model once more.
For this iteration, we fine-tune using a specially
augmented corpus. This corpus includes special
tokens that explicitly indicate the start of an entity
such as a person (PER), an organization (ORG),
or a location (LOC) and mark the end of an entity
mention, as shown in Figure 1.

3.2 Transfer Learning Models

In the pipeline approach, we leverage a dual-
component architecture. Specifically, we replace
the native NER model with a cross-lingual variant
that is more universally applicable. In our transfer
learning experiments, German serves as the source
language, while English and Dutch are designated
as target languages. The first step involves applying
the pre-trained German NER model directly to
the English and Dutch transcripts without any
language-specific modifications. This initial ap-
proach is followed by a phase that combines
transfer learning with model fine-tuning. During
this phase, the German NER model forms the
foundation. Fine-tuning is then performed using
a subset (k) of the target language’s training set,
corresponding to either 10% or 20% of the original
dataset. The model’s performance is assessed using
the test set of the target language to evaluate its
effectiveness after fine-tuning.

In contrast, the E2E model adopts a more
comprehensive transfer learning approach. Our ex-
periments begin with a zero-shot transfer learning
phase, where the capabilities of the German E2E
spoken NER system are extended to English and
Dutch. Following this initial phase, we apply an
extensive fine-tuning using a portion of the target
language’s training dataset, typically 20% or 40%
of the total. After completing this fine-tuning, the
model is assessed against the test set of the target
language. This evaluation yields critical insights
into the effectiveness of the fine-tuning process.
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Training Set Validation Set Test Set

EN DE NL EN DE NL EN DE NL
#Sentences 527K 526K 42K 5K 5K 5K 5K 5K 5K
#Tokens 54M 5M  05M 46K 47K 46K 47K 456K 45K
#Tokens as LOC 211K 156K 588 12K 1.5K 241 13K 13K 314
#Tokens as ORG 177K 83K 95 IK 729 66 1.1K 621 88
#Tokens as PER 216K 144K 104 13K 1.5K 123 14K 1.2K 155
#Tokens as O 48M 4.6M 408K 43K 43K 45K 43K 424K 445K
Total Hours 840 839 54 8 85 65 85 8.5 7

Table 1: The statistics of pseudo-annotated data across English, German, and Dutch splits.

4 Corpus Overview

For our experiments, we utilized data from Com-
mon Voice?, specifically selecting the validated
corpus for each language. This corpus comprises
various types of oral data, including read speech
from diverse demographics. During preprocessing,
we removed duplicate entries, retained essential
punctuation, and converted non-Latin characters to
Latin script, standardizing everything to lowercase.
The processed data were then used with the XLM-
Ry -based NER model, trained on the language-
specific CoNLL dataset (Tjong Kim Sang; Tjong
Kim Sang and De Meulder, 2003), to generate
pseudo-annotations. Note that, in the English
corpus, all punctuation except apostrophes was
removed during the transcription process.

We encountered non-Latin scripts such as Cyril-
lic or Brahmic during preprocessing due to the
inclusion of multilingual text data in the Common
Voice corpus. These scripts were converted to Latin
to maintain consistency across datasets. Detailed
statistics of the training, development, and testing
sets, including the number of sentences, tokens,
and total hours, are presented in Table 1. This table
illustrates the comprehensive scope and linguistic
variability of the datasets used.

Additionally, Table 2 highlights the extent of
entity overlaps within and between the languages
studied. These were computed by comparing
the exact match of entity spans across different
languages. While overlaps within each language’s
training sets are complete, the inter-language over-
laps vary significantly. For instance, the overlap
between English and German is 36.5%, contrasting
sharply with the minimal 0.1% overlap between

*https://commonvoice.mozilla.org/en/datasets

English and Dutch. These statistics underscore
the challenges and considerations in developing
multilingual NER systems that can effectively
transfer learning across languages.

5 Evaluation Metrics

We employ various metrics to assess the perfor-
mance of our spoken NER systems. The con-
ventional Word Error Rate (WER) serves as the
primary metric for evaluating the accuracy of ASR
models. In addition, we utilize the Entity Error
Rate (EER), which evaluates the specific accuracy
of our spoken NER systems in the context of
entity transcription. Unlike broader measures, EER
focuses exclusively on the accuracy with which
entities such as names of people, locations, and
organizations are transcribed:

N Incorrectly Transcribed Entities

EER =

€]

N Total Entities

Here, N Incorrectly Transcribed Entities denotes the
number of entities that the system has transcribed

Train

EN DE NL

EN 100.0 24.7 0.1

Train DE 36.5 100.0 0.2
NL 52.4 58.0 100.0

EN 79.6 64.0 1.7

Test DE 58.4 84.3 2.1
NL 64.3 68.1 27.0

Table 2: The percentages of entity overlaps across
different languages.
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incorrectly, while Ntota1 Entities indicates the total
number of entities in the dataset. The EER
measures the proportion of entities that were in-
accurately transcribed, providing a direct indicator
of the system’s transcription accuracy.

Furthermore, to evaluate the effectiveness of the
NER system, we calculate the micro-average F1-
score, which is a harmonized measure of precision
and recall, similar to the approach in (Pasad et al.,
2022):

TP

=
YT TP+ L(FP+FN)

2

where true positives (TP) are the correctly identi-
fied entities, false positives (FP) are the incorrectly
identified entities, and false negatives (FN) are
the entities that were not identified. These values
are computed based on the accuracy of entity
transcription, their types, and the positions of these
entities within the transcript. This score provides a
balanced measure of the system’s overall accuracy
in recognizing and classifying entities.

6 Experiments and Results

In our comprehensive baseline experiments for the
pipeline model, we utilized prominent open-source
pre-trained models to enhance performance across
various tasks. For ASR, we selected the Wav2Vec2-
XLS-R-300M pre-trained model?, which is noted
for its efficiency. Simultaneously, for NER, we
employed the robust XLM-Ry pre-trained language
model*, well-known for its effectiveness in multi-
lingual processing.

For fine-tuning the ASR model, we chose the
AdamW optimizer, following recommendations
by Loshchilov and Hutter (2019), with betas =
(0.9,0.999) and a precision parameter of eps =
10~8. The learning rate was carefully managed
through a schedule that includes a warm-up phase
covering one-third of the total training steps.
During this phase, the learning rate gradually
increases from a baseline to a peak of 10™%. After
this warm-up period, the learning rate linearly
decreases through the remaining training sessions.
It is important to highlight that we only froze the
feature encoder of the Wav2Vec2 architecture and
made no other structural changes to the model.

Regarding the NER model, we mostly main-
tained the same optimizer settings as those used for

3https://hf.co/facebook/wav2vec2-xls-r-300m
*https://hf.co/xIm-roberta-large

the ASR model, with a slight adjustment to the max-
imum learning rate of the scheduler, setting it to
2 x 1075, Finally, for the E2E spoken NER model,
we chose to maintain consistency by adopting the
same set of hyper-parameters previously applied in
the ASR component of pipeline framework.

6.1 Baseline Results

Table 3 presents the baseline performances across
varying configurations and languages. It’s evident
from the results that the EER and the F1-scores
consistently display a negative correlation across
all three languages. This observed trend aligns with
our expectations. Specifically, even if the ASR
system exhibits any discrepancies in transcribing
an entity accurately, it adversely affects the F1-
score. This impact remains regardless of whether
the entity boundaries and categories are delineated
correctly.

Focusing on the German language, the E2E
baseline results stand out. Out of a total of 5000 test
utterances for German, 2928 have been transcribed
with precision, translating to an accuracy rate of
approximately 58.6% of the test set. Impressively,
within this accurately transcribed set, a staggering
94% of utterances have been labeled correctly, a
testament to the model’s efficacy. When we pivot
our attention to the subset of utterances that weren’t
transcribed with utmost accuracy, it’s important to
note that the model, despite the transcription issues,
managed to label entities correctly in about 51.3%
of these instances. Cumulatively, this implies
that the E2E model adeptly labeled entities with
accuracy in nearly 76% of the entire set of test
utterances for German.

It’s also worthwhile to note the relative per-
formances of English and Dutch. For instance,
when observing the pipeline approach with both
ASR and NER components active, English has a
WER of 16.7% and an F1-score of 40.7%, whereas
Dutch, under the same conditions, recorded a
WER of 9.3% and an Fl-score of 40.0%. Such
statistics offer nuanced insights into the distinct
challenges and variances inherent to each language,
emphasizing the importance of tailored strategies
for each linguistic domain.

A comparable trend is also observed in the
pipeline system, with the E2E model exhibiting
a marginally superior performance. One of the
E2E model’s significant strengths lies in its ability
to tag entities accurately, even in the presence of
transcription errors. This proficiency translates to
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Lang E2E ASR NER WER EER F1
no no yes N/A N/A 803
EN no yes yes 167 480 40.7
yes  no no 165 46.0 41.8
no no yes N/A N/A 87.2
DE no yes yes 94 290 6l.1
yes  no no 9.1 270 61.6
no no yes N/A N/A 85.6
NL no yes yes 93 49.0 400
yes  no no 92 470 374

Table 3: Performances of baseline models across
different configurations and languages.

a performance uptick of around 2% when pitted
against the traditional pipeline system. Exploring
the performances across different languages, our
analyses of English and Dutch mirror the patterns
we uncovered for German. However, the Dutch
distinguishes itself in one noteworthy aspect: an
impressive accuracy rate of up to 99% in entity
identification when the transcriptions are accurate.
Across the board, the E2E spoken NER system
demonstrates a propensity to fine-tune the WER,
EER, and by extension, the Fl-score. The sole
deviation from this pattern is seen in Dutch. This
anomaly can be attributed to the relatively limited
pool of training data available for Dutch, especially
when benchmarked against English and German.

6.2 Transfer Learning Results

Tables 4 and 5 present the results of transfer
learning from German to English and German
to Dutch, respectively. These results highlight
patterns consistent with our baseline pipeline ex-
periments.

In the German-to-English transition detailed in
Table 4, the performance of E2E model in the
zero-shot transfer learning scenario illustrates the
adaptability of this approach. However, for the
transition from German to Dutch, the situation is
markedly different. Zero-shot transfer learning
outcomes for German to Dutch align closely with
baseline performances, with WER, EER, and
F1-scores remaining relatively stable across the
scenarios. Interestingly, the incorporation of 40%
of the Dutch training data leads to a noticeable im-
provement in performance, particularly a roughly
2% increase in F1-scores as shown in Table 5.

Focusing again on the E2E model, it is apparent
from the results that the German-to-Dutch transfer
yields better performance metrics compared to the
German-to-English transfer. An examination of
Table 2 provides a potential explanation for this
difference, indicating a more substantial overlap in
entities between German and Dutch than between
German and English.

A closer look at Table 5 reveals that fine-tuning
the German E2E system with 40% of the Dutch
training data significantly enhances the system’s
effectiveness in recognizing Dutch entities. This
fine-tuning results in a performance increase of
approximately 7% compared to the standalone
Dutch E2E system and a 4% improvement over the
Dutch pipeline system. The gains are particularly
notable in the F1 scores within the PER and LOC
entity categories, where there is an impressive
10% increase compared to the baseline Dutch E2E
system. These findings underscore the efficacy of
targeted training data in boosting system perfor-
mance and highlight the benefits of cross-lingual
transfer learning in multilingual NER systems.

7 Conclusions

In this paper, we explore spoken NER with a focus
on cross-lingual transfer learning, employing both
pipeline and E2E methodologies. Our findings
indicate that the E2E approach to spoken NER
generally outperforms the pipeline method in terms
of both diverse evaluation metrics and overall
parameter efficiency. Nevertheless, the pipeline
approach retains its practical utility due to its

Transfer Learning WER EER F1

System
Source — Target k
N/A N/A 167 48.0 40.7
Pipeline 0% 16.7 48.0 38.5
DE - EN 20% 16.7 48.0 39.6
40% 16.7 48.0 40.0
N/A N/A 165 460 41.8
E2E 0% 52.5 66.0 20.8
DE - EN 20% 21.8 53.0 35.8
40% 229 54.0 358

Table 4: Performance of the pipeline and E2E models
with German-to-English transfer learning, measured
across various metrics.
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Transfer Learning

System WER EER F1
Source — Target k
N/A N/A 93 49.0 40.0
Pipeline 0% 93 49.0 40.2
DE —-NL 20% 9.3 49.0 40.3
40% 9.3 49.0 42.0
N/A N/A 92 470 374
E2E 0% 78.0 67.0 24.0
DE - NL 20% 11.8 42.0 444
40% 10.7 40.0 44.3

Table 5: Performance of the pipeline and E2E models
with German-to-Dutch transfer learning, measured
across various metrics.

flexibility in integrating various ASR and NER
components.

Our investigations show that deploying a Ger-
man NER model without fine-tuning in a Dutch or
English context within the pipeline still allows the
E2E spoken NER to achieve comparable or supe-
rior results to an NER model trained specifically
for the pipeline’s target language. This highlights
the effectiveness of transfer learning in E2E spoken
NER systems, which often surpass the performance
of traditional pipeline systems. A key insight from
our study is the robustness of the E2E model in
tagging entities correctly, even when faced with
transcription errors, slightly outperforming the
pipeline approach.

Looking ahead, several promising directions
for further research have emerged. One potential
area involves refining the objective function of the
ASR model to enhance focus on specific tokens
within transcriptions that are of greater relevance
to NER tasks. Another promising direction is the
investigation of spoken NER within a multilingual
framework that can accommodate a wide range
of languages and dialects, potentially making
significant advancements in the field. Additionally,
creating and using human-annotated datasets, with
consistent entity annotations across various lan-
guages, are crucial. We develop human-annotated
datasets where such datasets would provide a solid
foundation for evaluating spoken NER systems.

This work was supported by the European Union’s
Horizon 2020 Research and Innovation Program under Grant
Agreement No. 957017, https://selma-project.eu.
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Abstract

Domain adaptation in Question-Answering
(QA) is of importance when deploying models
in new target domains where specific terminol-
ogy and information needs exist. Adaptation
commonly relies on a supervised fine-tuning
using datasets composed of contexts, questions,
and answers from the new domain. However,
the annotation of such datasets is known to de-
mand significant time and resources. In this
work, a semi-automatic approach is investi-
gated, where — instead of a fully manual ac-
quisition — only answer spans (or questions,
respectively) are selectively labeled, and a gen-
erative model provides a corresponding ques-
tion (or answer). The efficacy of the proposed
approach is compared against LLM-based auto-
generative methods. Through experiments on
diverse domain-specific QA datasets, both from
the research community and industry practice,
the superiority of the semi-automatic approach
in obtaining higher QA performance is demon-
strated.

1 Introduction

Question answering (QA) is one of natural lan-
guage processing’s most prominent tasks, targeted
at identifying answers to questions from a given
text corpus. At its core sits a reading comprehen-
sion (short, reader) model, which derives the an-
swer given the question and a candidate context (or
passage). Readers either extract the answer as a
subspan of the candidate context, or generate new
answers altogether. While the latter approach has
recently gained popularity as retrieval-augmented
generation (RAG) in the context of large language
models (LLMs), extractive approaches offer bene-
fits in terms of interpretability, speed, and — most
importantly — in the fact that their answers are al-
ways grounded in source material.

In this work, we focus on extractive readers, and
specifically on the issue of domain adaptation. This
is of relevance when QA systems are deployed

in new target domains and have to cope with spe-
cific terminology, but also with specific information
needs of their users, as depending on the domain,
different aspects of a text may be of relevance.

A common approach towards domain adapta-
tion would be a supervised fine-tuning of readers,
given target-domain triples of questions, candidate
context and answers. This, however, would re-
quire extensive annotation effort, which raises the
questions how to collect training triples more effi-
ciently. To do so, several approaches have recently
proposed generative (L)LMs as an option to synthe-
size questions and answers from contexts. In this
paper, we investigate a semi-automatic approach,
where a human annotator only labels interesting
(answer) spans (or questions), instead of both. We
argue that it might still be difficult for an LLM to
identify question-worthy answer spans or generate
questions if only given a context. In contrast, given
a context and an answer, formulating a correspond-
ing question is relatively easy and could, hence,
be automated. This would lead to a domain adap-
tation procedure in which users label potentially
relevant answers (or questions) in contexts, and a
language model generates a corresponding ques-
tions (or answer), completing triples on which the
reader is fine-tuned. In this paper, we compare the
above semi-automatic approach to a fully-synthetic
one, where both questions and answers are gen-
erated. Our findings (on three common research
benchmarks and a closed-domain dataset from an
industry partner) are:

* Manually labeling a limited amount of an-
swers leads to strong performance improve-
ments, compared both to labeling questions
and to fully automated data generation.

* To achieve this improvement, even medium-
sized LMs as question generators suffice,
which suggests that localizing interesting an-
swers is key to a successful reader adaptation.
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¢ Given a small number of semi-automatic QA
pairs, we examine how bootstrapping the auto-
generative models impacts their performance.

2 Related Work

The domain adaptation of readers was examined us-
ing various approaches. While Hazen et al. (2019)
have shown that transfer learning, i.e., fine-tuning
the reader on a common large-scale QA dataset,
can lead to good performance of the reader on a
new domain. But they also report that further su-
pervised fine-tuning using QA pairs of the target
domain further improves performance. Therefore,
further work focused on obtaining good QA pairs
for training while using the same reader architec-
ture (Devlin et al., 2018) for evaluation. Due to
the costs of manual annotation of QA pairs, other
works have explored ways to automatically obtain
QA pairs of the target domain without human an-
notators. One differentiates between answer-first
and question-first approaches. The answer-first ap-
proach starts by selecting candidate answer spans
from the context directly and then uses the context
and candidate answers to generate questions. The
answer span selection can be done either in an ex-
tractive way using an answer span detector (Alberti
et al., 2019; Puri et al., 2020; Bartolo et al., 2021;
Luo et al., 2021), or in a generative way, where
an (encoder-)decoder language model generates an-
swer tokens from the context (Shakeri et al., 2020;
Bartolo et al., 2021). In the question-first approach,
possible questions for a given context are gener-
ated, which are then used to generate the answers
(Shakeri et al., 2020).

3 Approach

Extractive QA is targeted at localizing an answer to
a given question in a context. For example, given
the context "Dune is a science fiction epos pro-
duced by Denis Villeneuve, [...]", the answer to the
question "Who is the producer of Dune?" would be
the last two words, "Denis Villeneuve." Following
the reader architecture proposed by Devlin et al.
(2018), given a context ¢ and question q, both are
tokenized into token sequences, concatenated, and
processed by a transformer encoder to obtain con-
textualized embeddings. Finally, these embeddings
are fed through a head model, which returns two
probabilities indicating every token’s likelihood to
be the start or end token of the answer. The answer
is then estimated to be the span between the most

probable start and end token.

Following Hazen et al. (2019), the training of
domain-specific readers happens in two phases: (1)
a base reader model is obtained by fine-tuning a
pretrained LM on a large-scale QA corpus such as
SQuAD (Rajpurkar et al., 2016) (Engl.) or Ger-
manQuAD (Moller et al., 2021) (German), and (2)
performance on the target domain is improved by
further fine-tuning the base model on some domain-
specific QA pairs.

3.1 Domain Adaptation Data

While a manual annotation of domain-specific QA
pairs yields high-quality data, it is also quite ex-
pensive. We, therefore, investigate other labeling
approaches that require only partial or no manual
annotation.

Generating questions and answers This setup
tries to overcome the need for manual labeling al-
together by estimating both question ¢ and answer
a from each given context ¢, using a model 7:

¢,a=n(c)

Note that 7 is a generative model, and that — to
form training data for an extractive model — the
generated answer has to be matched within the
context. If the answer does not exist in the context,
a is undefined and no training triple is generated.
We compare two different generators:

QAGen2S: The model proposed by Shakeri et al.
(2020) is an encoder-decoder model that gener-
ates questions and answers in two steps. First, the
model generates a candidate question for a given
context. The generated question is then included in
the second step to generate a corresponding answer.

LLaMA-QAGen: Following the above ap-
proach of applying larger-scale LLMs, LLaMA
2 is used to generate both question and answer. Be-
cause we observed that many generated answers
could not be located in the context, we fine-tuned
the non-instruction model for question- and answer
generation.

Generating Questions Only (GQO) Given a con-
text ¢, a human annotator labels an interesting (an-
swer) span a, but does not continue to formulate
a question (which drastically reduces the costs of
labeling). Instead, an answer-aware Question Gen-
eration (AA-QG) model ¢ is used to estimate a
corresponding question ¢, given context and an-
SWer:
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(j = ¢<Cv a)

We test two different question generators ¢:

QGen: Chan and Fan (2019) propose a
transformer-based encoder-decoder model, which
is pointed at the answer span by inserting spe-
cial tokens into the context. In the above exam-
ple, the model input would become "Dune is a
science fiction epos produced by <hl>Denis Vil-
leneuve<hl>." We start from a pretrained LM and
fine-tune the model specifically for question gener-
ation.

LLaMA-QGen: Inspired by the recent suc-
cess of instruction-tuned large-scale LMs as task-
agnostic problem solvers (Zhao et al., 2023), we
use the instruction-tuned variant of LLaMA 2 (Tou-
vron et al., 2023) as an answer-aware question gen-
erator. The prompt template is shared in A.3.

Generating Answers Only (GAO) In this setup,
questions are assumed to be manually created, and
an answer detection model ¢ localizes the answer:

a= ¢(C> Q)'

We test this setup with the QAGen2S encoder-
decoder model, feeding manually acquired ques-
tions and generating only the answer.

Any fine-tuning of the aforementioned models
was conducted on a generalist QA dataset.

3.2 Data Gathering and Bootstrapping

Given the above models, the following labeling pro-
cedures for gathering a domain adaptation dataset
are examined:

* Generation-Only (GO): No manual annota-
tion is carried out, but QA pairs for domain
adaptation are fully generated by applying the
generator 7) on all available domain contexts.

¢ Semi-Automatic (SA): A fixed number n of
answer spans only or questions only are an-
notated by human experts, which limits the
annotation effort. The corresponding answer
span / question is generated by ¥ / ¢.

* Bootstrapping (BS): The QA dataset ob-
tained by SA is used to further fine-tune a gen-
erative model 7, obtaining a domain-specific
generator 7. By applying 1’ to all domain
contexts, a larger-scale domain adaptation set
is bootstrapped.

4 Experiments

We examine the effectiveness of different datasets
obtained through the scenarios and models de-
scribed in the previous section. For evaluation,
we use four different domain-specific datasets:
BioASQ (Tsatsaronis et al., 2015), containing QAs
from the biomedical domain; CovidQA (Modller
et al., 2020), containing QAs about Covid-19 from
biomedical articles; TextbookQA (Kembhavi et al.,
2017), which contains QAs from Life-, Earth-, and
Physical Science textbooks; and a manually anno-
tated German QA dataset, referred to as BankQA,
from handbooks from an industry partner in the
German banking domain. For BioASQ and Text-
bookQA, we use the datasets from the MRQA 2019
Shared Task (Fisch et al., 2019), which unifies the
pre-processing of the datasets. We randomly sam-
ple 80 percent of contexts as a training corpus and
remove all QA pairs for the domain adaptation task.
The QA pairs of the remaining contexts are used as
a test set. More details about the datasets is given
in A.1.

4.1 Setup

For the evaluation of a dataset, a new reader is
fine-tuned on the dataset’s QA samples. The re-
sulting model is then applied to the test set, and
F1 (word-level) and exact match (EM) scores are
reported. We use electa-base (Clark et al., 2020) as
the encoder of our reader and fine-tune a model
on SQuAD / GermanQuAD as our base model
for all our runs. Details about hyperparameters
and fine-tuning for the reader and all other mod-
els can be found in A.2. At the core of our QA-
Gen2S model, we use bart-base and fine-tune the
model for QA generation on the training split of
the SQuUAD (GermanQuAD) dataset, following the
hyperparameters reported in the original paper. The
checkpoints with the lowest Cross-Entropy loss on
the dev set are used as our final models. Finally,
for LLaMA-QAGen, we fine-tune the base-version
of LLaMA 7B for QA generation using QLoRA
(Dettmers et al., 2023), following the same proce-
dure described by QAGen2S.

4.2 Manual Labeling of Questions versus
Answers

In this experiment, we compare how effective label-
ing only questions / answers would be for domain
adaptation. To obtain the GQO datasets, we simu-
late the manual labeling of answer spans by using
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BankQA BioASQ CovidQA TextbookQA
F1 EM F1 EM F1 EM F1 EM
No domain adaptation * 49.22 21.52 60.30 46.15 56.20 32.70 41.95 30.50
Manually annotated QAs 63.99 £1.02 39.55 +0.74 89.84 +1.11 86.82 +1.81 66.33 £0.81 43.02+1.30 57.41 +1.44 50.06 +1.25
Generating Questions/Answers Only (GQO / GAO)
Ann. Answers + ¢ (T5) 59.81 +1.13 33.99 +2.58 79.57 £1.34 7592 +1.38  67.28 £0.93 43.90 +£1.13 41.78 £3.33 36.35 £3.17
Ann. Answers + ¢ (LLaMA2) 53.06 £2.27 30.13£2.60 84.83 +£3.02 82.47 +3.18  51.00 +2.89 28.93 +£2.81 27.56 +3.04 22.26 +2.25
Ann. Questions + 1) (QAGen2S) 38.62 +0.85 12.83 £1.33 62.68 £2.59 46.35+2.76  11.61 £1.40  2.01 £0.53 33.43 £3.79 24.97 £3.07
Semi-Automatic (SA) (n annotated answers + ¢ T5)
n=10 51.11 £1.71 2439 +1.84 59.04 £2.03 46.56 £1.94  58.54 £3.39 29.69 +4.74 38.97 £5.76  31.07 £5.05
n=25 54.10 £2.58 27.89 £2.58 59.33+3.45 47.22+3.11  62.04 £1.54 3472 %121 42.65+2.26 34.40+2.02
n=50 54.12 £1.19 29.06 £1.24 58.89 £1.52 46.02£1.45  63.31 £2.07 35.97 £2.29 43.37 £1.61 34.21 £2.32
n =100 57.28 £2.11 33.09 £2.48 61.88 +4.53 50.84 £2.96  63.48 £2.49 37.11 £2.22 41.86£2.95 33.71 £2.71
Generation Only (GO) ()
QAGen2S (BART-base) 47.38 +0.66 19.01 £1.33 51.43+3.48 35.18+3.85 18.12+1.85 7.42+1.86 38.49+1.42 27.36+1.86
QAGen (LLaMA2) 51.44 +1.58 22.42+3.86 61.96+3.21 48.76+3.24  59.83 +0.56 34.21 £1.92 44.31+2.68 37.23 +2.86
Bootstrap (BS) n with n = 100
QAGen2S (Bootstrapped) 4891 £1.23 21.79 £1.64 55.40+2.06 4548 £1.75 21.36+10.09  8.05+5.61 38.72+2.54 32.33+2.01
QAGen (Bootstrapped) 49.52 £1.53 21.44+1.96 60.11 £2.32 52.31 £2.03  34.81 +4.23 22.52 +1.63 39.52 +£3.81 33.77 £3.99

Table 1: F1 and EM scores of a reader on the test splits when the reader is fine-tuned on the obtained datasets. The
best scores for each domain dataset are indicated by bold cells, the best scores where no fully-labeled domain
dataset is used are indicated by underlined cells. For experiment, the mean and standard deviation of 5 runs are

reported. (*): The base reader was not further fine-tuned on a domain dataset.

the annotated ones from the original training sets,
and generate corresponding questions with ¢. For
every annotated answer span from the training set,
at most one question is generated. The procedure is
analogous for GAO with ¢. The results reported in
Table 1 show significant improvements compared
to the baseline for the GQO approach using the
T5-based ¢. For CovidQA, even better scores can
be achieved than when using the original training
set. Only for the TextbookQA dataset almost no
change in F1 is reported. This might be due to the
format of the manually labeled questions, which
vastly differs from the questions in the dataset used
to train ¢. A comparison of TextbookQA questions,
as well as QA examples obtained by the different
models can be found in B.2.

Due to the strong performance of the GQO
approach, we further investigate how the num-
ber of manually annotated answer spans impacts
the performance. We randomly sample n =
10, 25, 50, 100 answer spans and use ¢ (T5) to ob-
tain related questions. To prevent overfitting of the
reader, the model is fine-tuned for 5 epochs (instead
of 20). The results in Table 1 suggest that, while
a performance increase for BankQA and CovidQA
with only 10 annotated answer spans can be ob-
served, having more annotated answer spans also
lead to better results. For BioASQ, the performance
even slightly decreases for n = 10, 25, 50, but 100
answer spans account for less than 10 percent of

the manually labeled answer spans in the training
set.

4.3 [Evaluation of Generation-Only and
Generator Bootstrapping

Here, we use 7 to generate QA pairs from all con-
texts (see A.3 for details). The results in Table
1 shows that the QA pairs generated by QAGen
slightly increase the reader’s performance, do no
catch up with the semi-automatic approach. On the
other hand, the QA pairs generated by QAGen2S
decrease the reader’s performance on all domains.
Differences to Shakeri et al. (2020) are given in C.

Finally, we examine if 1 can improved by be-
ing bootstrapped on the new domain. For this,
we further fine-tune 7 for two epochs on 100 QA
pairs obtained with ¢ (T5). Compared to the non-
bootstrapped variant, bootstrapping show improve-
ments for QAGen2S, but lowers the performance of
QAGen. Even with bootstrapping, GO lags behind
the SA approach.

5 Conclusion

We have investigated semi-automatic methods for
acquiring domain-specific QA datasets, and have
shown that utilizing annotated answer spans along-
side an answer-aware question generator surpasses
other methods in performance, whereas bootstrap-
ping domain-specific LLM generators with a lim-
ited number of annotated samples remains an open
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challenge. Our results suggest future research
should prioritize identifying potential answer spans
for further advancements in QA dataset acquisition.

Ethical Considerations

The proposed methods aim to support the annota-
tion process of QA datasets, and our results indicate
that human annotations continue to be indispens-
able to achieve the best possible quality.

For the BankQA dataset, we can assure that ap-
propriate working conditions were guaranteed for
all persons involved in the annotation of the sam-
ples.

Limitations

We are unable to share the confidential data from
the BankQA dataset, which prevents others from
replicating our results or conducting further re-
search with this dataset. It is important to empha-
size that all our experiments were conducted to the
best of our knowledge and belief.

It is important to note that this work focuses
explicitly on extractive QA, where answers are lo-
cated in a known context. While this eliminates the
risk of falsely generated answers in a productive
QA system, it does not guarantee the correctness
of the generated questions and answers. This could
lead to falsely predicted answers, highlighting the
need to question an answer and consider the sur-
rounding context in real-world applications, as is
standard in any QA system.

Furthermore, the diverse nature of language,
data, and domains may yield varied results. Addi-
tionally, obtaining basic requirements like a large-
scale QA dataset for fine-tuning base models is not
readily available in every language. This limitation
also applies to LLMs such as LLaMA?2, which was
fine-tuned on documents from a limited number of
languages.

Moreover, utilizing LLMs to generate synthetic
data incurs significant computational expenses.
Due to these costs and time constraints, we could
not utilize larger LMs that might offer even better
performance.
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A Appendix

A.1 Dataset stats

‘We share details about the QA datasets obtained
by the different approaches in Table 2. Table 3
contains stats about the test splits for each domain
dataset.

A.2 Fine-tuning and Hyperparameters

In the following, we explain the fine-tuning and hy-
perparameters used for each model in more detail.

A.2.1 Reader

We used the already fine-tuned and publicly
available models deepset/electra-base-squad?2 and
deepset/gelectra-base-germanquad from Hugging-
face (Wolf et al., 2020) as our base models. Dur-
ing fine-tuning on the domain datasets, we use the
AdamW optimizer with a learning rate of 5 x 1075,
a weight decay of 0.01, and a learning rate warm-
up of 10 percent. A batch size of 16 is used. We
performed experiments with and without gradient
clipping and report the best results. We fine-tune
the reader for 20 epochs and keep the checkpoint
after the last epoch. Due to the small number of
annotated QA pairs in each dataset, we decided
against further sampling a validation split from the
training data and perform no early-stopping. Dur-
ing fine-tuning and inference, a maximum sequence
length of 384 and a stride of 128 is used.

A.2.2 Answer-Aware Question Generator (T5)

For the T5-based AA-QG, we use the already pre-
trained and publicly available models valhalla/t5-
base-qg-hl and dehio/german-qg-t5-quad from
Huggingface. These models were not further fine-
tuned in our experiments.

A23 QAGen2S

We fine-tune a BART encoder-decoder model as
described by Shakeri et al. (2020). Due to hard-
ware limitations, we use base variant of BART
(facebook/bart-base for English / Shahm/bart-
german for German) as our base models. The base
model is fine-tuned on SQUAD / GermanQuAD for
5 epochs with a batch size of 8. A gradient accu-
mulation size of 3 is used. The AdamW optimizer
with a learning rate of 3 x 1075 with a warm-up
of 10 percent is used. The model epoch with the
lowest Cross Entropy loss on the dev / test split is
used as final model.

A.24 QAGen

We used the 7B variant of LLaMA 2 as our base
model and fine-tuned it for question and answer
generation on SQuAD for English / GermanQuAD
for German for 5 epochs. For memory-efficient
fine-tuning, we used QLoRA (Dettmers et al.,
2023), with an alpha of 16 and 10 percent dropout.
A batch size of 8 and a gradient accumulation step
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Dataset # Contexts # QAs Avg. Context Length Avg. Question Length Avg. Answer Length
BankQA
Original 310 776 438.66 43.25 106.04
Ann. Answers + ¢ (T5) 310 751 438.66 63.07 104.79
Ann. Answers + ¢ (LLaMA?2) 310 776 438.66 73.65 106.04
Ann. Questions + 1) (QAGen2S) 310 645 438.66 43.51 34.73
QAGen2S (BART-base) 310 788 438.66 58.66 51.63
QAGen (LLaMA?2) 308 1303 440.93 63.63 74.89
BioASQ
Original 1192 1205 1436.94 64.28 13.99
Ann. Answers + ¢ (T5) 1192 4070 1436.94 66.43 9.05
Ann. Answers + ¢ (LLaMA2) 1192 1275 1436.94 95.41 13.99
Ann. Questions + 1) (QAGen2S) 1192 1096 1436.94 64.42 16.20
QAGen2S (BART-base) 1192 2993 1436.94 58.26 22.04
QAGen (LLaMA?2) 1192 5811 1436.94 57.59 25.94
CovidQA
Original 117 614 4356.21 55.57 70.83
Ann. Answers + ¢ (T5) 117 611 4356.21 60.04 70.99
Ann. Answers + ¢ (LLaMA?2) 108 614 4351.13 97.3 70.83
Ann. Questions + 1) (QAGen2S) 117 72 4356.21 54.07 92.64
QAGen2S (BART-base) 117 11 4356.21 60.00 64.27
QAGen (LLaMA?2) 117 571 4356.18 57.95 27.51
TextbookQA
Original 311 1185 2919.46 57.09 12.79
Ann. Answers + ¢ (T5) 311 3893 2919.46 58.08 9.95
Ann. Answers + ¢ (LLaMA2) 311 1185 2919.46 64.65 12.79
Ann. Questions + 1) (QAGen2S) 311 859 2919.46 57.58 30.08
QAGen2S (BART-base) 311 512 2919.46 52.96 23.92
QAGen (LLaMA?2) 311 1483 2919.46 54.23 21.42

Table 2: Details about the datasets obtained from different labeling approaches. The lengths refer to the average

number of characters.

size of 2 is used. We used AdamW as an optimizer
with a learning rate of 2 x 10~ and a warm-up
of 10 percent. The following format was used for
fine-tuning and inference:

Context: {context}
Question: {question}
Answer: {answer}

For German data, we translated the format into
German.

A.3 Decoding

For the decoding, i.e., the generation of questions
and answers, the following parameters were used
for all models:

* Question Generation: We follow the gen-
eration parameters reported by Shakeri et al.
(2020), namely, Top K+Nucleus sampling. We
set k£ = 20 and the token probability mass to
p = 0.95. For the QAGen2S model, we sam-
ple up to 10 unique questions for each context

and keep the ones with the highest LM scores
during answer generation (LM Filtering, also
proposed by Shakeri et al. (2020)). For QA-
Gen, up to 5 unique questions are generated
for each context. No filtering is applied.

* Answer Generation: We use greedy decod-
ing to generate one answer span for every
(context, question)-pair. If the generated an-
swer span is not included in the context, the
(context, question)-pair is discarded.

Following known prompting guidelines (pro),
we came up with the following template for prompt-
ing LLaMAZ2 for answer generation:

Generate a question for the given
context and answer, so that the
question can be answered by the

given answer. Only output the question.
Context: {context}

Answer: {answer}

Question:
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Dataset # Contexts # QAs Avg. Context Length Avg. Question Length Avg. Answer Lenght
BankQA 78 223 400.42 44.64 98.39
BioASQ 298 319 1450.12 63.59 12.9
CovidQA 30 159 4389.73 55.75 66.84
TextbookQA 78 318 2997.72 52.19 12.29

Table 3: Details about the test splits. The lengths refer to the average number of characters.

We translated the prompt for German data.

B Questions and Answers

B.1 Examples

For comparison, examples of questions and an-
swers obtained by the different approaches are
given for BioASQ in Table 4, and TextbookQA in
Tables 5 and 6. Due to the high context length of
samples in CovidQA, no examples are given for the
dataset.

B.2 TextbookQA Questions

The format of the annotated questions in the Zext-
bookQA dataset differ from those in the SQuAD
dataset on which the QA generators are fine-tuned
on. In the following, we give some examples of
questions:

TextbookQA:

* this much of the municipal groundwater sup-
plies in the united states are polluted.

* crude oil is a mixture of many different

* which of these substances has the highest
freezing point?

* in hyperopia, the eyeball is

* when an earthquake happens, we say that its
was located 100 miles northwest
of san francisco.

SQuAD1.1:

» To whom did the Virgin Mary allegedly appear
in 1858 in Lourdes France?

» "The Closer I get to You" was recorded with
which artist?

e In therapy, what does the antibacterial inter-
act with?

» At what age did Chopin leave Poland?

* What does SDK stand for?

The questions presented in SQuAD (and the
other datasets GermanQuAD, BioASQ, CovidQA
and BankQA) are mostly well structured, i.e., end
with a question mark and contain w-words, while
the questions in TextbookQA are more diversely
structured and do not always follow the syntax of a
question.

C QAGen2S Setup Differences

We identified two main differences between our
setup and the setup used by Shakeri et al. (2020),
which might explain the differences in perfor-
mance:

1. The number of contexts the QAs were gen-
erated on: Due to limited compute- and time
resources, we did not craw additional domain
contexts to generate QA pairs on. Thus, the
number of samples generated by Shakeri et al.
(2020) is a multiple of ours.

2. Smaller generator: Due to limited compute-
and time resources, we used the smaller bart-
base variant, compared to bart-large.
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Passage: A mutation in the alpha-synuclein gene has recently been linked to some cases of fa-
milial Parkinson’s disease (PD). We characterized the expression of this presynaptic protein in
themidbrain, striatum, and temporal cortex of control, PD, and dementia with Lewy bodies (DLB)
brain. Control brain showed punctate pericellular immunostaining. PD brain demonstrated alpha-
synucleinimmunoreactivity in nigral Lewy bodies, pale bodies and abnormal neurites. Rare neuronal
soma in PD brain were immunoreactive for alpha-synuclein. DLB cases demonstrated these findings
as well asalpha-synuclein immunoreactivity in cortical Lewy bodies and CA2-3 neurites. These
results suggest that, even in sporadic cases, there is an early and direct role for alpha-synuclein in the
pathogenesis of PD and the neuropathologically related disorder DLB.

Original:
Q: Against which protein is the antibody used for immonostaining  A: alpha-Synuclein
of Lewy bodies raised?

Annotated Answer + ¢ (T5):
Q: What protein is associated with the pathogenesis of Parkinson’s  A: alpha-Synuclein
disease?

Annotated Answer + ¢ (LLaMA):
Q: What is the relationship between alpha-synuclein and Parkinson’s ~ A: alpha-Synuclein
disease (PD)?

Annotated Question + 1) (QA2S):
Q: Against which protein is the antibody used for immonostaining A: punctate pericellular im-
of Lewy bodies raised? munostaining

QAGen2S (BART):

Q1: What gene has been linked to some cases of familial Parkinson’s ~ Al: alpha-synuclein gene
disease?

Q2: What gene has recently been linked to some cases of familial ~A2: alpha-synuclein gene
Parkinson’s disease?

Q3: What does DLB stand for? A3: Lewy bodies

QAGen (LLaMA):
Q1: Punctate pericellular immunostaining was shown in what part A1l: Control
of the brain?

Q2: What gene is associated with familial Parkinson’s? A2: alpha-synuclein
Q3: In familial PD, alpha-synuclein is linked to which gene? A3: alpha-synuclein
Q4: What does PD stand for? Ad4: Parkinson’s disease

Q5: What gene has recently been linked to some cases of familial ~AS: alpha-synuclein
Parkinson’s disease?

Table 4: Example QA pairs for a context of the BioASQ dataset.
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Passage: The Paleozoic is the furthest back era of the Phanerozoic and it lasted the longest. But the
Paleozoic was relatively recent, beginning only 570 million years ago. [...] The Paleozoic begins
and ends with a supercontinent. At the beginning of the Paleozoic, the supercontinent Rodinia began
to split up. At the end, Pangaea came together. A mountain-building event is called an orogeny.
Orogenies take place over tens or hundreds of millions of years. [...] Geologists find evidence for
the orogenies that took place while Pangaea was forming in many locations. For example, Laurentia
collided with the Taconic Island Arc during the Taconic Orogeny. The remnants of this mountain
range make up the Taconic Mountains in New York. The Taconic Orogeny is an example of a collision
between a continent and a volcanic island arc. Laurentia experienced other orogenies as it merged
with the northern continents. The southern continents came together to form Gondwana. When
Laurentia and Gondwana collided to create Pangaea, the Appalachians rose. Geologists think they
may once have been higher than the Himalayas are now. Pangaea was the last supercontinent on Earth.
Evidence for the existence of Pangaea was what Alfred Wegener used to create his continental drift
hypothesis, which was described in the chapter Plate Tectonics. As the continents move and the land
masses change shape, the shape of the oceans changes too. During the time of Pangaea, about 250
million years ago, most of Earths water was collected in a huge ocean called Panthalassa.

Original:

Q1: this mountain range grew much higher when gondwana and Al: the appalachians
laurentia collided to create pangaea.

Q2: the remnants of the taconic mountain range are found in A2: new york

Annotated Answer + ¢ (T5):

Q1: When Laurentia and Gondwana collided, what mountain range  Al: the appalachians
rose?

Q2: Where do the Taconic Mountains lie? A2: new york

Annotated Answer + ¢ (LLaMA):

Q1: What mountain range in North America is believed to have Al: the appalachians
formed during the collision between Laurentia and the Taconic

Island Arc during the Taconic Orogeny?

Q2: What was the name of the mountain range that formed during A2: new york

the orogeny that occurred when Laurentia collided with the Taconic

Island Arc?

Annotated Question + 1) (QA2S):

Q1: this mountain range grew much higher when gondwana and Al: the Appalachians rose
laurentia collided to create pangaea.

Q2: the remnants of the taconic mountain range are found in A2: Taconic Mountains in New

York
QAGen2S (BART):
Q1: Pangaea was the last supercontinent on Earth Al: Pangaea came together
Q2: Pangaea was the last supercontinent on Earth. A2: Pangaea came together
QAGen (LLaMA):

Q1: How many years ago did most of Earth’s water collectin a huge Al: 250 million years ago
ocean called Panthalassa?

Q2: The Paleozoic is the furthest back era of what? A2: Phanerozoic
Q3: What are the Paleozoic and Phanerozoic eras? A3: era of the Phanerozoic
Q4: When was the Paleozoic? A4: 570 million years ago
Q5: How long did the Paleozoic last? 570 million years

Table 5: Example QA pairs for a context of the TextbookQA dataset. We observed that the ¢ (LLaMA) sometimes
fails to formulate questions that are answered by the prolv ded span.



Passage: Most fossils are preserved by one of five processes outlined below (Figure 1.1): Most
uncommon is the preservation of soft-tissue original material. Insects have been preserved perfectly
in amber, which is ancient tree sap. [...] Scientists collect DNA from these remains and compare
the DNA sequences to those of modern counterparts. The most common method of fossilization is
permineralization. After a bone, wood fragment, or shell is buried in sediment, mineral-rich water
moves through the sediment. This water deposits minerals into empty spaces and Five types of fossils:
(a) insect preserved in amber, (b) petrified wood (permineralization), (c) cast and mold of a clam shell,
(d) pyritized ammonite, and (e) compression fossil of a fern. produces a fossil. Fossil dinosaur bones,
petrified wood, and many marine fossils were formed by permineralization. When the original bone
or shell dissolves and leaves behind an empty space in the shape of the material, the depression is
called a mold. The space is later filled with other sediments to form a matching cast within the mold
that is the shape of the original organism or part. Many mollusks (clams, snails, octopi, and squid) are
found as molds and casts because their shells dissolve easily. The original shell or bone dissolves and
is replaced by a different mineral. For example, calcite shells may be replaced by dolomite, quartz, or
pyrite. If a fossil that has been replace by quartz is surrounded by a calcite matrix, mildly acidic water
may dissolve the calcite and leave behind an exquisitely preserved quartz fossil. Some fossils form
when their remains are compressed by high pressure, leaving behind a dark imprint. Compression is
most common for fossils of leaves and ferns, but can occur with other organisms. [...]

Original:

Q1: when insects are fossilized, it is usually in Al: amber

Q2: when water deposits minerals into empty spaces to produce a A2: permineralization.
fossil, it is called

Q3: the most common way that fossil leaves are made is by A3: compression

Annotated Answer + ¢ (T5):

Q1: What is the oldest tree sap that was used as a foundation to  Al: amber

contain fossils?

Q2: What is the process by which dinosaur bones are made? A2: permineralization.
Q3: What process is most common for fossils of leaves and ferns? ~ A3: compression

Annotated Answer + ¢ (LLaMA):

Q1: Which of the following processes is the most common method Al: amber

of fossilization?

Q2: Which process of fossilization most commonly results in the =~ A2: permineralization.
formation of fossil dinosaur bones?

Q3: What is the most common method of fossilization? A3: compression
Annotated Question + 1) (QA2S):
QI1: when insects are fossilized, it is usually in Al: amber

Q2: when water deposits minerals into empty spaces to produce a A2: mold
fossil, it is called
Q3: the most common way that fossil leaves are made is by A3: compression

QAGen2S (BART):
Q: What is the most common A: permineralization
method of fossilization?

QAGen (LLaMA):

Q1: What are most fossil preserved by? Al: mineral-rich water
Q2: When a clam’s shell is replaced, what is its shape? A2: mold

Q3: How are most fossils preserved? A3: permineralization
Q4: What is the original bone or shell replaced with? A4: different mineral

Table 6: Second example of QA pairs obtailnle6d for a context of the TextbookQA dataset.
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Abstract

The process of cyber mapping gives insights
in relationships among financial entities
and service providers. Centered around the
outsourcing practices of companies within
fund prospectuses in Germany, we introduce
a dataset specifically designed for named
entity recognition and relation extraction
tasks. The labeling process on 948 sentences
was carried out by three experts which
yields to 5,969 annotations for four entity
types (Outsourcing, Company, Location and
Software) and 4,102 relation annotations
(Outsourcing—Company, Company—Location).
State-of-the-art deep learning models were
trained to recognize entities and extract
relations showing first promising results. An
anonymized version of the dataset, along
with guidelines and the code used for model
training, are publicly available at https:
//doi.org/10.5281/zenodo.12745116.

Keywords— Cyber Mapping, Financial Do-
main, Dataset, Corpus, German, Named Entity
Recognition, Relation Extraction, Conditional
Random Fields, BERT, RoBERTa

1 Introduction

Cyber incidents, such as data breaches and ran-
somware attacks, pose potential risks to financial
stability since banks and other institutes increas-
ingly outsource processes and services to infor-
mation and communication technology providers
(Adelmann et al., 2020). To discover cyber risks,
a conceptual method is “cyber mapping” — a pro-
cess which links the financial network (e.g. banks,
funds, insurance companies) with the cyber net-
work (e.g. cloud services, datacenters, software
providers) (Brauchle et al., 2020). Evidences for
constructing a mapping could be descriptions of
outsourced services and companies in the financial
domain. A promising source to collect such hints
can be found in publicly available fund prospec-
tuses. In these documents, German Capital Man-
agement Companies (CMCs) have to state outsourc-
ing companies and their provided services for a

particular fund. To give an example, consider the
following simplified sentence.

Example 1 Die Gesellschaft hat Rechenzentrum-
sleistungen auf die Mercurtainment & CO KGaA
ausgelagert.

‘The company has outsourced data center services
to Mercurtainment & CO KGaA'’

To extract structured information, a usual step in
Natural Language Processing (NLP) is the appli-
cation of Named Entity Recognition (NER) to dis-
cover entities in texts. In our scenario, there are out-
sourced services (e.g. “data center services”) and
companies (e.g. “Mercurtainment & CO KGaA”).
After that, Relation Extraction (RE) is commonly
used to predict relationships between entities, in
our case, services and companies. In order to train
such NLP models, a dataset with ground truth la-
bels is necessary.

In this paper, we present a novel dataset to sup-
port the process of cyber mapping using NLP mod-
els. Our annotated corpus consists of 948 sentences
extracted from 1,054 German fund prospectuses.
In total, 5,969 named entity annotations and 4,102
relation annotations were added by experts to ac-
quire ground truth data. We conducted experiments
with our dataset to evaluate the performance of
trained models.

2 Related Work

NER and RE tasks are fundamental building blocks
for extracting information within unstructured texts
(for a recent survey see (Nasar et al., 2022)). For
training models, several corpora have been built to
cover specific domains, for example, the biomed-
ical area (Khettari et al., 2023) or for clinical pur-
pose (Bdez et al., 2020). Some of them targeting
specific languages, like Kazakh (Yeshpanov et al.,
2022) and Italian (Paccosi and Aprosio, 2022). Re-
garding German language, Schiersch et al. (2018)
collected data from tweets, news documents and
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RSS feeds to create a corpus with named entities
such as Disasters, Triggers, Location, Organiza-
tions, Persons as well as 15 relations of the mobility
and industry domain.

More related to our scenario is the business do-
main since the discovery of relationships between
company entities is of interest. Here, Schon et al.
(2018) provided an English dataset for recogniz-
ing companies, products and their relations to each
other. The data was gathered from company home-
pages, business news portals, forums and social
media channels. Instead of considering the prod-
uct in the business relation, extracting the relation
between two companies within unstructured texts —
called Business Relation Extraction — has attracted
attention in research and industry. Khaldi et al.
(2021) presented a web-based English dataset for
the business relation extraction between organiza-
tions. They also recommended a relation classifier
using multilevel knowledge of entities to predict
five types of relations between companies, i.e. In-
vestment, Cooperation, Sale-purchase, Competi-
tion and Legal proceedings. In subsequent work,
the authors provided the BIZREL dataset (Khaldi
et al., 2022), a multilingual corpus in French, Span-
ish and Chinese in addition to their introduced En-
glish dataset. Similarly, they collected data via
keyword queries using well-known search engines
and the same five types of relations. Zuo et al.
(2017) proposed a method of iteratively extracting
asymmetric business relations like “owner-of” be-
tween two companies and indicating the relation
direction between them. They evaluated their sug-
gested method on two datasets based on New York
Times News articles.

In the financial domain, Jabbari et al. (2020) cre-
ated a French corpus including 26 entity types and
12 relation types gathered from French financial
newspapers. They trained a BERT-based (Devlin
et al., 2018) NER model on five types of entities
(Person, Location, Organization, Role and Cur-
rency) and investigated a rule-based RE method for
the relationship around the Role entity (i.e. “has-
Role’”). Moreover, Hillebrand et al. (2022) recom-
mended a BERT-based architecture that employs
a Gated Recurrent Units tagger coupled with con-
ditional label masking to jointly predict entities
tags sequentially and links the predicted entities.
Additionally, they built a dataset from real-world
German financial documents. The main entity type
is Key Performance Indicators (KPI), such as rev-
enue or interest expenses. Generally, entity classes

include KPI, change of it, its monetary value and
their sub-types. Linked relations are considered
between KPI and sub-types or their values.

Still, there seems to be no dataset which meets
our requirements. To train NLP models for per-
forming cyber mapping, we need realistic sen-
tences in German language explicitly mentioning
outsourced services in the financial domain. There-
fore, we built our own dataset from fund prospec-
tuses which is covered in detail in the next section.

3 Corpus Creation

The corpus was created in a collaborative research
lab of Deutsche Bundesbank' (the central bank of
the Federal Republic of Germany) and the German
Research Center for Artificial Intelligence2 (DFKI).
In this project a set of 1,054 publicly available fund
prospectuses (PDFs) were collected from websites
of 37 well-known Capital Management Companies
(CMCs) in Germany.

Our corpus is built upon these documents by first
converting the PDFs into plain texts using Apache’s
PDFBox? text stripper routine. The fund prospec-
tuses consist of 92 pages on average, however,
only a certain section in the document, usually no
longer than a full or half page, mentions outsourced
services. Conveniently, independent of the CMC,
such a section is commonly named ‘Auslagerung
[Outsourcing]’ followed by a section labeled ‘In-
teressenkonflikte [Conflicts of Interest]” with some
minor variations. Therefore, with a proper regular
expression we were able to identify the beginning
and end of these sections in our plain texts. For
sentence splitting, Apache’s OpenNLP* sentence
detector loaded with a German pre-trained model?
was applied. To turn words with hyphens such
as ‘Dienst-leistung [ser—vice]’ in their hyphenless
form, string matching and string manipulation was
performed with regular expressions. Finally, 1,267
sentences could be collected of comparable shape
as Example 1. However, roughly half of them as-
semble bullet point lists.

3.1 Annotation Process

Three subject-matter experts of the Deutsche Bun-
desbank annotated the corpus with named entities
and relations. For this, a Graphical User Interface

"https://www.bundesbank.de/en

Zhttps: //www.dfki.de/

3ht’cps: //pdfbox.apache.org/

4ht’cps: //opennlp.apache.org/
Sopennlp-de-ud-gsd-sentence-1.0-1.9.3.bin
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(GUI) was provided which is depicted in Figure 1.
Sentences are randomly distributed to the annota-
tors who independently worked on them. The ex-
perts sporadically annotated sentences during their
working hours and were done after around one
month. Because of limited time available, same
texts were not sent to multiple annotators, there-
fore, inter-annotator agreement is not considered.
The following named entity types could be anno-
tated: ‘Auslagerung’ [Outsourcing], ‘Unternehmen’
[Company], ‘Ort’ [Location] and Software. Ad-
ditionally, we allow users to declare the follow-
ing two relationships: Outsourcing—Company and
Company—Location. Annotators could mark sen-
tences as ignorable if they recognize that no entities
are present (this happened 85 times). To reduce
annotation efforts, our system pre-annotates sen-
tences with already collected named entities once
they exactly match in the text. A three-page annota-
tion guideline was provided to give a brief tutorial
and to cover special cases during the annotation
process.

« Wesentliche Tatigkeiten der Compliance-Funktion wurden an

an die Mercurtainment AG, Disseldorf, ausgelagert

Entitaten
Text Typ
Compliance-Funktion Auslagerung
Mercurtainment AG Unternehmen
Diisseldorf Ont

Relationen
Quelle Ziel
Compliance-Funktion Mercurtainment AG n
Mercurtainment AG Diisseldorf u

Figure 1: A graphical user interface in German to an-
notate a sentence (top) with named entities (center) and
relations (bottom). Entity types are ‘Auslagerung [Out-
sourcing]’, ‘Unternehmen [Company]’, ‘Ort [Location]’
and Software.

3.2 Resulting Dataset

Our Company Outsourcing in Fund Prospectuses
(CO-Fun) dataset consists of 948 sentences (900
textually unique) with 5,969 named entity annota-
tions, including 2,340 Outsourced Services, 2,024
Companies, 1,594 Locations and only 11 Soft-
ware annotations. While the sentences have an

average length of 314.8 + 393.7° characters (w/o
markup tags) and 44.9 + 53.5 tokens, they contain
6.3 £ 9 annotations on average. All sentences con-
tain at least one named entity, while 193 of them
do not include any relations. Without considering
duplicates, our corpus mentions 270 outsourced
services, 323 companies, 84 locations and one soft-
ware. Although, the software type is very limited
with only one unique entity, we still decided to
leave it in the dataset. Regarding relations, we have
found 2,573 Outsourcing-Company relationships
and 1,529 links between Companies and Locations
(in total 4,102). On average, 4.3 + 8.6 relations can
be found in the sentences.

The raw data of CO-Fun consists of records
formatted in JavaScript Object Notation’ (JSON)
which are sequenced in a JSON-line file (UTF-8
encoding). Each entry has the following properties:
In the text property, the annotated text is present
in form of HyperText Markup Language (HTML).
We use span tags® to annotate named entities in
text. Annotations are uniquely identified with a
Universally Unique Identifier (UUID) (id). The
entity’s type is given in the type attribute which
can be one of the following options: ‘Auslagerung’
[Outsourcing], ‘Unternehmen’ [Company], ‘Ort’
[Location] or Software. Additionally, named en-
tities are listed in a JSON array called entities,
again with their ID, type and covered text. Another
JSON array (relations) defines the relationships
between a source entity (src) and a target entity
(trg).

Gathering a dataset about outsourced services
to German companies naturally raises concerns
of potential misuse. We therefore performed an
anonymization of all companies by randomly swap-
ping their names with other companies with the
same postfix e.g. GmbH. Replacing name of com-
panies by their postfix helps to maintain legal and
business consistency. For this, we make use of Of-
feneRegister’ — a database dump of the German
commercial register.

The anonymized CO-Fun dataset is publicly
available'? under MIT license together with other
related materials such as the annotation guideline,
derived data and source code. In the next section,

Susing + notation for standard deviation
"https://www.json.org/
8https://html.spec.whatwg.org/
#the-span-element
*https://offeneregister.de/
Ohttps://doi.org/10.5281/zenodo. 12745116
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initial experiments with our dataset are presented.

4 Experiments

In our study, we investigated extracting two types
of structured information from our corpus. Firstly,
we recognized entities within our sentences by ap-
plying Named Entity Recognition (NER) methods.
Secondly, we detected relations between entities
using a Relation Extraction (RE) model.

4.1 NER and RE Methods

We employed two NER models: Conditional Ran-
dom Fields (CRF) and BERT (Bidirectional En-
coder Representations from Transformer) (Devlin
et al., 2018). For applying CRF, we utilized CRF-
suit toolkit (Okazaki, 2007) and derived the fea-
tures related to the token itself and its neighborhood
information. The token features include the word it-
self, its part-of-speech tag, whether the word is cap-
italized, starts with a capital letter or is a digit. In
order to extract tokens and their part-of-speech tags,
the SpaCy library and the "de_core_news_sm" Ger-
man language model was ustilized. Additionally,
we considered the bigram and trigram characters
the word ends with, and each token was assigned
the same bias feature. Furthermore, we captured
neighborhood information from the two words to
the left and right of the token, checking their part-
of-speech tags and if they start with a capital letter
or are entirely in uppercase. If a token is at the be-
ginning or end of the sentence, we provided BOS
or EOS as the left or right neighbor to CREF, respec-
tively.

In order to apply the pre-trained BERT model,
we fine-tuned the German language version of it on
our data using the SpaCy 3 library'!. As a result,
the model with about 110 million parameters is
capable of predicting our four entity types.

As a basis for relation extraction, we used
SpaCy’s tutorial for a relation extraction compo-
nent on GitHub'2. In this project, the pre-trained
RoBERTa model (Liu et al., 2019) is fine-tuned to
extract relations.

4.2 NER and RE Datasets

Before applying the CRF model, each sentence was
tokenized and an Inside-Outside-Beginning (IOB)
format label was assigned to each token. The IOB

11https://spacy.io/
12https://github.com/explosion/projects/tree/
v3/tutorials/rel_component

scheme gives each token one of the following la-
bels: B-ent, I-ent or O. If the token is the beginning
of an entity, it is labeled as B-ent (begin-of-entity)
but if the token is part of the entity but not its be-
ginning, I-ent (inside-of-entity) is assigned to the
token. If the token does not belong to any of the
entity types, it is tagged as *O’. After IOB tagging
the tokens of each sentence, we randomly split the
data with the proportion of 80%, 10% and 10%
to create the training, development and test sets,
respectively.

The same sentences that were used in each set
(training, development and test) for the CRF model
were also considered for the BERT model. In other
words, the sentences in each set from split data for
CRF model were labeled in the format required for
training the BERT model. Each set includes a list
of sentences with the list of tuples containing their
entities and labels specified with the location of
the entity in the sentence (start and end character
position as well as entity label). For later reuse, the
training, development and test sets were converted
into SpaCy binary files.

The dataset split from the NER case is the same
for the RE datasets. For each sentence, a list of
entities and relations were prepared. A structure
is provided for each entity to record an entity’s
text and label as well as its character and token
position in text. Each relation entry has a label
and refers to a child and head entity using their
token positions. Ultimately, dataset text files were
converted to binary files in SpaCy format.

The training, development and test sets in text
format for the CRF model, as well as in text and
SpaCy formats for the BERT and RoBERTa models
are publicly available in the anonymized CO-Fun
dataset'?.

4.3 NER and RE Results

The CRF model was run for 100 iterations using
the L-BFGS training algorithm. The L1 and L2
regularization terms tuned by using cross valida-
tion are 0.05 and 0.01, respectively. Default values
were used for the remaining hyperparameters pro-
vided by the CRFsuite toolkit. The BERT model
was fine-tuned on the German training set for un-
limited number of epoches with the early-stopping
of 1600 and batch size of 128 (default values of
Spacy library). The initial learning rate and warm-
up step were set to 5 * 1075 and 250, respectively.

13https://doi.org/10.5281/zenodo.12745116
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Also, the L2 weight decay rate with value of 0.01
was applied. Similarly, the RoBERTa model was
fine-tuned for 52 epochs with a 1,000 batch size.
Moreover, there is a max-length parameter rep-
resenting the furthest distance at which existing
relation is sought between any two entities. We
discovered in tests that the model performed best
with a max-length of 20. Remaining parameters
were configured the same as in BERT’s configura-
tion. Both models were trained on a NVIDIA RTX
A6000 GPU which took 40 minutes (NER) and 9
minutes (RE).

We evaluated the performance of our models in
terms of exact match using precision, recall and F1-
score (Nadeau and Sekine, 2007). Table 1 demon-
strates the performance of the NER and RE mod-
els on the training and test sets of CO-Fun, mea-
sured by micro-averaging. Both models of CRF
and BERT face overfitting as test F1-scores show
lower scores than their training values. However,
CRF performs better than BERT on the test set with
F1-score of 94%. Furthermore, RoBERTa could
classify 86.35% of the relations that exist between
entities in the test set.

Train Test
Models P R F1 P R F1

CRF 96.7 95.1 959 957 93.0 943
BERT 99.8 942 97.0 929 915 922
RoBERTa 894 81.7 853 865 86.1 86.3

Table 1: Precision (P), Recall (R) and F1-score results
of the NER models (CRF and BERT) and RE model
(RoBERT?3) on the training and test sets of CO-Fun.

5 Conclusion and Future Work

In this paper, we introduced an annotated Ger-
man dataset called CO-Fun which is a NER
and RE dataset on company outsourcing in fund
prospectuses.  Our dataset contains 948 sen-
tences with 5,969 named entity annotations (in-
cluding Outsourced Services, Companies, Loca-
tion and Software) and 4,102 annotated relations
(Outsourcing—Company and Company—Location).
Applying state-of-the-art NER and RE models
showed promising performances on CO-Fun.

In the future, we aim to extend this dataset with
similar data and improve the performance of ap-
plied models by using additional knowledge, for
example, by incorporating knowledge graphs in the
training process. Additionally, we will investigate

the impact of bullet points within sentences, exam-
ining whether their presence facilitates processing
for NER and RE tasks.
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7 Ethical Considerations

Gathering a dataset about outsourced services to
German companies naturally raises concerns of po-
tential misuse. Although the raw information is
publicly available, but not in a digested and en-
riched version, the cooperating official authority
raised concerns that the real information could be
misused by malicious players. To address these
concerns, an anonymization strategy was chosen.

8 Limitations

One limitation is the number of annotators and a
missing agreement. To annotate the sentences, we
had only three experts sporadically annotated sen-
tences during their working hours. As the experts
had limited time, same texts were not sent to multi-
ple annotators, therefore, inter-annotator agreement
was not considered.

Another limitation for our corpus was the small
set of 1,054 documents provided to us: in fact, only
few pages contain some sentences about outsourc-
ing statements. Reasons for that are our special
language, domain and selection constraints, thus, it
was not possible for us to compile a larger dataset.
Moreover, the collaborating partner could not pro-
vide more documents since other regulatory data is
usually confidential and we are not allowed to get
access to them. As a result, the size of the Co-Fun
dataset is rather small.

References

Frank Adelmann, Jennifer A. Elliott, Ibrahim Er-
gen, Tamas Gaidosch, Nigel Jenkinson, Tanai
Khiaonarong, Anastasiia Morozova, Nadine Schwarz,
and Christopher J. Wilson. 2020. Cyber risk and fi-
nancial stability : It’s a small world after all. IMF
Staff Discussion Notes.

121


https://www.imf.org/en/Publications/Staff-Discussion-Notes/Issues/2020/12/04/Cyber-Risk-and-Financial-Stability-Its-a-Small-World-After-All-48622
https://www.imf.org/en/Publications/Staff-Discussion-Notes/Issues/2020/12/04/Cyber-Risk-and-Financial-Stability-Its-a-Small-World-After-All-48622

Pablo Béaez, Fabian Villena, Matias Rojas, Manuel
Durén, and Jocelyn Dunstan. 2020. The chilean wait-
ing list corpus: a new resource for clinical named
entity recognition in spanish. In Proceedings of the
3rd Clinical Natural Language Processing Workshop,
ClinicalNLP@EMNLP 2020, Online, November 19,
2020, pages 291-300. Association for Computational
Linguistics.

Jan-Philipp Brauchle, Matthias Gobel, Jens Seiler, and
Christoph von Busekist. 2020. Cyber mapping the
financial system. Technical report, Carnegie Endow-
ment for International Peace. http://www. jstor.
org/stable/resrep24291.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. BERT: pre-training of
deep bidirectional transformers for language under-
standing. CoRR, abs/1810.04805.

Lars Patrick Hillebrand, Tobias DeufBer, Tim Dil-
maghani Khameneh, Bernd Kliem, Riidiger Loitz,
Christian Bauckhage, and Rafet Sifa. 2022. KPI-
BERT: A joint named entity recognition and relation
extraction model for financial reports. In 26th Inter-
national Conference on Pattern Recognition, ICPR
2022, Montreal, QC, Canada, August 21-25, 2022,
pages 606-612. IEEE.

Ali Jabbari, Olivier Sauvage, Hamada Zeine, and
Hamza Chergui. 2020. A french corpus and an-
notation schema for named entity recognition and
relation extraction of financial news. In Proceed-
ings of The 12th Language Resources and Evaluation
Conference, LREC 2020, Marseille, France, May
11-16, 2020, pages 2293-2299. European Language
Resources Association.

Hadjer Khaldi, Farah Benamara, Amine Abdaoui,
Nathalie Aussenac-Gilles, and EunBee Kang. 2021.
Multilevel entity-informed business relation extrac-
tion. In Natural Language Processing and Infor-
mation Systems - 26th International Conference on
Applications of Natural Language to Information Sys-
tems, NLDB 2021, Saarbriicken, Germany, June 23-
25, 2021, Proceedings, volume 12801 of Lecture
Notes in Computer Science, pages 105-118. Springer.

Hadjer Khaldi, Farah Benamara, Grégoire Siegel,
Camille Pradel, and Nathalie Aussenac-Gilles. 2022.
How’s business going worldwide? a multilingual an-
notated corpus for business relation extraction. In
13th Conference on Language Resources and Eval-
uation (LREC 2022), pages 3696-3705. European
Language Resources Association (ELRA).

Oumaima EI Khettari, Solen Quiniou, and Samuel Chaf-
fron. 2023. Building a corpus for biomedical rela-
tion extraction of species mentions. In The 22nd
Workshop on Biomedical Natural Language Process-
ing and BioNLP Shared Tasks, BioNLP@ACL 2023,
Toronto, Canada, 13 July 2023, pages 248-254. As-
sociation for Computational Linguistics.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Dangi Chen, Omer Levy, Mike Lewis,

Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized BERT pretraining
approach. CoRR, abs/1907.11692.

David Nadeau and Satoshi Sekine. 2007. A survey of
named entity recognition and classification. Lingvis-
ticae Investigationes, 30:3-26.

Zara Nasar, Syed Waqar Jaffry, and Muhammad Kamran
Malik. 2022. Named entity recognition and relation
extraction: State-of-the-art. ACM Comput. Surv.,
54(1):20:1-20:39.

Naoaki Okazaki. 2007. CRFsuite: a fast implementa-
tion of conditional random fields (CRFs). https:
//www.chokkan.org/software/crfsuite/.

Teresa Paccosi and Alessio Palmero Aprosio. 2022.
KIND: an italian multi-domain dataset for named
entity recognition. In Proceedings of the Thirteenth
Language Resources and Evaluation Conference,
LREC 2022, Marseille, France, 20-25 June 2022,
pages 5S01-507. European Language Resources As-
sociation.

Martin Schiersch, Veselina Mironova, Maximilian
Schmitt, Philippe Thomas, Aleksandra Gabryszak,
and Leonhard Hennig. 2018. A german corpus for
fine-grained named entity recognition and relation
extraction of traffic and industry events. In Proceed-
ings of the Eleventh International Conference on
Language Resources and Evaluation, LREC 2018,
Miyazaki, Japan, May 7-12, 2018. European Lan-
guage Resources Association (ELRA).

Saskia Schon, Veselina Mironova, Aleksandra
Gabryszak, and Leonhard Hennig. 2018. A corpus
study and annotation schema for named entity
recognition and relation extraction of business prod-
ucts. In Proceedings of the Eleventh International
Conference on Language Resources and Evaluation,
LREC 2018, Miyazaki, Japan, May 7-12, 2018.
European Language Resources Association (ELRA).

Rustem Yeshpanov, Yerbolat Khassanov, and
Huseyin Atakan Varol. 2022. Kaznerd: Kazakh
named entity recognition dataset. In Proceedings of
the Thirteenth Language Resources and Evaluation
Conference, LREC 2022, Marseille, France, 20-25
June 2022, pages 417-426. European Language
Resources Association.

Zhe Zuo, Michael Loster, Ralf Krestel, and Felix Nau-
mann. 2017. Uncovering business relationships:
Context-sensitive relationship extraction for difficult
relationship types. In Lernen, Wissen, Daten, Analy-
sen (LWDA) Conference Proceedings, Rostock, Ger-
many, September 11-13, 2017, volume 1917 of CEUR
Workshop Proceedings, page 271. CEUR-WS.org.

122


https://doi.org/10.18653/v1/2020.clinicalnlp-1.32
https://doi.org/10.18653/v1/2020.clinicalnlp-1.32
https://doi.org/10.18653/v1/2020.clinicalnlp-1.32
http://www.jstor.org/stable/resrep24291
http://www.jstor.org/stable/resrep24291
http://www.jstor.org/stable/resrep24291
http://www.jstor.org/stable/resrep24291
https://arxiv.org/abs/1810.04805
https://arxiv.org/abs/1810.04805
https://arxiv.org/abs/1810.04805
https://doi.org/10.1109/ICPR56361.2022.9956191
https://doi.org/10.1109/ICPR56361.2022.9956191
https://doi.org/10.1109/ICPR56361.2022.9956191
https://aclanthology.org/2020.lrec-1.279/
https://aclanthology.org/2020.lrec-1.279/
https://aclanthology.org/2020.lrec-1.279/
https://doi.org/10.1007/978-3-030-80599-9_10
https://doi.org/10.1007/978-3-030-80599-9_10
https://doi.org/10.18653/v1/2023.bionlp-1.21
https://doi.org/10.18653/v1/2023.bionlp-1.21
https://arxiv.org/abs/1907.11692
https://arxiv.org/abs/1907.11692
https://api.semanticscholar.org/CorpusID:8310135
https://api.semanticscholar.org/CorpusID:8310135
https://doi.org/10.1145/3445965
https://doi.org/10.1145/3445965
https://www.chokkan.org/software/crfsuite/
https://www.chokkan.org/software/crfsuite/
https://www.chokkan.org/software/crfsuite/
https://www.chokkan.org/software/crfsuite/
https://aclanthology.org/2022.lrec-1.52
https://aclanthology.org/2022.lrec-1.52
http://www.lrec-conf.org/proceedings/lrec2018/summaries/85.html
http://www.lrec-conf.org/proceedings/lrec2018/summaries/85.html
http://www.lrec-conf.org/proceedings/lrec2018/summaries/85.html
http://www.lrec-conf.org/proceedings/lrec2018/summaries/88.html
http://www.lrec-conf.org/proceedings/lrec2018/summaries/88.html
http://www.lrec-conf.org/proceedings/lrec2018/summaries/88.html
http://www.lrec-conf.org/proceedings/lrec2018/summaries/88.html
https://aclanthology.org/2022.lrec-1.44
https://aclanthology.org/2022.lrec-1.44
https://ceur-ws.org/Vol-1917/paper36.pdf
https://ceur-ws.org/Vol-1917/paper36.pdf
https://ceur-ws.org/Vol-1917/paper36.pdf

GERestaurant: A German Dataset of Annotated Restaurant Reviews for
Aspect-Based Sentiment Analysis

Nils Constantin Hellwig
Media Informatics Group
University of Regensburg
Regensburg, Germany
nils-constantin.hellwig@ur.de

Markus Bink
Media Informatics Group
University of Regensburg
Regensburg, Germany
markus.bink@student.ur.de

Abstract

We present GERestaurant, a novel dataset con-
sisting of 3,078 German language restaurant
reviews manually annotated for Aspect-Based
Sentiment Analysis (ABSA). All reviews were
collected from Tripadvisor, covering a diverse
selection of restaurants, including regional
and international cuisine with various culinary
styles. The annotations encompass both im-
plicit and explicit aspects, including all aspect
terms, their corresponding aspect categories,
and the sentiments expressed towards them.
Furthermore, we provide baseline scores for the
four ABSA tasks Aspect Category Detection,
Aspect Category Sentiment Analysis, End-to-
End ABSA and Target Aspect Sentiment De-
tection as a reference point for future advances.
The dataset fills a gap in German language re-
sources and facilitates exploration of ABSA in
the restaurant domain.

1 Introduction

Sentiment analysis (SA), also named opinion min-
ing, is a research area in natural language process-
ing (NLP) which involves the computational clas-
sification of individuals’ sentiments, opinions and
emotions. This usually involves categorizing sen-
timents into three polarities: positive, neutral and
negative.

SA can be applied at both document- (Hellwig
et al., 2023; Schmidt et al., 2022; Tripathy et al.,
2017) and sentence-level (Liu, 2010). However,
if a document or sentence comprises a mixture of
different sentiments, it’s often impossible to assign
a solely positive, negative or neutral label. As an

Jakob Fehle
Media Informatics Group
University of Regensburg

Regensburg, Germany
jakob.fehle@ur.de

Christian Wolff
Media Informatics Group
University of Regensburg

Regensburg, Germany
christian.wolff@ur.de

example, consider the sentence "The salad tasted
wonderful, but was quite expensive." of a restaurant
review wherein positive sentiment is expressed to-
wards the food while, concurrently, negative senti-
ment is expressed when addressing the food’s price.
To overcome this issue, Aspect-Based Sentiment
Analysis (ABSA) has been extensively studied as
it goes beyond assessing general sentiment and in-
stead delves into a more granular examination of
sentiment by linking particular aspects with cor-
responding sentiment polarities (Liu et al., 2005;
Pontiki et al., 2015).

In this work, we introduce GERestaurant, a novel
dataset comprising 3,078 German language restau-
rant reviews annotated for ABSA. It’s the first Ger-
man language dataset of sentences from restau-
rant reviews for ABSA. The annotations included
the aspect term (if available), an aspect category
selected from a predefined set of categories, and
the sentiment or polarity expressed towards the
aspect. The dataset is provided as a benchmark
dataset for future research and parallels the widely
used SemEval 2015 and 2016 restaurant datasets in
terms of annotation scheme and annotation guide-
lines (Pontiki et al., 2015, 2016). Thus, it not
only contributes to the availability of German lan-
guage resources but also enables the exploration
of new ABSA methods in the restaurant domain in
the German language. Additionally, we provide a
baseline performance by fine-tuning state-of-the-
art (SOTA) transformer-based language models on
the annotated dataset for typical ABSA tasks: As-
pect Category Detection (ACD), Aspect Category
Sentiment Analysis (ACSA), End-to-End ABSA
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(E2E-ABSA) and Target Aspect Sentiment Detec-
tion (TASD).

2 Related Work

ABSA has attracted increasing attention, in part
due to benchmark datasets and shared tasks from
various domains that facilitated the development
of machine learning approaches for solving ABSA
tasks. For instance, various datasets from different
domains frequently employed in ABSA research
include:

* Ganu et al. (2009): A dataset comprising
restaurant reviews in English, annotated with
six pre-defined aspect categories assigned to
sentiment polarities positive, neutral, negative,
and conflict.

e Saeidi et al. (2016): SentiHood, a dataset
of English sentences extracted from a ques-
tion answering (QA) platform discussing ur-
ban neighbourhoods. Annotations for aspect
terms, their associated aspect categories, and
the sentiment expressed towards them were
provided.

* Jiang et al. (2019): MAMS, a dataset of En-
glish Tweets on celebrities, products, and
companies. All aspect terms were annotated,
along with the sentiment polarity expressed
towards them.

However, the development of methods address-
ing the subtasks in ABSA was particularly driven
by the SemEval shared task workshop in the years
from 2014 to 2016 and the associated publishing of
human-annotated datasets for ABSA. These com-
prised sentences from reviews of laptops and restau-
rants.

SemEval-2014 Task 4 (Pontiki et al., 2014) was
dedicated to ABSA and included annotations of
aspect terms and the sentiment polarity expressed
towards them. In addition, annotations of the aspect
categories and the sentiment polarity expressed to-
wards them are part of the provided dataset.

In the subsequent year, SemEval-2015 Task 12
(Pontiki et al., 2015) was published, which included
annotations of all aspect terms, their correspond-
ing aspect category and the sentiment polarity ex-
pressed towards the aspect terms. Moreover, anno-
tations of implicit aspects were provided, meaning
cases where a sentiment was expressed towards an
aspect category, without the presence of an aspect

term. In such cases, the aspect term was annotated
as "NULL".

SemEval-2016 Task 5 (Pontiki et al., 2016) en-
compassed the same three sentiment elements as
SemEval-2015 Task 12 (Pontiki et al., 2015). In
addition, subsets containing annotated sentences of
hotel reviews and reviews in languages other than
English were provided for each domain (Pontiki
etal., 2015).

When examining datasets in German language,
there is a scarcity of annotated datasets. The
most prominent dataset in German language is
the dataset published as part of the GermEval
2017 shared task (Wojatzki et al., 2017), which in-
cludes customer reviews concerning the "Deutsche
Bahn", the German public train operator (Wojatzki
et al., 2017). Reviews were annotated as a whole,
rather than individual sentences separately (Wo-
jatzki et al., 2017). Similar to the datasets intro-
duced by Pontiki et al. (2015, 2016), annotations
were provided for all aspect terms, their associ-
ated aspect categories, and the sentiment expressed
towards the aspect terms.

Gabryszak and Thomas (2022) introduced the
German language dataset MobASA, which com-
prises tweets from public transportation companies
and channels related to barrier-free travel for handi-
capped passengers (Gabryszak and Thomas, 2022).
Annotations covered aspect terms, their associated
aspect categories, and the sentiments expressed to-
wards each aspect term (Gabryszak and Thomas,
2022).

In the realm of customer reviews, other notable
resources include the SCARE corpus (Singer et al.,
2016), comprising annotated application reviews
from the Google Play Store, alongside annotations
for aspect terms and sentiment polarities. Similarly,
Fehle et al. (2023) introduced a dataset consist-
ing of sentences from hotel reviews on Tripadvi-
sor, whereby annotations are provided for the sen-
timents expressed towards the considered aspect
categories.

3 Methodology

3.1 Data Acquisition

To gather German language restaurant reviews, Tri-
padvisor was selected as the data source. The five
restaurants with the most customer reviews in the
25 most densely populated German cities as of
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2022! were considered, covering a wide spectrum
of restaurant types, including regional and inter-
national cuisine with various culinary styles. In
the course of the COVID-19 pandemic, restaurant
reviews were influenced by the associated hygiene
measures. To prevent sentiment bias introduced by
hygiene regulations we included all reviews posted
during a period without mandated COVID-19 hy-
giene restrictions, specifically reviews from Octo-
ber 15, 2022, to October 15, 2023, were taken into
account.

Overall, a total of 3,212 user reviews with a Ger-
man language label on Tripadvisor were collected.
The reviews were segmented into 13,426 sentences
using the NLTK Tokenizer (Loper and Bird, 2002).
It was observed that, despite the German language
code label, some sentences were in languages other
than German. Due to this, langdetect> was em-
ployed to ascertain the language of each sentence,
leading to the rejection of 631 sentences which
resulted in a total of 12,795 sentences in German.

Ultimately, the sentences underwent an
anonymization process. Named entity recog-
nition (NER) was employed using spaCy
(de_core_news_lg model) (Honnibal and Montani,
2017) to replace locations, personal names,
and time-related references with anonymized
placeholders "LOC", "PERSON" and "DATE".
Subsequently, regular expressions were employed
to substitute any mentions of the restaurant’s
name in the sentences with the placeholder
"RESTAURANT_NAME".

'German Federal Statistical Office, population and
population density as of December 31, 2022: https:
//www.destatis.de/DE/Themen/Laender-Regionen/
Regionales/Gemeindeverzeichnis/Administrativ/
05-staedte.html

2https://pypi.or‘g/pr‘oject/langdetect

3.2 Data Annotation

From the complete set of 12,795 sentences, a sub-
set of 5,000 sentences was randomly sampled for
annotation. Care was taken to ensure an equal dis-
tribution of sentences from reviews with 1, 2, 3, 4
and 5-star ratings (1,000 sentences each) 3. This
distribution was established so that each sentiment
polarity occurs as evenly as possible across all sen-
tences.

3.2.1 Annotation Task

As proceeded for SemEval-2015 (Pontiki et al.,
2015) and SemEval-2016 (Pontiki et al., 2016), for
a given sentence x, one or multiple triplets (a, ¢, p)
should be assigned, where a represents the aspect
term, ¢ denotes the aspect category, and p indicates
the sentiment expressed towards the aspect. The
annotations included the positional information of
the aspect terms within the text. Multiple aspect
terms could be assigned to the same aspect cate-
gory. Similarly, an aspect term could be assigned
to multiple aspect categories at once. Examples
are presented in Table 1 and an English language
translation of the table is provided in Appendix
Al

The four aspect categories FOOD, SERVICE,
AMBIENCE and PRICE were considered, similar to
the rating categories of the Zagat Survey (Lee and
Teng, 2007) for restaurants. These categories can
also be found on Tripadvisor, allowing users to op-
tionally assign one to five stars to each category in
addition to an overall star rating.

However, in contrast to the categories from the
Zagat Survey and as preceded by Pontiki et al.
(2015), AMBIENCE was used as an aspect category
instead of "Decor"” as it encompasses a slightly

3A customer reviewing a restaurant on Tripadvisor is obli-
gated to provide both a star rating and a textual assessment.

Aspect Category  Triplets Sentence

GENERAL- [('Restaurant’, ’GENERAL-IMPRESSION’, "Sehr schines Rest .

IMPRESSION "POSITIVE’)] enr schones Restaurant.

FOOD [(’Bratwurst’, ’FOOD’, 'POSITIVE’)] Die Bratwurst war %nglaubllch lecker
und perfekt gewiirzt.

SERVICE [(’Bedienung’, ’SERVICE’, ’NEGATIVE’)] "Bedienung leider nicht aufmerksam."

AMBIENCE [(’NULL’, ’AMBIENCE’, ’NEGATIVE’)] "Es war viel zu laut, wie im Club."

PRICE [(’NULL’, ’PRICE’, ’NEUTRAL’)] "Preislich ist das ok gewesen."

PRICE, [(’Preise’, ’PRICE’, ’NEUTRAL’) R . . -

SERVICE (’Service’, ’SERVICE’, ’NEGATIVE’)] Preise sind ok und Service auch.

FOOD, [(’Essen’, ’FOOD’, ’POSITIVE’), " "

AMBIENCE, (’ Atmosphire’, ’AMBIENCE’, ’POSITIVE’), Zfl”erfegzsf:,’l Zloéfﬁiz;’/fs sap IZS:ESZ:}ZW o

SERVICE (’Service’, ’SERVICE’, ’POSITIVE’)] ganz ’

Table 1: Annotated examples

for all aspect categories.
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broader scope. Furthermore, a fifth category called
GENERAL-IMPRESSION was introduced, which cap-
tured aspects that pertain to the restaurant in a gen-
eral sense, similar to the datasets for ABSA pub-
lished in the realm of SemEval-2015 (Pontiki et al.,
2015) and SemEval-2016 (Pontiki et al., 2016),
whereby an aspect category was introduced that
encompassed general aspects related to a laptop or
a restaurant for which a review was written.

Implicit addressing of an aspect category should
be annotated as well. In this case, "NULL" was as-
signed as the aspect term. For each aspect term
within these categories, one of the following senti-
ment polarity labels should be applied: POSITIVE,
NEGATIVE, NEUTRAL (indicating mild positivity
or mild negativity sentiment) or CONFLICT. The
CONFLICT label was assigned in case both positive
and negative sentiments are expressed towards an
aspect term.

Furthermore, as preceded by Pontiki et al.
(2015), aspects should only be annotated if a senti-
ment was expressed towards them. For instance, in
the sentence "You can eat pizza there", no sentiment
is expressed towards the aspect "Pizza" (aspect cat-
egory: FOOD), and thus, the aspect should not be
annotated accordingly.

3.2.2 Data Labelling Procedure

Three persons were tasked with annotating sen-
tences in order to establish the gold standard labels.
Similar to the approach employed by Pontiki et al.
(2014), the annotation process commenced with
one annotator (annotator A, M.Sc. media computer
science student) annotating all 5,000 sentences and
subsequently, each of the annotations by annotator
A underwent inspection and validation by a second
annotator B.

For the second annotation, a PhD student and an
M.Sc. student, both specializing in media computer
science, were tasked to review 2,500 annotations
by annotator A each. All annotators had prior ex-
perience in annotating textual data in the field of
SA, with the PhD student having prior experience
in annotating text for ABSA.

The annotation process was facilitated using La-
belStudio*. All annotators were provided with a
comprehensive annotation guideline’, which ex-
plained the user interface in LabelStudio specifi-

*Label Studio - Open Source Data Labelling Tool: https:
//labelstud.io

5https://github.com/NilsHellwig/GERestaurant/
blob/main/annotation_guideline.pdf

cally created for this annotation task and included
examples for sentences in German language closely
aligned with those provided in the annotation guide-
line employed by Pontiki et al. (2015).

In addition to annotating all triplets (a, ¢, p), an-
notators were tasked to tick a checkbox when they
encountered two or more sentences in an exam-
ple instead of one, since the NLTK Tokenizer em-
ployed for sentence segmentation could potentially
introduce errors. Another checkbox was provided
to mark examples where customers addressed an
aspect without conveying any sentiment. This al-
lowed for the possibility of annotating them at a
later point in time for future studies.

In 113 out of 5,000 sentences, annotator B pro-
posed a label different to that assigned by annotator
A. Among these, Annotator A accepted the revised
label suggested by annotator B in 81 sentences.
The annotation of the remaining 32 sentences was
decided in consensus of the two annotators. In
16 sentences, both annotators opted to adopt the
annotations provided by annotator A, in seven in-
stances, the annotation of annotator B was adhered
to. For the remaining nine sentences, a consensus
was reached on an annotation distinct from their
initially proposed annotations.

Among the 5,000 examples, 589 were excluded
since they consisted of more than one sentence.
Subsequently, out of the remaining 4,411 sentences,
1,291 were omitted since no sentiment was ex-
pressed towards aspects of the considered aspect
categories and 42 sentences were removed since
they encompassed at least one triplet with a conflict
polarity, resulting in a total of 3,078 sentences with
a total of 3,149 explicit and 1,165 implicit aspects.

3.3 Baseline Models

For a total of four typical ABSA tasks, we provide
transformer-based baseline models. All models
were loaded using the Hugging Face transformers
library® and trained on two NVIDIA RTX A5000
GPU with 24 GB VRAM each. The implementa-
tion was conducted using Python version 3.11.5.
To assess the performance of each model, we con-
ducted a random 70-30 train-test split. The models
were trained on the training set, consisting of 2,154
examples, and evaluated on the test set, containing
924 examples.

6https://pypi.org/project/transformers
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3.3.1 Aspect Category Detection (ACD) and
Aspect Category Sentiment Analysis
(ACSA)

Similar to Fehle et al. (2023), the identification of
aspect categories (ACD) and the identification of
both aspect categories and the sentiment polarity
expressed towards them (ACSA) was treated as a
multi-label classification task. Two base models
were fine-tuned in this study: gbert-large’ (337
million parameters) and gbert-base® (111 million
parameters) by deepset. Both models are based on
the BERT architecture and are pre-trained on large
amounts of German language texts (Chan et al.,
2020).

For training and validation, a batch size of 16,
an epoch-number of 3 and a learning rate of 2e-5
(c.f. Devlin et al. (2018)) was used. As proceeded
by Fehle et al. (2023), a prediction was considered
a true positive, if the predicted aspect(s) of a sen-
tence (including the sentiment polarity for ACSA)
occurred in the ground truth labels.

3.3.2 End-to-End ABSA (E2E-ABSA)

E2E-ABSA is the task that aims at simultaneously
identifying aspect terms and determining the sen-
timent polarity expressed towards them in a given
text. As proceeded by Li et al. (2019), E2E-ABSA
was conducted employing a BERT model for to-
ken classification. gbert-large and gbert-base were
employed for this task as well. The task involved
predicting a tag sequence y = {y1,...,yr}, with
each tag corresponding to a token in the sentence.
The potential values for y; encompass B-{ POS,
NEG,NEU},I-{POS, NEG, NEU} or O. The
tag denoted the beginning (B) and inside (I) of an
aspect term, coupled with negative, neutral or posi-
tive sentiment and O, in case that a token was not a
part of an aspect term.

For training, a binary cross-entropy loss was
employed, and the sigmoid function was used as
the activation function. Similar to the evaluations
conducted by Li et al. (2019), learning rate was
set to 2e-5, batch size was set to 16 and the model
was trained for 1,500 steps. When calculating the
evaluation metrics, the true positives included all
correctly identified pairs of an aspect term and the
sentiment polarity expressed towards it, similar to
Zhang et al. (2023) and Li et al. (2019).

"https://huggingface.co/deepset/gbert-large
8https://huggingface.co/deepset/ghert-base

3.3.3 Target Aspect Sentiment Detection
(TASD)

TASD is the task that leverages the full complexity
of GERestaurants’ annotations. Its objective is to
identify all aspect terms, their associated aspect
categories, and the sentiment expressed towards
the aspect terms within a given text.

For the TASD task, the paraphrasing approach
methodology introduced by Zhang et al. (2021) was
employed. The paraphrase generation framework
utilized is outlined in Appendix A.2. The polar-
ity label POSITIVE was mapped to “gut” (Eng.:
"good") in the paraphrased label, NEGATIVE to
"schlecht” (Eng.: "bad') and NEUTRAL to "ok". In
the case of an implicit aspect, the aspect term was
decoded as "es” (Eng.: "it").

Both t5-large” (770 million parameters) and t5-
base'? (223 million parameters) were evaluated as
the underlying seq2seq models. In terms of train-
ing parameters, batch size was set to 16, number
of training epochs to 20 and learning rate to 3e-
4, similar to Zhang et al. (2021). For evaluation,
true positives encompassed all correctly identified
triplets, meaning that all three sentiment elements
(aspect term, aspect category and sentiment polar-
ity) were identified correctly.

4 Results
4.1 Properties of the Annotated Dataset

Table 2 presents an overview of the frequency of
triplets occurring with their respective aspect cate-
gories, reference types, and sentiment polarities in
the overall dataset. The highest number of triplets
was identified for the FOOD category (1,712 triplets),
while the lowest count was observed for the PRICE
category (255 triplets). Aspects were more fre-
quently addressed explicitly (3,149 triplets) rather
than implicitly (1,165 triplets). Positive sentiments
were expressed towards the majority of identified
aspects (2,339 triplets), followed by negative sen-
timents (1,795 triplets). A neutral sentiment was
expressed towards 180 aspects.

Moreover, Table 3 presents the most frequently
occurring aspect terms within each aspect category,
and Table 4 shows the sample count for each triplet
quantity. In the case of all aspect categories except
for GENERAL-IMPRESSION, the most frequently oc-
curring aspect term is equal to the name of the
corresponding aspect category. Moreover, in more

ghttps://huggingface.co/t5—1arge
Ohttps://huggingface.co/t5-base
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Positive Negative Neutral Total

Aspect Category  Explicit  Implicit  Explicit Implicit Explicit Implicit Explicit Implicit
GENERAL-

IMPRESSION 103 306 56 285 5 21 164 612
FOOD 880 83 532 98 109 10 1,521 191
SERVICE 514 69 316 177 10 0 840 246
AMBIENCE 312 26 99 42 6 0 417 68
PRICE 45 1 149 41 13 6 207 48
Total 1,854 485 1,152 643 143 37 3,149 1,165

Table 2: Aspect categories distribution per sentiment polarity and reference type for the annotated dataset.

Aspect Category

Description

Most Frequent Aspect Terms

Aspects related to the overall impression of the

Restaurant (42)
RESTAURANT_NAME (22)

GENERAL-IMPRESSION restaurant without focusing on the aforementioned LOC (22)
aspect categories. Lokal (12)
Brauhaus (5)
Essen (302)
Aspects related to food in general or specific Bzer. (46)
FoOD dishes and drinks Speisen (42)
’ Fleisch (30)
Kiiche (28)
Service (209)
Aspects related to service in general or the Bedienung (125)
SERVICE attitude and professionalism of staff, wait times, Personal (90)
or service offerings such as takeout. Kellner (58)
Kellnerin (17)
Aspects related to the ambiance and atmosphere 2?::;?”;6..(102)1
in general or the environment of the restaurant’s phre (1)
AMBIENCE . &¢ S Y Lage (13)
mterlor. and exterl.or, including its decor and Lokal (12)
entertainment options. Location (10)
Preise (30)
Aspects related to price in general or the pricing Preis (25)
PRICE of dishes, beverages, or other services offered Essen (14)
by the restaurant. Preisen (11)
Preis-Leistungsverhdltnis (10)
Table 3: Description of the aspect categories and their most frequent aspect terms.
# Triplets i ) 3 4 5 6 7 8 9 16

# Sentences 2,236 590 168 57 14 7 3 1 1 1

Table 4: Sample count of each triplet quantity.

than two-thirds (2,236) of the 3,078 sentences, ex-
actly one aspect or triplet was identified.

4.2 Comparison with the SemEval Datasets

As the dataset used in this work and the datasets
from SemEval 2015 and 2016 are similar in terms
of their domain and the type and depth of annota-
tion, it is possible to compare dataset properties,
such as their class distribution or language-specific
features, such as the ratio of explicitly and implic-
itly expressed aspects. In order to ensure the com-
parability of the annotations of the GERestaurant
dataset with the two SemEval datasets from 2015
and 2016, various adjustments had to be made,

as although the datasets have undergone similar
annotation procedures, the labels of the aspect cat-
egories are named and summarized differently: (1)
The PRICES subcategories of the SemEval datasets
were transformed to the PRICE aspect category; (2)
the RESTAURANT category of the SemEval datasets
was converted to the GENERAL-IMPRESSION cate-
gory; (3) the LOCATION category of the SemEval
datasets were integrated into the AMBIENCE cate-
gory; and (4) The DRINKS category of the SemEval
datasets was merged into the FOOD category.

Table 5 depicts the class balances of the five as-
pect categories as well as the polarity labels over
the three datasets GERestaurant, SemEval 2015
and 2016. Subsequently, we consider a dataset as
the combination of its train and test sets. The bal-
ance of the aspect classes of the SemEval datasets
is almost identical, facilitated in part by the fact
that almost the entire SemEval 2015 dataset, with
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Dataset Aspect Category Polarity Aspect Term Type
I Generz'll Food Service Ambience Price | Positive Negative Neutral | Implicit Explicit
mpression
GERestaurant 18.0% 39.7% 25.2% 112%  59% | 542%  41.6% 4.2% 27.0%  73.0%
SemEval 2015 20.6% 42.6% 17.7% 11.5% 75% | 66.1%  30.0% 3.9% 249%  75.1%
SemEval 2016 20.6% 43.6% 17.9% 108%  7.1% | 674%  28.3% 4.3% 248%  752%

Table 5: Comparison of the balances of the aspect category, the polarity labels and the ratio of implicitly and
explicitly expressed aspect terms between the three ABSA datasets GERestaurant, SemEval 2015 and SemEval

2016.

1,700 of its 1,702 annotated examples, has been in-
tegrated into the SemEval 2016 dataset, which con-
tains a total of 2,384 annotated examples. The over-
all class distribution of the GERestaurant dataset is
also quite similar to that of the SemEval datasets
and differs primarily in a 6.5 percentage point
higher occurrence of the SERVICE aspect category,
while all other aspect classes occur slightly less
frequently. Considering the distributions of the
polarity classes across all aspects, while the over-
all distributions of the polarity labels between the
SemEval datasets are again very similar, bigger dif-
ferences can be observed between the GERestau-
rant and SemEval datasets. The proportion of the
neutral label remains comparably low between all
datasets, but the negative polarity label was as-
signed up to 12 percentage points more frequently
in the GERestaurant dataset at 41.6%, while the
positive label was correspondingly annotated less
frequently compared to the SemEval datasets, con-
stituting only 54.5% of the total. Similar to the
distribution of aspect classes, the ratio of implicitly
and explicitly expressed aspects is very similar be-
tween all corpora. While the two SemEval datasets
have an almost identical ratio, the GERestaurant
dataset is only slightly above in terms of implicit
aspects with an increase of about two percentage
points, resulting in 27.0% implicitly expressed as-
pects and 73.0% explicitly expressed aspects.

4.3 Baseline Performance

The performance achieved in the four ABSA tasks
under consideration are presented in Table 6. For
predicting the five aspect classes (ACD task),
gbert-large demonstrated the highest performance,
achieving micro and macro F1 scores of 91.82 and
90.73, respectively, placing it approximately three
percentage points ahead of gbert-base. Similarly, in
the classification of aspects combined with their po-
larity (ACSA), the best performance was observed
when employing gbert-large, which attained mi-

cro and macro F1 scores of 85.14 and 58.61, re-
spectively. The micro-averaged F1 score surpassed
that achieved with gbert-base by approximately 11
percentage points, while in the case of the macro-
averaged F1 score, it exceeded it by around 22
percentage points.

Task Language Model F1 Micro F1 Macro
e Eme R
o B i s
BIE-ABSA L e Pes 023
w e B

Table 6: Performance for the baseline models per ABSA
subtask.

For the E2E-ABSA task, gbert-large demon-
strated the highest performance as well, achieving
a micro F1 score of 81.61 and a macro F1 score of
77.28. This performance improvement over gbert-
base, with a micro F1 score of 74.66 and a macro
F1 score of 50.25.

Similarly to the previous tasks, again, the large
model variant exceeded the performance of the
base model by about four to five percentage points,
resulting in a micro F1 score of 68.86 a macro F1
score of 59.03 for the t5-large model.

5 Limitations

While GERestaurant provides a valuable resource
for studying ABSA in the German restaurant do-
main, it also comes with limitations. Firstly, the
annotations are based on human judgments, which
introduces subjectivity and potential inconsisten-
cies. Furthermore, the quality of annotations is
constrained by the fact that each example was not
independently annotated by multiple annotators,
but rather, one annotator annotated all sentences
and their annotations were reviewed by another
annotator.
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Furthermore, the imbalance among the five as-
pect categories can be considered a limitation of
this work. For instance, the fewest number of as-
pects (251) are assigned to the PRICE category,
while the majority of aspects (1,676) are assigned
to the FOOD category. Similar imbalances are ob-
served in terms of sentiment polarities, with only
175 aspects toward which a neutral sentiment was
expressed, compared to 2,283 aspects towards
which a positive sentiment was expressed, which
represents more than half of all aspects.

6 Discussion

GERestaurant offers a novel resource for ABSA re-
search in the German language, specifically within
the restaurant domain. Comprising 3,078 manually
annotated sentences, GERestaurant encompasses
both implicit and explicit aspects, annotated by
human annotators. This is the third German lan-
guage dataset besides GermEval 2017 (Wojatzki
etal.,2017) and MobASA (Gabryszak and Thomas,
2022) to include annotations of aspect terms, as-
pect categories, and sentiment polarities of both
implicit and explicit aspects.

The analysis of the class distributions of the as-
pect classes and the sentiment polarities between
the German GERestaurant dataset and the English
SemEval 2015 and 2016 datasets revealed a strong
similarity of the ABSA-specific annotations of the
datasets. The close correlation between the datasets
opens up a variety of possibilities to compare the
performance of ABSA methods on English and
German datasets and could provide conclusions on
how far methods can be used across languages de-
spite language-specific differences in the datasets
and methods.

Our provided baseline performance on all four
ABSA tasks is in line with the performance re-
ported in similar studies using transformer-based
models for such tasks across various domains.
However, it’s important to acknowledge that the
comparability of the results is limited due to vari-
ations in the number of aspect categories and the
number of training examples across the datasets.

A micro-averaged F1 score of 91.82 was
achieved in the ACD task, consistent with micro-
averaged F1 scores obtained on other datasets, e.g.
a micro-averaged F1 score of 90.89 on the restau-
rant dataset of SemEval from 2014 (Sun et al.,
2019) or a micro-averaged F1 score of 90.6 on
the dataset comprising hotel reviews presented by

Fehle et al. (2023).

In the ACSA task, a micro-averaged F1 score
of 85.14 was obtained, slightly exceeding the re-
ported scores achieved on other datasets. Cai et al.
(2020) reported micro-averaged F1 scores of 64.67
and 74.55 for the restaurant datasets of SemEval
2015 and 2016, respectively. ABenmacher et al.
(2021) reported a micro-averaged F1 score of 65.5
on GermEval 2017 and Fehle et al. (2023) reported
a micro-averaged F1 score of 80.9 on the dataset
comprising hotel reviews.

For the E2E-ABSA task, a micro-averaged F1
score of 81.61 was attained. Lower scores were
reported for other domains, e.g. Li et al. (2019)
reported a micro-averaged F1 score of 73.22 when
considering the restaurant domain and 60.43 when
considering the laptop domain, using datasets com-
posed of examples from the SemEval datasets from
2014 to 2016.

The performance in the TASD task (micro-
averaged F1 score of 68.86) falls within the spec-
trum of results observed by Zhang et al. (2021),
who represented triplets as phrases, reporting a
micro-averaged F1 score of 63.06 for the restaurant
dataset of SemEval 2015 and a micro-averaged F1
score of 71.97 for the restaurant dataset of SemEval
2016.

7 Conclusion & Future Work

This work presents GERestaurant, a novel German
language dataset comprising 3,078 restaurant re-
views annotated for ABSA. The dataset covers im-
plicit and explicit aspects, providing annotations
for aspect terms, aspect categories, and sentiment
polarities. Transformer-based SOTA models were
fine-tuned on the training set provided by us for
four common ABSA tasks, and subsequently eval-
uated on the test set.

In future work, GERestaurant could be utilized
for developing improved machine learning mod-
els with focus on the German language for various
ABSA tasks, building upon the methods introduced
in this work and further improving the presented
baseline values. Moreover, future work may in-
volve expanding the aspect categories by incorpo-
rating fine-grained attributes, as in the SemEval
datasets from 2015 and 2016, or including informa-
tion about not only aspect phrases but also opinion
phrases, in order to reflect the entire quadruple of
an aspect-based annotation (Pontiki et al., 2015,
2016).
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8 Ethical Considerations

The collection of our dataset adhered to strict pri-
vacy guidelines to safeguard the rights of users.
Our primary objective was to extract reviews while
avoiding the collection of personalized data that
could potentially identify individual users or spe-
cific user groups. Furthermore, any direct refer-
ences to individuals or restaurants were systemati-
cally anonymized to prevent indirect identification
of individuals or establishments.

The dataset and its annotations are available
upon request from the authors to ensure respon-
sible usage for academic purposes, thus preserving
the original intent of data collection. The Python
code for data collection and data cleaning is acces-
sible via GitHub'!.

Despite our meticulous data collection and
anonymization procedures, inherent limitations and
ethical considerations persist. Our dataset may not
fully represent the spectrum of user sentiment due
to potential bias in review writing, as reviewers
may only represent a specific subset of the popula-
tion. Furthermore, the transferability of knowledge
about review semantics and characteristics across
different rating platforms cannot be guaranteed.
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A Appendix
A.1 Examples from the Annotated Dataset

Aspect Category  Triplets Sentence

GENERAL- [(’restaurant’, ’GENERAL-IMPRESSION’, "Very nice restaurant.”

IMPRESSION "POSITIVE’)] ’

FOOD [(’sausage’, 'FOOD’, 'POSITIVE')] "The sausage was incre?ibly delicious
and perfectly seasoned.

SERVICE [(’Service’, ’SERVICE’, ’NEGATIVE’)] "Service unfortunately not attentive."

AMBIENCE [(’NULL’, ’AMBIENCE’, ’NEGATIVE’)] "It was much too loud, like in a club."

PRICE [(’NULL’, ’PRICE’, ’NEUTRAL’)] "Price-wise it was ok."

PRICE, [(’Prices”, "PRICE’, "NEUTRAL’) "Prices are ok and service as well."

SERVICE (’service’, ’SERVICE’, ’NEGATIVE’)] ’

FOOD, [(’food’, 'FOOD’, ’POSITIVE’), .,

AMBIENCE, (Satmosphere’ , ’AMBIENCE’, ’;OSITIVE vy, Greatfood, great atmosphere “,’?,d

SERVICE (service’, 'SERVICE’, ’POSITIVE’)] really nice and attentive service!

Table 7: Annotated examples for all aspect categories (English translation).

A.2 Paraphrase Generation Framework
A.2.1 Explicit Aspect

Sentence (Input) Die Pasta war super, aber die Bedienung war unfreundlich!
[(Pasta’, . "POSITIVE'),

Label (’Bedienung’, . ’NEGATIVE’)]

Paraphrased Label ist gut, weil Pasta gut ist [SSEP]

ist schlecht, weil Bedienung schlecht ist [SSEP]

Table 8: Paraphrasing of an explicit aspect’s label.

A.2.2 Implicit Aspect

Sentence (Input) Es hat richtig gut geschmeckt!
Label [CNULL, O POSITIVE')]
Paraphrased Label ist gut, weil es gut ist [SSEP]

Table 9: Paraphrasing of an implicit aspect’s label.
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Abstract

This paper investigates the effectiveness of au-
tomatic span retrieval methods for translating
SQuAD to German through a comparative anal-
ysis across two scenarios. First, we assume no
gold-standard target data and find that TAR, a
method using an alignment model, results in
the highest QA scores. Secondly, we switch to
a scenario with a small target data and assess
the impact of retrieval methods on fine-tuned
models. Our results indicate that while fine-
tuning generally enhances model performance,
its effectiveness is dependent on the alignment
of training and testing datasets.

1 Introduction

Extractive question answering (QA) is an NLP task
in which a model receives a question and a context
and needs to identify a context span that best an-
swers this question. Figure 1 shows an example
from a well-known extractive QA dataset SQuAD
(the Stanford Question Answering Dataset, Ra-
jpurkar et al. (2016, 2018)): For a given question,
“What happened in 1971 and 19727 the model
should find the span of “two more launch failures”
within the given context text.

To achieve high-performance in QA, one re-
quires a robust training dataset with gold-standard
annotations. However, such resources exist only
for a few languages (Rogers et al., 2023). There-
fore, to perform QA in a new language or domain,
one must choose from: (1) manually curating a
new dataset (d’Hoffschmidt et al., 2020; Heinrich
et al., 2022; Efimov et al., 2020; Lim et al., 2019;
Kazemi et al., 2022), (2) automatically translating
a well-established dataset such as SQuAD into the
target language (Mozannar et al., 2019; Kazi and
Khoja, 2021; Vemula et al., 2022), or (3) using a
hybrid approach and combining translation with a
small manually annotated data (Moller et al., 2021).
Given the varying costs associated with each op-
tion, it is crucial that researchers not only share

What happend in 1971 and 19727

Question

Was geschah in den Jahren 1971 und 1972?

rget language

Meanwhile, the USSR continued briefly trying to perfect their N1 rocket, finally canceling it

in 1976, after two more launch failures in 1971 and 1972. !
ource language

Context

In der Zwischenzeit versuchte die UdSSR weiterhin kurzzeitig, ihre N1-Rakete zu
perfektionieren und stellte sie schlieRlich 1976 ein, nachdem 1971 und 1972 zwei weitere
Starts fehlgeschlagen waren.

Data Point

rget language

<two more launch failures>

Answer

<?7?7?>

T

two more launch failures

—D

‘ after l two lmore llaunchlfailuresl in | 1971 | and | 1972 ‘

AR

uses Alignment

T

... | nachdem

wei | weitere | Starts | fehlgeschlagen |waren

Answer Span Retrieval

.., after "two more launch failures" in 1971 and 1972.
adds quotes

QUOTE

..., nachdem 1971 und 1972 "zwei weitere Starts fehlgeschlagen" waren.

- -/

Figure 1: Context-based QA is the task of extracting
answer span based on the question and context. The top
depicts challenges in converting an English QA pair to
German. The bottom shows different approaches for
retrieving the answer span from the translated context.

their datasets but also insights learned during their
creation, thereby aiding future similar initiatives.
For German, such valuable observations were
provided by Moller et al. (2021). The authors not
only introduced a new, manually annotated dataset,
a state-of-the-art QA model, but also shared lessons
learned during its creation, such as successful
strategies for hybrid QA approaches and their gen-
eralization capabilities in out-of-dataset scenarios.
However, the authors skipped a crucial aspect — the
selection of the method for answer span retrieval.
Translating SQuAD to a new language introduces
challenges, such as answers that do not match the
translated context. Figure 1 illustrates such a com-
mon issue. After translating the gold-standard En-
glish question and context pair to German, the trans-
lated answer "zwei weitere Fehlstarts" does not ap-
pear in the translated context anymore, making the
datapoint unusable in the QA system. To deal with
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Figure 2: Experimental setup.

such issues, it is necessary to use additional answer
retrieval methods (see the bottom of Figure 1 and
the details of the methods in Section 2.2). How-
ever, there is a notable research gap regarding the
comparative effectiveness of these heuristics and
their influence on the German QA systems.

In this work, we aim to facilitate future ap-
proaches to QA dataset creation. Based on
the premise that robust and high-quality training
datasets lead to higher QA scores, we seek to an-
swer two methodological research questions:

RQ1 Which answer span retrieval method yields
the best-performing German SQuAD translation?

RQ2 Do span retrieval methods influence hybrid,
fine-tuned models?

To address these questions, we replicate the ex-
perimental setup from Moller et al. (2021) using
various answer retrieval methods (§2). We find that
the effectiveness of these methods significantly de-
pends on the type of existing data. In scenarios
where only translated SQuAD is available, retriev-
ing answers with an alignment model yields the
best QA results (§3). However, for the hybrid QA
models that additionally use small target data, the
impact of span retrieval methods is dependent on
the application and origin of the evaluation data
(§4). While our analyses focus only on German,
the results presented here can serve as guidelines
for the future creation of SQuAD-based datasets in
other languages.

2 Experimental Setup

Figure 2 illustrates the experimental setup from
Moller et al. (2021) expanded by various answer
retrieval methods (marked in red box). Below, we
provide details of all the setup steps, beginning
with an overview of the data used.

2.1 Data

Our experimental setup includes four different QA
datasets (one English and three German). Based

on the survey by Rogers et al. (2023), these are all
SQuAD-like datasets that exist for German.

SQuAD 1.1 (Rajpurkar et al., 2016) is our source
English QA dataset. It contains 107.785 QA pairs
for 536 paragraphs taken from Wikipedia articles.
For simplicity reasons, we use version 1.1 and not
SQuAD 2.0 (Rajpurkar et al., 2018), which ad-
ditionally includes over 50k unanswerable ques-
tions.! Moreover, we employ only the training part,
with 87k QA pairs.

GermanQUAD is the German recreation of
SQuAD from Moller et al. (2021). We use it for
fine-tuning hybrid QA models and evaluation (see
Figure 2). It comprises 13,722 manually created
QA pairs. The original dataset comes only with
training and test parts, so we leave out 20% of the
training data as a development set.

XQuAD and MLQA (German parts) are used
only for evaluation. XQuAD contains 1190 QA
pairs from SQuAD translated by professionals
to ten languages (Artetxe et al., 2020). MLQA
(5027 pairs) was created from scratch following the
SQuAD methodology (Lewis et al., 2020). Moller
et al. (2021) call these two datasets out-of-domain
for GermanQuAD. However, the main difference
between them and GermanQuAD lies in the de-
tails of their creation, and not domains — all three
resources are based on Wikipedia articles and the
SQuAD framework. Therefore, we use the term
cross-dataset to refer to the experiments where
models are trained on GermanQuAD and applied
to XQuAD and MLQA.

2.2 Translation and span retrieval

The first step in Figure 2 consists of translating
SQuAD to German. Originally, Mdller et al. (2021)
used data translated with Facebook’s commercial
model (Lewis et al., 2020). We replace it with
an open-source model called FAIRSEQ (Ott et al.,
2019). Moreover, we differ the answer span re-
trieval method to one of the three approaches iden-
tified in the literature:

RAW simply filters out cases where the translated
answer does not appear exactly once in the context.

TAR (Translate Align Retrieve) was introduced by
Carrino et al. (2020) to translate SQuAD to Span-
ish. The method addresses the complex cases that

"Unanswerable questions have an empty answer span and
are, therefore, exempt from the issue at hand.
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GermanQUAD MLQA XQuAD
Dataset Size F1 EM F1 EM F1 EM
RAW 42.3k 65.3 51.2 63.1 47.7 76.5 60.8
TAR 83.3k 73.2 55.5 669 50.9 779 625
QUOTE 76.5k 73.4 51.3 66.8 47.6 717  56.1

Table 1: Performance of the QA systems trained only on the automatically translated SQuAD. The size of the
datasets is measured in the number of individual QA pairs. The highest numbers in each column are in bold.

the RAW approach typically discards. It uses an
alignment model to extract answer spans by map-
ping tokens between the source and target contexts
(cf., Figure 1). We re-implement TAR with XML-
Align (Chi et al., 2021), a better-performing aligner
than the originally used efmaral (Ostling and Tiede-
mann, 2016).2

QUOTE was first used by Lee et al. (2018) for
translating SQuAD to Korean. The heuristic takes
advantage of translation models frequently over-
looking certain symbols, like quotation marks, and
directly copying them to the outputs. It involves
surrounding the answer span with such symbols
before translation to then easily identify the corre-
sponding span in the translated context. We tested
three different symbols — ", ’, and () — and found
that FAIRSEQ preserves quotation marks the best.

2.3

As the next step from Figure 2, we implement two
QA models following Moller et al.’s (2021) best-
performing systems. They are based on GELEC-
TRA large (Chan et al., 2020) and have two ver-
sions: SQuADtranslate, trained only on the trans-
lated data, and the hybrid model, fine-tuned on Ger-
manQuAD (see hyperparameters in Appendix A).

QA Training and fine-tuning

2.4 Evaluation

We use two evaluation metrics: averaged F1 and ex-
act match (EM) scores. F1 measures the similarity
between the predicted and gold-standard answers,
where the score is above zero as long as there is
some word overlap between the two. EM, on the
other hand, is a binary measure, giving 1 only if
the predicted answer is equal to the gold-standard
answer and O otherwise.

3 QA with No Target Data

We begin by addressing RQ1 and evaluating which
answer retrieval method gives the best QA results.

2All the developed code is publicly available at https:
//github.com/JensKaiser96/HowToTranslateSQuAD.

GermanQUAD
F1 AF1 EM AEM
RAW 65.3 - 51.2 -
TARREpuCED 70.1  -3.1 52.0 -3.5
QUOTERrebucen 727 -0.7 513 0.0
Table 2: Performance of the QA systems trained

on 42.3k randomly selected, automatically translated
SQuAD instances. As report losses from the data reduc-
tion (cf. Table 1).

3.1 Results

Table 1 shows the results for the three QA models
using different answer retrieval methods. Firstly,
we observe the influence of retrieval approaches on
the training data size. With RAW, which excludes
all data points where the translated answer does
not appear exactly once in the translated context,
roughly half of the training data is lost (training part
of SQuUAD has 87k pairs). In contrast, TAR allows
for keeping almost 100% of the dataset. Finally,
QUOTE preserves approximately 90% of the data,
filtering out for example pairs where the translation
did not keep the quotation marks.

Next, we move to the accuracy of the QA sys-
tems.> While the evaluation datasets clearly vary
in difficulty, with MLQA being the most challeng-
ing, the relative performance of the models remains
consistent across them. Interestingly, the two met-
rics — F1 and EM - prioritize different methods.
Under F1, which allows for partial matches, RAW
significantly underperforms compared to the other
two methods, which achieve very similar results.
In contrast, under the EM metric, TAR emerges
as the clear leader, outperforming QUOTE by as
much as 6.4 EM points on XQuAD.

3Differences to the results reported by Méller et al. (2021)
most likely stem from the translation method and hyperpa-
rameters. However, since our goal is to observe differences
between the models, we do not aim at SOTA performance.
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Figure 3: Percentages of answer lengths in the datasets.

3.2 Analysis

So far, TAR resulted in the best QA system. How-
ever, it is unclear if its advantage stems solely from
the larger dataset or the quality of the generated
QA pairs. To analyze the influence of the dataset
size on the model performance, we randomly sub-
sample the TAR and QUOTE datasets to match the
size of RAW (42.3k) and train two new reduced
QA systems (see Table 2). As expected, the per-
formance of both models decreases compared to
Table 1 (reported in A columns). However, even
with equivalent training sizes, they still exceed the
performance of RAW. With dataset size ruled out
as the only contributing factor, we analyze what
other differences we can find.

Answer lengths The first factor that potentially
varies within the datasets is the answer length.
RAW, which keeps only QA pairs where the trans-
lated answer directly appears in the context, might
be affected by the answer’s length and perform bet-
ter for typically short answers, such as numbers,
dates, and names. Similarly, TAR might encounter
more issues when setting the answer span at ex-
treme context points following token mapping.*
To evaluate this hypothesis, Figure 3 presents the
distribution of answer length across all datasets.
For RAW, there is approximately 10% more single-
token answers compared to TAR and QUOTE. Ad-
ditionally, only about 6% of RAW’s answers extend
beyond five tokens, and none exceed 21. In con-
trast, TAR and QUOTE exhibit more similar distri-
butions. TAR has fewer answers than QUOTE up
to five tokens, but the situation reverses afterwards.

“Consider the example Emma® bought® ice® at the new

store in town translated to German Emma" hat® Eis® bei dem
neuen Laden in der Stadt gekauft* and with the retrieved span
including all tokens in between the aligned words.

3 Answers in-between are counted towards higher buckets.

3514 RAW
TAR
301 = QUOTE

25

20

%

151

10

wer wann wo warum None
Question Types

welche was  wie

Figure 4: Percentages of question types in the datasets.

Question types The observed variations in an-
swer lengths may indirectly influence the distribu-
tion of question types. Typically, questions, such
as who (wer) or when (wann) are associated with
shorter answers, while what (was) or why (warum)
require more elaborate responses. To test if this is
the case in our datasets, we categorize questions
based on their initial words and present results in
Figure 4. We find that distributions for TAR and
QUOTE are very similar. However, RAW exhibits
a notably different pattern with fewer questions
requiring complex answers, such as what (was)
and why (warum) and more necessitating shorter
responses, such as who (wer) and when (wann)

4 QA with Small Target Data

So far, we have assumed no gold-standard data in
the target language. Now, we switch to RQ2 and
analyze the influence of span retrieval methods on
the hybrid models. We prepare four versions of the
GELECTRA-GermanQuAD model from Figure 2:
ONLY_FT, which uses only GermanQuAD, and
RAWgr, TARgT, and QUOTEgT, models that are
first trained on translated SQuAD and then fine-
tuned. Table 3 presents the results of all the models
and their respective gains/losses from fine-tuning
(i.e., differences to Table 1). For comparison, we
also report NO_FT numbers — the highest results
achieved by models that did not use fine-tuning
(i.e., best results from Table 1). As all results span
two distinct scenarios, we discuss each separately.

In-dataset evaluation When models are fine-
tuned and evaluated with data from the same source
— GermanQuAD - already ONLY_FT outperforms
NO_FT, i.e., models with no additional training
signals (see Table 3a). Further boosts can be ob-
served from fine-tuning, which strongly reduces
performance differences between FT approaches.
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GermanQUAD MLQA XQuAD
F1 AF1 EM AEM F1 AF1 EM AEM F1 AF1l EM AEM
NO_FT 73.4 - 55.5 - 66.9 - 50.9 - 77.9 - 62.5 -
ONLY_FT 71.5 - 63.0 - 50.4 - 28.2 - 64.9 - 38.4 -
RAWET 84.1 +18.8 70.5 +19.3 60.2 -29 371 -10.6 714 51 463 -145
TAREgT 822 +9.0 66.7 +11.2 604 -65 352 -15.7 699 -8.0 423 -202
QUOTEgr 83.0 +9.6 684 +17.1 622 -46 377 99 713 -64 448 -113

(a) In-dataset results

(b) Cross-dataset results

Table 3: Performance of the fine-tuned QA systems; As reports gains/losses from fine-tuning (cf. Table 1).

Interestingly, their magnitude varies considerably
among the models, ranging from 9 F1 points for
TARpt to 18.8 points for RAWEt. Surprisingly,
RAWET, which previously was the weakest method,
achieves the best results.

Cross-dataset evaluation Similarly to Moller
et al. (2021), we find that fine-tuning in the cross-
dataset setting degrades performance of the QA
models (see Table 3b). ONLY_FT and all hybrid
systems, irrespective of the answer span retrieval
method, achieve significantly lower scores com-
pared to the models trained only on the translated
SQuAD. Interestingly, bigger drops in performance
are observed for EM than for F1, suggesting that
tuning leads to overfitting to the specific dataset
characteristics.

5 Conclusion

In this paper, we explored best approaches to au-
tomatically translating SQuAD to German, high-
lighting the crucial role of the span retrieval meth-
ods in this process. We performed a compara-
tive study of the three most-commonly used in
the literature methods in two settings — with and
without fine-tuning. Addressing RQ1, we found
that when no fine-tuning is possible, TAR is the
best practical choice, yielding more training data
and higher (EM) or comparable (F1) results than
QUOTE. RAW performs the worst — its strict fil-
tering not only reduces the dataset size by half, but
also skews question-answer distributions toward
shorter queries about who, when, and how.
Responding to RQ2, the effectiveness of span
retrieval methods varies when small target data
is available. If this data comes from the same
dataset as the evaluation set, automatically trans-
lated SQuUAD is ideally used as a preliminary step
before fine-tuning. In such cases, the differences
between span retrieval methods are minor. How-
ever, if training data comes from a different ori-

gin, fine-tuning can lead to large drops in per-
formance. In such cases, a well-translated, high-
quality SQuAD dataset emerges as a more reliable
source, again underscoring the importance of a
carefully chosen method for the answer span re-
trieval.

6 Limitations

This work provides methodological insights into
the creation of SQuAD-based datasets in German.
Therefore, our experiments are limited to a sin-
gle language. However, we believe that presented
results, particularly the importance of careful se-
lection of the answer span retrieval method, can
be beneficial for researchers aiming to create new
datasets also in other languages.

Secondly, we evaluate QA models using only
three manually-curated datasets and fine-tune with
just one. While a broader selection of datasets
would enhance the generalizability of our results,
to the best of our knowledge, we have used all the
data that is currently available in German.

Finally, to ensure a fair comparison between ap-
proaches, the only variables we altered in the ex-
perimental setup were the span retrieval methods
and the datasets used for training and fine-tuning.
We did not experiment with other language models
or QA systems. This decision was based on the
findings of Moller et al. (2021), who evaluated var-
ious approaches and determined that models based
on GELECTRA performed the best.
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A Appendix

A.1 Hyperparameters

We based the selection of the hyperparameters
for training QA models and fine-tuning on two
different sources. For training QA models, Moller
et al. (2021) point to the default settings of a legacy
framework which is no longer public. Therefore,
we choose the parameters based on https:
//huggingface.co/docs/transformers/
tasks/question_answering and https:
//github.com/google-research/electra/
blob/master/configure_finetuning.py and
used a batch size of 4, a learning rate of e-5, and 6
epochs. After each epoch, the model is evaluated
using the development set, and the checkpoint with
the lowest loss is saved.

For fine-tuning, we follow the recommendations
from Moller et al. (2021): learning rate of 3e-5 and
two epochs.
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Abstract

With the rise of large language models (LLMs),
many tasks of natural language processing
have reached unprecedented performance lev-
els. One task LLMs have not yet been evaluated
on is subject indexing with a large controlled
target vocabulary. In this work, an LLM is ap-
plied to the task of subject indexing a dataset
of German medical book titles, compiled at the
German National Library. The results are com-
pared to two common baseline methods already
in productive use at this institution. One critical
parameter in a few-shot prompting approach is
the composition of examples given to the LLM
for instruction. In order to select examples,
two similarity measures between book title and
gold-standard labels are applied. We hypothe-
sise that these notions of similarity can serve
as a measure of task difficulty. Our findings
indicate that the LLM does not outperform the
baselines. Still, (off-the-shelf) LLMs can be a
valuable addition in an ensemble of methods
for subject indexing as they do not depend on
training data.

1 Introduction

At the German National Library (Deutsche Na-
tionalbibliothek, DNB), incoming publications un-
dergo subject indexing not only in an intellectual
fashion. Digital publications can be indexed in an
automated way. In both cases, each medium is
annotated with fitting entities from the Integrated
Authority File! (GND) in order to to make them
accessible to users. In the present study, a large
language model (LLM) is compared to two base-
line approaches for automated subject indexing in
productive use at the DNB. These are available via
the Annif framework (Suominen, 2019) developed
by the Finnish National Library.

The focus of this work is on improving the se-
lection and composition of examples used in an

"https://gnd.network/Webs/gnd/EN/Home/
home_node.html
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LLM few-shot prompting approach to make fur-
ther progress towards solving the GND-annotation
problem.

Our work makes the following contributions:

* To our knowledge, this is the first application
of LLMs to subject indexing of German sci-
entific publications.

* We provide a comparison between an LLM-
based approach and widespread methods for
subject indexing at libraries.

* We investigate the influence of purposeful
prompt variation on the model’s performance.

Two measures of similarity, one accounting
for lexical and one for semantic similarity, are
used for two purposes. First, as a guide for
our selection of samples for the prompts and,
second, as a heuristic for predicted indexing
difficulty.

2 Related Work
2.1 Subject Indexing

Automated subject indexing (e.g. see Golub
(2021)) can be approached as either a multi-
label classification (MLC) task, a keyword extrac-
tion/generation problem, or a combination of both
(Erbs et al., 2013). To exploit their individual
strengths and improve performance, the results
from different methods can be combined into a
fusion or ensemble (Toepfer and Seifert, 2020).

2.2  Annif

Annif? (Suominen, 2019) is a toolkit for automated
subject indexing. Two of its implemented methods
serve as baseline for our experiments. The first
is a Rust implementation of the partitioned label
tree approach (cf. Parabel (Prabhu et al., 2018) and

https://github.com/NatLibFi/Annif/
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Bonsai (Khandagale et al., 2020)), called Omikuji3 .
The second baseline is a lexical method based on
Maui (Medelyan, 2009), called Maui-Like-Lexical-
Matching (MLLM)*.

2.3 LLMs

LLMs have been applied to a range of tasks (Zhao
et al., 2023), including multi-label classification
(Peskine et al., 2023; D’Oosterlinck et al., 2024;
Zhu and Zamani, 2024), as well as keyword ex-
traction (Maragheh et al., 2023) and keyword gen-
eration (Maragheh et al., 2023; Lee et al., 2023).
With a prompting procedure analogical to ours, Lee
et al. (2023) applied few-shot prompting to generat-
ing keywords from abstracts in order to provide an
alternative for missing author-defined keywords.
D’Oosterlinck et al. (2024) proposed a method
utilising interactions of multiple LLLMs to infer,
retrieve and rank keywords, and thereby bootstrap-
ping prompts in an automated fashion from a set of
given few-shot examples.

3 Method
3.1 Model

In our experiments, we opted for a family of LLMs
called Luminous®, developed by the German Com-
pany Aleph Alpha®. The majority of experiments
was done with the Luminous-base model (13B pa-
rameters’). Fewer experiments were also done
with the bigger models, Luminous-extended (30B”)
and Luminous-supreme (70B”), as they have an in-
creased price compared to the base model. For
simplicity, we only included findings here that are
related to the alteration of prompts.

3.2 Data

All methods were compared on a test set of 486
German scientific book publications. The data was
randomly sampled from the catalogue of the DNB.
It was filtered for these criteria: German language,
publication year 2017 to 2023, and publisher from
a list of scientific publishers. To reduce the cost
of the experiments, we only included publications
from the medicine subject category. Omikuji was

*https://github.com/tomtung/omikuji
*nttps://github.com/NatLibFi/Annif/
wiki/Backend:-MLLM
5https://docs.aleph—alpha.com/docs/
introduction/luminous/
®https://aleph-alpha.com/
"https://docs.aleph-alpha.com/docs/
introduction/model-card

trained on a larger dataset (approx. 950.000 train-
ing items), disjoint from the above test set and also
including other subject categories. This reflects our
production settings at the DNB, where all subject
categories are indexed by a unified model.

As textual input for the automatic indexing only
plain book titles were used. Whereas the full texts
of the publications are available, they would need
to be cut-off or separated into smaller chunks to
process them with the chosen LLM. The heteroge-
neous structures of these texts also make it diffi-
cult to automatically scrape summaries or abstracts
from them. Due to our limited resources, we de-
cided not to investigate this additional step and
to first experiment on titles before moving on to
more costly experiments on longer texts. To be
noted, experiments with (shortened) full texts have
already been done with the baseline methods and
are planned for the LLM-based method, too.

All of the selected publications have previously
been intellectually subject indexed with GND en-
tities by professionals with profound expertise in
the respective field and the taxonomy. These anno-
tations, further referred to as labels, are the gold-
standard of our data. The labels all have a unique
identifier and one or more short textual descrip-
tion(s). Labels fall under the rough categories of
subject headings representing concepts of the vari-
ous scientific (sub-)disciplines and named entities
(personal names, corporate bodies, geographic en-
tities, etc.), the latter constituting the majority of
concepts represented in the GND.

3.3 Procedure

Our approach consisted of two steps which have
previously been utilised for keyword generation
and MLC respectively.

First, as done by Lee et al. (2023), keywords
were generated via few-shot prompting. A prompt
comprises an instruction ("Extract keywords from
book titles.") and a set of examples, illustrating
the desired output format of the keywords. See
Appendix A for the structure of the prompts.

Next, the generated keywords were mapped to
the GND vocabulary, similar to the mapping Zhu
and Zamani (2024) conducted in their MLC ap-
proach. Here, we used Aleph Alpha’s symmetric
semantic embeddings®. Before vectorisation, the
label texts in the target vocabulary as well as the
model-produced keywords underwent a simple step

$https://docs.aleph-alpha.com/docs/
tasks/semantic_embed/
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of preprocessing by being integrated into a sen-
tence ("A good keyword for this document is label
text / keyword."). These sentences were vectorised.
Via cosine similarity, the most similar label was
retrieved for each generated keyword.

3.4 Similarity Measures

Inferring GND entities from book titles alone is a
task that can be impossible even for humans, de-
pending on the amount of information or degree of
specificity in the particular title. To illustrate, a title
like "Report" gives no hints as to what the report is
about. To address this problem, we estimated the
difficulty of indexing a particular book title by con-
sidering two simple notions of similarity between
book title and the set of its annotated gold-standard
labels. The two similarity measures were used both
in the prompt design to select examples and in the
evaluation as hypothesised indicator of difficulty.

3.4.1 Lemma Overlap

The first measure aims to capture lexical similarity
and is referred to as Lemma Overlap, abbreviated
LO (cf. Equation 1). The size of the intersection
of lemmas ()\;) of each label [ and lemmas (\;) of
title ¢ is divided by the number of lemmas in the
label®. Per book title ¢, the final score is obtained
by averaging over the entire set of annotated gold-
standard labels (L;).

1 ‘)\l ﬂ)\t‘

|Ly| Y

Lemma Overlap(t, L;) = T
t

leLs

(1
3.4.2 MeanSBERT

To be able to also capture similarity beyond tex-
tual overlap, we defined a second measure using
Sentence-BERT (Reimers and Gurevych, 2019),
called MeanSBERT (cf. Equation 2). The cosine
similarity (S.) between embeddings of title (7)
and all label texts ( ') was computed and averaged
over all labels'.

MeanSBERT (¢, L;) = X Y Sl 7, ) (2)

’Lt leL,

3.4.3 Splitting the Dataset

Based on LO and MeanSBERT, the entire test set
was split into roughly similarly-sized groups of

’Lemmatization was done using spaCy (https://
spacy.io/).

%We used the Python sentence-transformers library
(https://www.sbert.net/) with model "distiluse-
base-multilingual-cased-v1".

documents with low, medium and high title-label-
similarity. Constructing a cross-table from these
groups over both measures lead to a division of the
test set into nine separate groups (find details in
Appendix C). To exemplify, if the fictitious book
title "Natural language processing' had "Computa-
tional linguistics" as its only label, this title would
be low LO and high MeanSBERT.

3.4.4 Prompt Design

Analysing similarity between title and labels can
also be beneficial for prompt design. If the model
is only instructed with examples with high similar-
ity, the labels produced might turn out be closely
related to the test title, too, and vice versa. By
considering title-label-similarity when construct-
ing the prompt, different behaviour was elicited in
the LLM.

4 Experiments

Factoring out base-model selection and other hy-
perparameters, our experiments were directed at
trying out different few-shot sample combinations
for the prompts. Table 1 gives an overview of the
idea behind them. All of the individual examples in
the prompts adhere to the same criteria as the med-
ical test set, but are not part of it. Some prompts
only contain samples falling into specific similar-
ity categories of LO and MeanSBERT (low_1low,
high_low, high_high), while another one in-
cludes heterogeneous similarities (mixed_sim).
Additionally, three more prompts were constructed
unrelated to the similarity measures (deducible,
combination, many_labels). More details
concerning the prompts and the examples used in
prompt high_low can be found in Appendix B.
The previously described procedure was applied to
our dataset with all of the seven prompts.

5 Evaluation

5.1 Prompt Variation

Table 2 shows the results of 7 different prompt
specifications in comparison (see Appendix D
for result set sizes). The prompt with low-
similarity examples has the worst F1-performance,
suggesting unrelated examples don’t guide the
LLM well enough. The two prompts with high
LO (high_low, high_high) achieve the two
best precision scores, which may, in addition to
the high similarity, also be related to the fact
that these prompts both contain and generate
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Prompt name Comment

low_low low LO, low MeanSBERT
high_low high LO, low MeanSBERT
high_high high LO, high MeanSBERT
mixed_sim different similarities
deducible only deducible labels
combination | combination of samples
many_labels | more labels per title

Table 1: Prompt specifications and short explanation.

Prompt Prec Rec F1

low_low 0.231 0.244 0.237
high_low 0.459 0.223 0.300
high_high 0.516 0.210 0.298
mixed_sim 0.278 0.303 0.290
deducible 0.307 0.280 0.293
combination | 0.237 0.326 0.274
many_labels | 0.207 0.295 0.243

Table 2: Micro-averaged performance of seven prompt
combinations.

the smallest number of labels. The best recall
scores are attained by prompts with examples from
different similarity categories (combination,
mixed_similarity). Perhaps this diversity al-
lows the LLM to pick up on a variety of relation-
ships between title and labels and, thus, it can find
more correct labels. The best trade-off in terms of
F1-score is produced by the prompt high_low.

5.2 Prompt Ensemble

In addition to the individual results, we investi-
gated if the performance would improve when
the suggestions of multiple prompt experiments
are combined. We used the results of the four
prompts high_low, mixed_similarity,
deducible and combination. These were
selected because they performed well in at least
one of the metrics recall, precision or F1-measure.
Table 3 shows the outcomes of the combination.
The number of experiments ¢ a label was suggested
by can serve as a measure of confidence that a label
is relevant to a particular title. Keeping all sugges-
tions generated using at least one of the prompts
(2 > 1) leads to a high recall strategy. In contrast,
considering only those suggestions that all prompts
produce (¢ > 4) gives a high precision strategy.
The best trade-off in terms of F1-score is found in
the 7 > 2 scenario (a keyword is generated using
at least two prompts).

1> | Prec Rec F1

1 0.203 0.394 0.268
2 0.322 0.326 0.324
3 0416 0.260 0.320
4 0.576 0.166 0.257

Table 3: Micro-averaged results of the prompt ensemble
(4 prompts). Parameter ¢ indicates by at least how many
prompts a suggestion was made.

5.3 Baselines

Previously introduced baselines, MLLM and
Omikuji, are currently well-performing methods in
our productive environment. As ranked retrieval
methods, they both return a long ranked list of la-
bels, which we truncated at the 5th position. Thus,
scores reported are precision@5, recall@5 and
F1@5. For the ensemble of prompts, the frequency-
of-suggestion ¢ was converted into a score to al-
low a ranking, too, making results comparable to
MLLM and Omikuji. As this ranking is discrete, it
is possible for ties between suggestions to appear,
so we decided not to include, e.g., precision@ 1
or precision@2, which could be impacted more
severely by this impreciseness.

Table 4 shows the outcomes with 95% confi-
dence intervals. All confidence intervals presented
in our evaluation are obtained by bootstrapping the
test set, i.e. randomly resampling the documents of
the test set. This expresses the uncertainty of results
with respect to the variability of the underlying data,
but does not include an estimation of model uncer-
tainty. Regarding F1-measures, our LLM method
is outperformed by Omikuji and MLLM. Yet, it has
better recall than MLLM.

5.4 Similarity Measures

A more detailed comparison between the methods
can be found in Figure 1, showing performance
stratified by similarity measures with 95% confi-
dence intervals. Generally, F1-scores increase with
higher LO. In particular, MLLM, being a lexical
method, performs best of all methods in the high
LO strata. With MeanSBERT, we do not observe
a strong correlation of similarity and F1-score, es-
pecially not for the LLM-prompt-ensemble and
Omikuji. However, one may observe that the
LLM-prompt-ensemble has a slight advantage over
MLLM in the low LO strata, indicating that the
LLM is able to leverage some sort of world knowl-
edge in order to suggest labels that are not directly

144



Method \ Prec@5 Rec@5 F1@5
Omikuji 0.274 [0.260, 0.292]  0.462 [0.433, 0.486]  0.344 [0.326, 0.362]
MLLM 0.275[0.262,0.292]  0.297 [0.281,0.316]  0.286 [0.271, 0.303]

LLM-prompt-ensemble

0.207 [0.196, 0.218]

0.393[0.370, 0.413] 0.271 [0.258, 0.285]

Table 4: Micro-averaged results of LLM-prompt-ensemble and baselines. Values in brackets indicate 95% confidence

intervals.
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Figure 1: Performance by similarity categories.

derived from the title itself. Still, in this domain
of low LO, Omikuji, the trained method, outper-
forms the other approaches. To conclude, we found
tentative support for our assumption that the simi-
larity between title and labels reflects the difficulty
of subject indexing a particular book title. We
acknowledge that the significance of this graph
should not be overestimated, as the number of doc-
uments varies between the nine groups (see Ap-
pendix C for details).

6 Discussion

Assigning labels to book titles is a difficult task.
In a small feasibility study we conducted on 250
titles, almost half of the not-found labels were not
deducible for the human annotator by means of the
title alone. Even professionals usually need more
context. The Luminous models had to perform
this task with only a few examples provided. In
contrast, Omikuji, as a learning method, has the
advantage of observing a multitude of label assign-
ments during training. However, both MLLM and
our LLM method can handle labels not observed in
training, whereas Omikuji can’t.

Our experiments revealed that the combination
of prompt examples can impact performance in
terms of quality and quantity of the results. The
variation in F1-Score between prompts was small,

though, with no prompt clearly exceeding all others.
Using different or enhanced sets of examples could
further improve performance.

7 Conclusion and Future Works

While we didn’t find our LLM-based method to
outperform the baselines at hand, our experiments
on subject indexing German medical book titles
revealed insights on factors for successful prompt
combination. With the few examples fitting into
a prompt, one can tweak results in specific direc-
tions, e.g., to optimise precision. In our case, the
similarity measures were the main criterion for the
selection.

In the future, our goal is to provide a benchmark
study on the task of subject indexing, in order to
support other libraries and institutions. A new per-
spective for the evaluation of this task has been
introduced by the similarity measures. We plan to
include results from a larger dataset of more diverse
titles as well as a dataset with the complete texts of
the scientific publications. We also want to evaluate
our LLM-based approach on these. Furthermore,
we will look into automated procedures for prompt-
ing, as done in D’Oosterlinck et al. (2024).
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Ethical Considerations

Bommasani et al. (2023) compared what they re-
fer to as Foundation Models with respect to their
current compliance with the upcoming EU Al Act.
Aleph Alpha’s Luminous models were among the
examined models. Regarding different factors, in-
cluding, for example, data transparency and en-
ergy consumption, the Luminous models (and other
LLMs) didn’t fulfill (all) the defined compliance
criteria. This is a reminder that LLMs have to be
utilised under great care and responsibility and that
it is important to acknowledge their shortcomings
in terms of transparency and reproducibility.

Stereotypes and other discriminatory artifacts in
the LLLM, which could have been present in the
model’s training data, might impact which entities
are assigned to an incoming publication, either in
the generation or the mapping step. Users visiting
the DNB use subject headings and other GND de-
scriptors (automatically or intellectually assigned)
to research literature. Misleading terms, no matter
if they result from stereotypes in the data, lack of
model-performance or human mistakes, can nega-
tively impact the results of this search.

Limitations

All our findings only relate to one (family of)
LLM(s). The performance of other language mod-
els may differ.

Furthermore, the present study was done on a
small restricted dataset. Thus, findings cannot be
transferred or generalised to different datasets and
other tasks.

Also, our experiments of interchanging few-shot
examples are not exhaustive. Better prompt combi-
nations, prompt structures and prompt instructions
may exist. Samples for the prompts were partially
chosen from a specific data subset (e.g. with spe-
cific similarities) and in other cases from the entire
dataset, but always by subjective perception and
not in a randomised way. This may have intro-
duced unintentional bias in the composition of the
examples.

Finally, the experiments presented in this study
originate from a project with limited resources. In-
evitably, this has affected our choices in our experi-
ments, which always have the primary objective of
improving our production settings.
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A Prompt Structure

The following table shows the prompt structure.
[...] indicates positions to fill with example titles
and keywords. Keywords are comma-separated.
For an incoming test title, the Schlagworter-field
remains empty.

Original \ Translation
Extrahiere Schlagwor- | Extract keywords
ter aus Titeln. from titles.
Text: [...] Text: [...]
Schlagworter: /... ] Keywords: /...]
Hit# Hit#

Text: [...] Text: [...]
Schlagworter: [...] Keywords: [...]
it #it#

it it

Text: [...] Text: [...]
Schlagwdorter: Keywords:

B Prompt Details

B.1 Prompts Unrelated to Similarity

The prompt deducible contains examples
where all assigned labels are deducible from the
title. As the defined similarity measures are each
averaged over the entire set of labels of a title, even
titles in both high-similarity categories may have
labels not inferable from the title. The prompt
combination contains examples used in other
prompts, but designed without a focus on a given
similarity category. Just as the mixed prompt,
it was meant be more diverse in the nature of its
included examples than the prompts with only sam-
ples from a single similarity group. The prompt
manylabels contains more labels per title than
any of the other prompts. As such, it is like a coun-
terpart to prompts high_low and high_high
with only few labels per title.

B.2 Prompt Characteristics

The table below shows the number of examples and
average number of labels in the prompts.

Prompt Examples Avg. Labels
low_low 8 2,75
high_low 8 1,25
high_high 8 1,38
mixed_sim 8 3,38
deducible 8 2,63
combination 8 4,88
many_labels 6 9

B.3 Example Prompt Combination

In the following, the examples in the prompt
high_low are listed, along with translation and a
reference to the title in the catalogue of the German
National Library. Other sample combinations are
available on request.

e Stottern Erkenntnisse, Theorien, Behand-
lungsmethoden (Stammering Findings, The-
ories, Methods of Treatment); Labels:
Stottern (stammering) [https://d-nb.
info/1003711952]

* Last minute - Gynikologie und Geburtshilfe
[fit fiirs Examen in 2 Tagen!] (Last minute
- gynecology and obstetrics [prepared for
the exam in 2 days!]); Labels: Gynikolo-
gie, Geburtshilfe (gynecology, obstetrics)
[https://d-nb.info/1010285904]
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* Hilferuf Essstorung Rat und Hilfe fiir Betrof-
fene, Angehorige und Therapeuten (Cry for
help Eating disorder advice and help for per-
sons concerned, relatives and therapists); La-
bels: Essstorung (Eating disorder)[https:
//d-nb.info/1017606552]
Riickenschule fiir Kinder mit Spiel und Spaf3
Schmerzen lindern und Haltungsschéden vor-
beugen (Back therapy training for kids Re-
lieve pain with fun and games and prevent pos-
tural defects); Labels: Kind, Riickenschule
(Child, back therapy training) [https://
d-nb.info/1102547840]
Organsysteme verstehen - Niere integrative
Grundlagen und Fille (Understanding organ
systems - Kidney Integrative foundations and
cases); Labels: Niere (Kidney) [https://
d-nb.info/113137469X]
Schlafstdérungen wieder tief und gesund
schlafen; New-Age-Musik (Sleep disor-
ders Sleep soundly and healthily again;
New age music); Labels: Schlafstérung
(Sleep disorder) [https://d-nb.info/
1201018668]

* Wenn Tone Farben haben Synisthesie in
Wissenschaft und Kunst (When sounds have
colours Synesthesia in science and art); La-
bels: Synisthesie (Synesthesia) [nttps://
d-nb.info/984370986]

C Samples in Similarity Categories

LO
low med high

low | 45 31 5
MeanSB. med | 97 161 15
high | 51 40 40

D Result Set Sizes

Prompt \ # Result set
low_low 1586
high_low 730
high_high 611
mixed_sim 1638
deducible 1371
combination 2067
many_labels 2141
ensemble (¢ > 1) 2920
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Abstract

To be able to search for patterns in annotated
text corpora is crucial for many different re-
search disciplines. However, searching for com-
plex patterns in large corpora can take long time
— sometimes several minutes or even hours.

We investigate how inverted indexes can be
used for efficient searching in large annotated
corpora, and in particular binary indexes. We
show how corpus queries are translated into
lookups in unary and binary inverted indexes,
and give efficient strategies for combining the
results using efficient set operations. In ad-
dition we discuss how to make use of binary
indexes for more complex query types.

1 Introduction

Annotated text corpora are used for research in
humanities and social sciences to answer ques-
tions such as: How has the use of a certain word
or phrase changed over time? What grammatical
constructions are the most difficult for non-native
speakers? How does politicians’ rhetoric around
migration vary by political party and audience?
To answer such questions, specialised corpus
search tools are used. As corpora can be extremely
large (for example, the News on the Web corpus!
consists of 18.9 billion tokens), and queries can
be complex (mentioning linear order, syntactic de-
pendencies, logical connectives and more), it is
difficult to execute the queries efficiently. Unfor-
tunately, existing search tools are either restricted
and cannot express all the kinds of constraints we
want, or they are inefficient on large corpora, with
queries taking minutes or even hours to complete.
This paper presents new techniques for answer-
ing corpus queries more efficiently. We build on the
standard technique of an inverted index, which can
be used to find all corpus positions where a given
token occurs. We introduce a new type of index that

'NOW, https://www.english-corpora.org/now/

we call a binary index, which is an inverted index
over pairs of tokens.? This new type of index can
sometimes reduce query times by several orders of
magnitude. We present a new corpus search algo-
rithm that can answer queries more efficiently by
combining lookups from multiple indexes. Finally,
we show how to extend our algorithm to handle
more types of corpus queries, by reducing com-
plex queries into simpler ones. Our prototype tool
performs well and is available as open source.’

2 Background

In this section we describe how corpus engines
work and what kind of problems they face.

2.1 Corpus query languages

There are two main approaches for how to formu-
late search queries in text corpora — linear vs. struc-
tured query languages. Linear queries are easier to
make efficient (so better suited for large corpora),
while structured queries are more powerful (but on
the other hand slower to execute).

In a linear query model you can formulate
queries about annotated tokens, and their relation-
ship with neighbouring tokens. The model usually
supports referring to immediate neighbours and to
neighbours some tokens away. However, it is more
difficult to formulate queries about long-distance
dependencies or syntactic structure. Variants in-
clude the IMS Corpus Query Language (Evert and
Hardie, 2011) and the Poliqarp Query Language
(Bingel and Diewald, 2015).

With a structured query model you can search
for long-distance dependencies or syntactic struc-
ture such as nested phrases, anaphoric references
or discontinuous multi-word entities. The model
can be tree-based (e.g., Ghodke and Bird, 2012;

2Another possible term is bigram index, but we choose not
to use this because a bigram usually refers to adjacent tokens,
but our binary indexes can span arbitrary distances.

3https://github.com/heatherleaf/korpsearch
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0 1 2 3 4 5 6

The large houses of the middle class
DT 1] NN IN DT 1] NN
8 9 10

divided into tenements

VB IN NN

7

were

VB
11 12 13 14 15
to house the swarming population
IN VB DT 1] NN

Figure 1: An example sentence from the British National Corpus, annotated with parts of speech.

2(a). [pos=NN] [word=TO] [word=HOUSE, pos=VB]
2(b). [pos=NN] [word=TO] [word=HOUSE, pos#VB]
2(c). [word=THE] [pos=1]J] [pos=NN]

2(d). [word=THE] ([pos=1J] | [pos=NN]) [pos=NN]

2(e). ([pos=11]| [pos=IN]) [word=H[AEIOUY]*SE .*]

Figure 2: Example corpus queries.

Robie et al., 2017) or graph-based (e.g., Krause
and Zeldes, 2016; Luotolahti et al., 2017; Kleiweg
and van Noord, 2020), and is often tailor-made for
a certain type of structured annotation, such as UD
treebanks (de Marneffe et al., 2021).

In this paper we focus on linear query languages,
and leave long-distance dependencies and syntactic
structure as future work.

2.2 Corpus search engines

Corpus search engines can be divided into two main
approaches: the inverted index approach, or the
database approach.

Engines such as Corpus Workbench (Evert and
Hardie, 2011) and Corpuscle (Meurer, 2020) build
one or more inverted indexes from the corpus,
which then are used to optimise search. They anal-
yse a given query to find out which index to use,
and uses the index to find a set of potential can-
didates. The set is then filtered by testing each
candidate if it matches the query or not. Engines
can be more or less intelligent when they decide
which index to use — Corpus Workbench always
uses the index corresponding to the first token in
the query, while, e.g., Corpuscle tries to find an
optimal cut in a finite automaton to decide which
index to start from.

The second approach is to translate the corpus
into a relational database. E.g., Davies (2005)
transforms consecutive tokens in a corpus into a
database of n-grams, AlpinoGraph (Kleiweg and
van Noord, 2020) compiles treebanks into graphs
stored in an SQL database, Krill (Diewald and Mar-

garetha, 2016) uses the Apache Lucene information
retrieval engine as a backbone, while LiRI (Schaber
et al., 2023) converts the corpus and its annotations
into tables designed to make use of the full-text
search capabilities of PostgreSQL (2024, ch. 12).

In this paper we use the first approach and build
the indexes ourselves. However, note that the sec-
ond approach indirectly also uses indexes because
they are automatically created by the underlying
database engine.

2.3 Inverted indexes

Our implementation of inverted indexes are related
to suffix arrays (Manber and Myers, 1993), which
are efficient indexes for efficient full-text search in
almost-constant time. Suffix arrays and its descen-
dant algorithms are used in information retrieval,
and the main difference to our approach is that in-
formation retrieval research focuses on pure text
searches — i.e., finding substrings or patterns in
plain text. As a contrast we have to be able to han-
dle annotations on different levels, and not just text
as a stream of characters.

2.4 Drawbacks of existing approaches

As far as we know, existing approaches do not
combine multiple search indexes. When given a
complex query, they usually use one of the indexes
to get a collection of potential search results, and
then filter the results one by one, by testing if they
match the query.

In addition, no existing corpus engine uses bi-
nary search indexes, and as we show in section 5
they can drastically improve some queries.

3 Definitions and semantics

3.1 Annotated corpora

For the purposes of this paper, an annotated corpus
is a collection of fexts. Each text consists of sen-
tences which in turn consist of fokens. Each token
is annotated with a number of attributes, such as
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word (surface form), lemma, pos (part of speech),
etc., where each attribute has one single value.

This definition of corpus is restricted — cur-
rently we cannot handle multi-token annotations,
set-valued attributes, structural attributes, or empty
tokens, to name just a few possibilities.

Formally, a corpus C is a sequence of tokens
C[0] C[1] ...C[n-2] C[n—-1], where each token is
an attribute-value mapping. We write C[i].pos for
the value of attribute pos at position i.

Figure 1 shows an example sentence taken from
the British National Corpus (BNC), annotated with
just word form (word) and part of speech (pos).

Note that we assume for now that the corpus is
not divided into larger structures, such as phrases,
sentences, paragraphs or texts. This will be dis-
cussed later in section 6.

3.2 Queries

In the next few sections, we use a restricted version
of CQL (the Corpus Query Language, see section
2.2.3 in Evert and Hardie, 2011). Sections 7-8 then
show how to lift some of the restrictions.

A query is of the form [literal*]+, where a lit-
eral is either attr=value or attr#value. The ex-
ample query in figure 2(a) searches for sentences
which contain a noun, followed by the word “t0”,
followed by the word “house” tagged as a verb,
whereas query 2(b) requires that the word “house”
is not a verb. Query 2(c) is very generic and
matches all words “the” followed by an adjective
and a noun.

The remaining two queries use features not
present in the restricted query language. Query
2(d) uses disjunction, so that the middle word may
be an adjective or a noun, and query 2(e) uses a reg-
ular expression. In section 7, we extend the search
algorithm to handle both these kinds of queries.

3.3 Query semantics

The token [word=HOUSE, pos=VB] in query 2(a)
occurs 2 tokens after the first query token; we say
that it has relative position 2. Using relative posi-
tions, we can write query 2(a) more formally as

[pos@ozNN] A [word®'=T0]
A [word®?=HOUSE] A [pos©®?=VB]

where [word®?>=HOUSE] means that the word at
relative position 2 is “house”. Now we can define
the semantics of a literal [ at relative position k
as the set of all positions p such that / is true at
position p+k:

lattr®=val] = { p | Clp+kl.attr = val }
We call this set a query set and we write it
{attr®=val}. The semantics of a combined query
is then the intersection of the query sets for each of
the literals in the query:
{pos®O=NN} N {word®'=T0}
N {word®*=HOUSE} N {pos®>=vB}
If a literal is negated {artr® =£val}, we instead take
the set difference with the corresponding positive
literal. The semantics of query 2(b) then becomes:
{pos®°=NN} N {word®'=T0)
N {word®?=HOUSE} \ {pos®*=vB}

4 Efficient inverted indexes

In this section we describe how we build search
indexes from a corpus to facilitate efficient search.
As mentioned in section 2.2, the idea of using in-
verted indexes is not new, in fact large-scale corpus
search engines compile the corpus into some kind
of search indexes. What we present at first is a
fairly standard inverted index. But afterward we
move to what is new: how to make use of more
than one search index when executing a complex
query, and binary indexes.

Each annotation attribute (pos, word, etc.) is pre-
compiled into an inverted index of corpus positions.
This index is inspired by suffix arrays (Manber and
Myers, 1993), in that we do not have to store the
values in the index — it is just a large array of corpus
positions. The array is sorted alphabetically on the
attribute value at the given position. When there are
many tokens with the same attribute value, these
positions are in increasing order.

For example, assume that the example sentence
in figure 1 is our whole corpus. Then the index
for the pos attribute will be the following array of
positions:

0,4,13,3,9,11,1,5,14, 2,6,10,15,7,8,12
—— —— ——
DT IN 1 NN VB

This array is sorted alphabetically on the pos values:
[0, 4, 13] are the determiners (DT), [3, 9, 11] are the
prepositions (IN), etc. Furthermore, each group of
positions for the same value is in increasing order.
So a search index is simply a large array of in-
tegers, which can be stored as a memory-mapped
binary file of fixed-size integers for fast access.

4.1 Searching an inverted index

To search for a value in an index we can do two
very efficient binary searches — one that finds the
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first matching value and another that finds the last
match. If we search for NN (a noun) in the example
index, these searches return 6 and 9, which are the
start and end indices for the sublist [2, 6, 10, 15],
which contain all the corpus positions for NN.

Now, to execute the query {pos®*=NN}, we
search for NN in the index, and then subtract k
from all matching positions. But for efficiency we
instead just record the start and end indices (6 and
9) and the relative position k, using which we can
easily recover all matching positions.

So the result of an index lookup can be stored as
a tuple (7, j, k) where 7 and j denote the relevant
span in the search index, and k is the relative posi-
tion. In particular, we do not need to load the result
set into memory.

Note that we cannot use this simple approach
if we have a negative literal [attr#£val], because
inverted indexes do not store complement sets. In-
stead we have to calculate the set difference, which
is described in the next section.

4.2 Computing the result of a query

To execute a complex query, we look up each literal
to get its query set, as described in the last section.
Then we translate the query into a set theory ex-
presssion as described in section 3.3, and then just
evaluate the expression, using set intersection, dif-
ference and union to find the final result.

4.3 Computing query sets

As described in section 4.1 the initial query sets are
just pointers into the inverted indexes. But when
performing the set operations we have to build the
resulting sets.

The query sets are stored as sorted arrays, and
there are simple and efficient algorithms for com-
puting the intersection, difference and union. The
results are also sorted arrays themselves, so we can
continue using these algorithms to compute the fi-
nal result. Depending on the relative sizes of the
sets we use one of the following two algorithms:

Merge The default is to use a merging strategy: It-
erate through both sets in parallel, adding elements
to the result set. If the sizes of the two sets are n
and m, this algorithm has complexity O(n + m).

Filter If one set is much larger than the other, we
can use a filtering strategy: Iterate through each
element of the smaller set, and test if it is also in
the larger set using binary search. The complexity
of this algorithm is O(n log m), where n is the size

of the smaller set. Note that this strategy cannot be
used for computing the union.

4.4 Deciding the order of the set operations

If we have more than two query sets, we have to
decide in which order to perform the set operations.
It is not always the case that starting from the left-
most token is the best in all circumstances — the
order can have a huge difference.

A heuristic that works well for intersection and
difference is to start from the smallest sets and
leave the largest until later. This is because the
result set will never be larger than the original sets,
and then we avoid doing duplicate work.

Set union is different, because the result set will
be increasing. This case is discussed in section 7.1.

4.5 Example

We tested this algorithm on the 112 million to-
ken British National Corpus (BNC).* The resulting
query sets for query 2(a) are as follows:

{pos®'=NN} — 26 M results
{word®'=10) — 2.6 M results
{word®?>=HOUSE} — 33 k results
{(pos®*=vB} — 18 M results

We start by intersecting the smallest query sets,
{word®*=HOUSE} and {word®'=T0}, which gives
421 results. Then we intersect with {pos®?=vVB}
and finally with {pos®’=NN}, in the end finding
158 search results.

Intersection uses the filtering strategy from sec-
tion 4.3, which only needs to iterate through the
smallest index. In the first step it iterates through
{lemma®?=HOUSE}, and in the second step it only
iterates through the 421 intermediate results. Recall
also that the initial query sets are not loaded into
memory, but are stored as a tuple as described in
section 4.1. Due to these optimisations, the query
runs quickly, in about 0.3s on an ordinary laptop.

To calculate query 2(b) we use the same ini-
tial query sets. But instead of intersecting with
{pos®>=VB} we take the set difference, and in the
end we find that there are 38 search results.

4.6 When are unary indexes not enough?

However, there are still cases where using the sim-
ple search indexes are inefficient. Consider the very
general query 2(c), which is rewritten to this:

{word®=THE} N {pos®'=11} N {pos®?>=NN}
Each of these literals results in a huge set:

“BNC, http://www.natcorp.ox.ac.uk/
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{word®°=THE} — 5 M results
{pos@I:JJ} — 18 M results
{pos®>=NN} — 26 M results

So the intersections become slower (about 20 times
slower than the previous example, taking about 6s).
The first intersection gives 1.5 M results, and the
second one results in 1.1 M final results.

To solve this we now introduce binary indexes.

5 Binary query indexes

Formally, a unary query index [a] can be seen as a
function from values to query sets:

[al = M\v— {a®=y)
Similarly a binary query index can be viewed as a
function from pairs of values to query sets:
[al[b] = \vw— {a®=v} N {b®'=w)
6] = Mvw— {a®=v} N {b®=w)
(similar for [a] [] [] [/], etc.)

For example, an index [word] [] [pos] can answer
queries such as [word=THE] [] [pos=NN]. These
binary indexes can be compiled and searched in a
similar way to the unary indexes.

5.1 Searching using binary indexes

Now we can decompose a complex query into
a composition of binary indexes. E.g., if we
have computed binary indexes for adjacent tokens
([al[b]) and for tokens with a gap ([a][][P]), a query
with three adjacent tokens, [t1][t2][t3], is equiva-
lent to any of the following binary index searches:

[t1] [t2] N [t2] [£3]®!
[t1] [t2] O [¢a] [ [¢3]
(1] [1 [E3] N [E2] [£3]€!
Exactly which of these is the most efficient depends
on the sizes of the resulting query sets. In this case,
we calculate all three query sets and then take the
intersection of the two smallest.

5.2 Results using binary indexes

Using the same example as in section 4.6, we
search in the following binary indexes, instead of
the unary indexes we tried before:

[word=THE] [pos=11] — 1.4 M results

[word=THE] [] [pos=NN] — 1.7 M results

[pos=JJ] [pos=NN] — 6.7 M results
Now we can intersect the two smaller sets:

[word=THE] [pos=JJ]
N [word=THE] [] [pos=NN]

This intersection gives 1.1 M results, and we do
not have to use the other indexes: by set theory,

the intersection above describes the same set as the
query, so we have the correct result already.

The total query time is reduced from 6s to 0.4s.
(On the same query, Corpus Workbench takes 10s.)

5.3 Search heuristics for binary indexes

Finally we are ready to describe the heuristics we
use to decide in which order we perform intersec-
tions and set difference:

1. Infer which binary indexes are relevant;
2. Perform all relevant binary index lookups;

3. If some token is not covered by a binary index,
look it up in the unary index;

4. Perform intersections starting from the small-
est set, until the whole query is covered;

5. If the query contains negative literals, look up
the value in the unary index, and calculate the
set difference instead of the intersection.

5.4 How many binary indexes are needed?

Each binary index is as large as a unary index,
and there are many possible binary indexes. If we
have n different attributes (and therefore n unary
indexes), then there are n? possible binary indexes
per relative distance. So there are n? [a][b] indexes,
and n2 [a][][b] indexes, etc. This is potentially very
many indexes that take up a lot of space.

But we do not have to build all these indexes.
Note that any query with k£ adjacent tokens can be
simplified into a conjunction of £ — 1 lookups in
[a][b] indexes, as shown in section 5.1. Therefore
it should be enough to only build n? bigram in-
dexes. However, as seen in 5.1, it is often useful to
also build the n2 [a][][b] indexes, because then we
get several different ways of searching to find the
most optimal intersection order. But it is usually
not worth the trouble to build indexes with longer
relative distances, such as [a][][1[1[b].

Also note that if a binary index is missing, we
can simply fall back to searching in two unary in-
dexes instead, as in section 4. This means that
we can focus on building binary indexes only for
the kinds of queries where they have the greatest
impact.

>The one exception is if the query itself has a longer gap,
such as [t1][1[][1[t2], then we have to resort to searching in
unary indexes instead.
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5.5 Reducing the size of binary indexes

Still, each binary index is as large as a unary index,
and storing up to 2n? binary indexes can use up
quite a lot of space. So can we reduce their size in
any way?

If a query uses a literal that is uncommon in
the corpus (e.g., [word=TURTLE] only occurs 166
times in BNC), there is no need to use binary in-
dexes for that query, since the unary index will
already return a small query set. Therefore, an opti-
misation is to only add a new index instance (v, w)
to the index [a][b], if the corresponding unary in-
stances v and w are common enough in [a] and [b]
respectively. When we execute a query, we then
need to check which literals are uncommon, and
exclude the use of binary indexes for those literals.

For example, in the BNC each full (unary and
binary) index uses around 400 MB. If we only
include pairs where both words occur at least
20,000 times each, the binary indexes are reduced
to around half their size.

6 Sentences and hierarchical structures

The corpus is encoded as a sequence of tokens,
and a sentence starts directly after the previous one
ends. So how can we ensure that we don’t match
sentence borders? E.g., we don’t want query 2(c)
to match a sentence that ends in “the first” where
the next sentence starts with an arbitrary noun.

To solve this we encode the start of a sentence
as an attribute of its own. So we build an index
[s] which has a special value (say e) only for the
tokens that start a sentence. Our example query is
then translated to:

[word@ozTHE] A [s@l;éo] A [pos@1=JJ]

A [s@z;éo] A [pos®?=NN]

6.1 Sentence borders and binary indexes

To handle sentence borders and binary indexes we
can incorporate the literals [s©!-e] in our binary
indexes. So their meaning is actually:
[al[b] = M\vw— {a®=v} N {p®'=w)
N {s@1+£e)}
Ay, w— {a®=v} N {b®%=w)
N {s@1+£e) N {s@%£e)
That is, the indexes exclude matches which cross a
sentence border. Though this perhaps looks compli-
cated, it can be generated automatically, and keeps
query execution simple. Our example query 2(c)

[al [1[b] =

can still be translated to searches in the following
three binary indexes:

[word][pos], [word][][pos], and [pos][pos]

And just as in section 5.2, we only have to intersect
the two smallest query sets because the final query
set is subsumed by the intersection.

7 Extending the query language

Here we show how we handle more expressive
queries than the very simple ones described earlier.

7.1 Disjunctive queries

CQL supports disjunction in queries. For exam-
ple, query 2(d) is of the form A(B|C)D, where A
searches for the word “the”, B an adjective, C' a
noun, and D a noun.

If we use only unary indexes each literal corre-
sponds to a index lookup, so query 2(d) results in
calculating the set AN (B U C) N D. In order to
make use of the binary indexes, we expand out the
disjunction into two strands:

ABD = [word=THE] [pos=11] [pos=NN]
ACD = [word=THE] [pos=NN] [pos=NN]

We then compute a result set for each strand, using
the algorithm from section 5, and finally take the
union of the result sets, ABD U ACD. The query
returns 1.6 million results and executes in 1s.

Note that when executing the example above,
the subquery AD = [word=THE] [] [pos=NN] will
be used twice. As an optimisation, we cache the
results of any duplicated subqueries, to avoid exe-
cuting them repeatedly.

7.1.1 When to apply disjunction

To expand out disjunctions into strands is not al-
ways the most optimal strategy. In particular if the
query contains several disjunctions we will get an
exponential number of strands.

An alternative strategy is to not expand out the
disjunction, but rather implement it as set union
directly. This means that B and C' will be looked
up using unary indexes, but we can use the binary
index [word][][pos] to look up AD. Then we can
return AD N (B U C'). The problem with this ap-
proach is that we would not be able to use the
binary indexes [word][pos] or [pos][pos].

However, there are even more possibilities. We
can also half-expand the disjunction A(B|C')D in
two different ways, either into (AB|AC) D, or into
A(BD|CD:). For the first case we can then search
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the binary index [word][pos] once for AB and an-
other time for AC', and the unary index [pos] for
D, and then calculate (AB U AC) N D. And cor-
respondingly for the second case.

So which strategy is the best? It depends
on the sizes of the different sets, and we don’t
know these sizes until we actually calculate them.
But a possible heuristic would be to assume
that unions are always exclusive, meaning that
|IBUC| = |B| + |C|. Using this assump-
tion and the sizes of all the possible seed sets
(A,B,C,D,AB, AC, BD,CD, AD) we can cal-
culate which strategy would be the most optimal.

7.1.2 Limitations

The strategy to expand the disjunctions to the top
level works for all kinds of disjunctions, but the
other strategies may not always work. The seman-
tics described in section 3.3 does not handle all
kinds of disjunctions. For query 2(d), we can sim-
ply interpret the disjunction as set union:

{word®°=THE} N {pos®>=NN}
N ({pos®'=11} U {pos®'=NN})

The reason why this works is that the disjuncts
have the same length, i.e., that they span the same
number of tokens. But when the disjuncts have
different lengths, such as in the query

([pos=PRON] | [pos=DET] [pos=NN]) ...

we cannot know the exact relative position of the
token following the disjunction — it will either be 1
(if we matched [pos=PRON]) or 2 (if we matched
[pos=DET] [pos=NN]).

In practice, this means that if the disjuncts are
of different lengths, and there is a token after the
disjunction, then we must expand the disjunction.

For example, suppose that the C' subquery of
A(B|C)D spans two tokens (e.g., the 2-token
query [pos=ADV][pos=1J]). Then the query AB
will span 2 tokens but AC' will span 3 tokens. This
means that the final subquery D will have relative
position 2 or 3 depending on which disjunct we se-
lect. Therefore we cannot calculate AN(BUC)ND
or (ABU AC) N D, but are forced to expand the
disjunction into two strands ABD and AC'D.

Section 8 discusses this case, together with repe-
tition and other regular expression constructs.

7.2 Prefix and suffix queries

Finding all values starting with a given prefix, such
as [word=CAT .*], is possible using the normal in-
verted indexes. Since the index is sorted alphabeti-

cally, all words matching a given prefix will appear
together in the index. Using binary search we can
find the start and end positions of all values that
match the prefix, but the results will not be one
single sorted set. Instead we will get a sequence of
sorted groups, one for each matching value, some-
thing like [12,43,57,11,52,77,22,23]. We then
have to sort this query set, but this is often quite
efficient since the set is already partially sorted.

Unfortunately prefix queries do not play
well with binary indexes. Consider the query
[THE][CAT .*][RUNS]. We can use a binary index to
answer [THE][CAT .*], since all matching bigrams
will appear contiguously in the index (the cat, the
catcher, ...). However, we can not do this for
[CAT .*][RUNS], since the matching bigrams may
not be contiguous (cat runs, catcher has, catcher
runs). Our solution is to ignore binary indexes for
token pairs where the first token uses a prefix query.

We implement suffix queries by automatically
adding a new annotation to the corpus for each
feature, consisting of that feature backwards. For
example, a token with [word=HORSE] is annotated
with [drow=ESROH] (drow is word backwards). We
transform a suffix query such as [word=.* RSE]
into the corresponding prefix query [drow=ESR .*].

7.3 Regular expressions over values

Consider a query containing a regular expression:

...[word=.* CAT .+ (ED|ING)] ...

To execute it, we can exploit the fact that, while
the BNC has ~100 million tokens, it has only ~1
million distinct tokens (the vocabulary) — generally
the vocabulary of a corpus is much smaller than the
corpus as a whole. In our system, the vocabulary is
stored alongside the corpus in a plain text file.®
First we search the vocabulary file for the regular
expression .* CAT .+ (ED|ING). The search returns
a list of matching words: catching, scattered, etc.
The regular expression literal is then transformed
into a disjunction which is handled as seen earlier:

[Word=CATCHING] | [word=SCATTERED] | ...

This works well except when the regular expression
matches very many words, because our system does
not handle the resulting huge disjunction well.

®Note that this is not the most space-efficient way of stor-
ing a vocabulary — in a production system we would probably
use a trie instead (Crochemore and Lecroq, 2020).
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8 Future work

Currently our system can only handle a limited
number of queries, and there are many more kinds
of queries that we want to be able to handle.

8.1 General disjunctions and optional tokens

In section 7.1.2 we already discussed how to han-
dle disjunctions where the disjuncts are of dif-
ferent lengths — and this includes when a to-
ken is optional. A simple solution is to ex-
pand the disjunctions, but sometimes this might
lead to an exponential number of strands. For
example, the query (A|B)(C|D)(E|F') contains
three disjunctions, but if we expand them we get
ACE|ACF|ADE|---|BDF which consists of
23 = 8 strands.

One possible solution could be to let the query
sets be sets of ranges instead of just positions,
where a range is a pair (i, j) of the start and end
position of a phrase. Then a query set can contain
arbitrary-length phrases. The downside to this so-
lution is that the query sets will become twice as
large as before.

8.2 Repeated tokens

Queries with repetitions such as A BT C, and holes
such as A []* C, can perhaps be partially solved
using sets of ranges just as for disjunctions.

If we want to make use of binary indexes we
can expand a repetition A BT C' into AB B* C,
which makes it possible to use the binary index AB.
Alternatively we can expand in the other direction,
into A B* BC', which makes it possible to use the
binary index BC. Which one is the best depends
on the sizes of the sets AB, C' compared to A, BC,
among other things.

Note that we cannot calculate the final query set
by taking the intersection of intermediate query
sets, because then we would have to keep expand-
ing the repetition indefinitely. Instead we should
stop expanding the repetition when we have an
intermediate query set of a reasonable size. This in-
termediate set is guaranteed to contain all matches,
but it might contain false positives too. So in the
end we have to do a final filtering pass to get only
the exact matches, as described in section 8.5.

Holes are a special kind of repetition where we
don’t know anything about the repeated token, such
asin A []* C. For holes it is not useful to expand
the repetition, because we still won’t be able to
make use of any binary index. One possibility is

instead to build a tailor-made binary index:
la] [I* [b] = My, w— {a®O=v} N {b®=w |k > 0}

“Indexes with holes” can also be used to solve “nor-
mal” repetitions: To solve the query A BT C we
can use the “hole” index [a][]*[P]. And if we ex-
pand the query to AB B* C or to A B* BC, we
can also use the binary indexes [a][b] or [b][c].

8.3 Regular expressions over tokens

Combinations of sequencing, disjunction, option-
ality and repetition can be handled using the tech-
niques described above. However, we will quickly
get an explosion in the number of ways we can
expand queries and decide on the best indexes.

Therefore, to handle general regular expressions
over tokens we need to be able to reason about the
different expansions and rewrites to come up with
an optimal query plan. This is a non-trivial task
and something we will look into in the future.

8.4 Regular expressions over values

In section 7.3 we described one way to han-
dle regular expressions over values, such as
[word=.* CAT .+ (ED|ING)], by searching in the
vocabulary and expanding the expression to a long
disjunction. However, when there are many possi-
ble words matching the regular expression this is
not feasible. In those cases we can use an idea from
Zobel et al. (1993), where we build an inverted in-
dex over character n-grams.

To search for all tokens that match the regular
expression above we can search for the ngrams
CAT, ED, and ING in this n-gram index, getting the
sets Acar, Bep, and Ciyg. Now we can compute
the new query set Acar N (Bgp U Cing). Note that
this result is a query set that might contain false
positives, so we will have to filter the final set to
get the exact query matches.

8.5 Filtering

The simplest and most general approach is to use
filtering. First we translate the query into a less
precise query that we can handle, then we filter
the results by checking them against the full query.
This is how all current corpus engines do, and some-
times this is actually the best approach.

All the techniques we have described in sec-
tions 4—7 are the most useful if there is no single
search index that returns a reasonable-sized query
set. E.g., in the example queries 2(a—b), one of the
tokens matches only 33,000 results which is a fairly
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small set — so it might be the easiest to just filter
that set instead of calculating intersections. How-
ever, for queries 2(c—d) there are no single small
sets so it is much better to use the binary indexes
and calculate the intersection. In general our query
planner should be able to stop when the query set
is small enough, and then resort to filtering instead
of continuing with set operations.

8.6 Metadata and multi-layer annotations

The current prototype does not support searching
in metadata (such as author, year, language vari-
ety, or similar), or multi-layer annotations. This
is of course something that must be solved for the
system to be useful in practice.

8.7 More efficient set representations

The prototype uses a very simple representation
of sets as a sorted array of integers (see section 4).
This seems to work well in most cases, but the sets
can become quite large. There are several dedicated
set data structures that are both compressed and
allow for more efficient set operations, such as
different kinds of compressed bitmaps (Culpepper
and Moffat, 2011; Lemire et al., 2018).

9 Conclusion

We have shown that inverted indexes and efficient
set operations can improve searching in large an-
notated corpora, and in particular binary indexes
can improve efficiency by an order of magnitude
compared to the traditional unary indexes. By trans-
lating queries to set operations, we can use multiple
indexes in one query and avoid the need to filter
the results afterwards.

We have implemented a prototype which shows
promising results, but there is certainly room for
improvement. Firstly, the key operations of set
intersection, different and union, and building the
indexes, can be optimised. Secondly, the query lan-
guage can be extended to more expressive queries,
as discussed in section 8.

It is not always clear how to translate expressive
queries to expressions in set theory (see section
7.1.2). An important next step is to find or design a
mathematical formalism that queries can be trans-
lated into, which is just as amenable to reasoning as
set theory is, but supports more expressive queries.
We hope that by doing so, we can scale our ap-
proach to handle far more complex queries even
over huge corpora.

Limitations

The work described in this paper is work in
progress. Our results are promising, but we have
not extended our approach to more advanced query
languages and therefore we cannot be certain how
scalable our approach is. Furthermore, we have
not done any extensive evaluation and empirical
comparison with existing corpus query engines,
apart from measuring the runtimes for some exam-
ple queries, and a limited comparison with Corpus
Workbench.

Ethical Considerations

We have not collected any data or made any human
experiments when developing the algorithms in this
paper, so there are no direct ethical consequences
with respect to GDPR or similar. One important
consequence of algorithm optimisation is reduced
energy consumption, so in the best case this can
be a small step in reducing the carbon footprint of
digital humanities research.
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Abstract

The task of keyword extraction is often an im-
portant initial step in unsupervised information
extraction, forming the basis for tasks such
as topic modeling or document classification.
While recent methods have proven to be quite
effective in the extraction of keywords, the iden-
tification of class-specific keywords, or only
those pertaining to a predefined class, remains
challenging. In this work, we propose an im-
proved method for class-specific keyword ex-
traction, which builds upon the popular KEY-
BERT library to identify only keywords related
to a class described by seed keywords. We test
this method using a dataset of German business
registry entries, where the goal is to classify
each business according to an economic sector.
Our results reveal that our method greatly im-
proves upon previous approaches, setting a new
standard for class-specific keyword extraction.

1 Introduction

As the amount of information created daily contin-
ues to rise in the age of big data (Chen et al., 2014),
a core challenge becomes how to extract valuable
structured information from largely unstructured
text documents (Tanwar et al., 2015; Song et al.,
2023). An important first step in the process of
Information Retrieval (IR) is often the extraction
of keywords (or phrases) from documents, which
can provide an initial clue about the information
stored within the document (Firoozeh et al., 2020;
Xie et al., 2023). With the extraction of meaningful
keywords, NLP tasks such as Topic Modeling or
Document Classification can be bootstrapped.

Over the past few decades, a number of un-
supervised keyword extraction approaches have
been proposed in the literature, ranging from
frequency-based methods to statistics-based meth-
ods (Firoozeh et al., 2020), and more recently,
methods using graphs or leveraging the capabilities

*Equal contribution

of transformer-based language models (Nomoto,
2022; Tran et al., 2023). Supervised approaches
have been proposed, with the downside of requiring
reliable training data (Firoozeh et al., 2020).
While a myriad of keyword extraction ap-
proaches has appeared in the literature, they are
often of the unguided nature, where any relevant
keywords are extracted regardless of the down-
stream goal. As such, there has been a scarcity
of research in the direction of class-specific key-
word extraction, where only keywords adhering to
a particular class are extracted. Presumably, this
type of keyword extraction would be useful in set-
tings where a targeted set of keywords is desired,
rather than any relevant keyword in a document.
To address this open research challenge, we
devise a novel class-specific keyword extraction
pipeline, which builds upon the popular open-
source package KEYBERT" (Grootendorst et al.,
2023). We envision an iterative process which is
guided by user-provided seed keywords. With these,
candidate keywords are ranked according to a two-
part scoring scheme, and the seed keywords are
augmented by top candidates from each iteration.
We evaluate our approach on a dataset of Ger-
man business registry (Handelsregister) entries,
where the goal is to extract as many class-specific
keywords according to economic sectors, as de-
fined by an existing classification scheme. In this
evaluation, we show that our method greatly out-
performs previous keyword extraction methods,
demonstrating the strength of our approach in ex-
tracting class-specific keywords.
The contributions of our work are as follows:

1. We address the task of class-specific keyword
extraction with a case study in the German
business registry.

2. We propose a class-specific keyword extrac-
tion pipeline that improves upon an existing

“https://maartengr.github.io/KeyBERT/
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transformer-based method. Our code is found
at https://github.com/sjmeis/CSKE.

3. We achieve a new standard for extracting class-
specific keywords, measured in a comparative
analysis with multiple metrics.

2 Related Work

A recent survey structures 167 keyword extraction
approaches from the literature (Xie et al., 2023).
We focus on unsupervised extraction approaches,
which can generally be characterized as either
statistics-, graph-, or embedding-based, while TF-
IDF is a common frequency-based baseline method
(Papagiannopoulou and Tsoumakas, 2019).

YAKE uses a set of different statistical metrics,
including word casing, word position, word fre-
quency, and more, to extract keyphrases from text
(Campos et al., 2020). TextRank uses Part of
Speech (PoS) filters to extract noun phrase can-
didates that are added to a graph as nodes while
adding an edge between nodes if the words co-
occur within a defined window (Mihalcea and Ta-
rau, 2004; Page et al., 1999). SingleRank im-
proves upon the TextRank approach by adding
weights to edges based on word co-occurrences
(Wan and Xiao, 2008). RAKE leverages a word co-
occurrence graph and assigns a number of scores
to aid in ranking keyword candidates (Rose et al.,
2010). Knowledge Graphs can also be used to
incorporate semantics for keyword or keyphrase
extraction (Shi et al., 2017). EmbedRank leverages
Doc2Vec (Le and Mikolov, 2014) and Sent2Vec
(Pagliardini et al., 2018) embeddings to rank can-
didate keywords for extraction (Bennani-Smires
et al., 2018). In a similar way, PatternRank uses
a combination of sentence embeddings and POS
filters (Schopf et al., 2022). Further, Language
Model-based approaches have been introduced, for
example using BERT (Devlin et al., 2019), for auto-
matic extraction of keywords and keyphrases (Sam-
met and Krestel, 2023; Song et al., 2023).

3 A Class-Specific Keyword Extraction
Pipeline

In this section, we outline in detail our proposed
class-specific keyword extraction pipeline. The
pipeline is illustrated in Figure 1.

Preliminaries For our pipeline, we assume three
preliminary requirements:

1. Document corpus: unstructured text docu-
ments from any domain, from which meaning-
ful information can be extracted.

2. Pre-defined classes: a set of one or more
classes, each of which represents a distinct
and well-defined concept.

3. Class-specific seed keywords: for each de-
fined class, a set of seed keywords is available.
Seed keywords are keywords that are represen-
tative of a particular class and can be used as
a foundation for guided keyword extraction.

An Iterative Method Given a sizeable docu-
ment corpus, we propose to process the corpus
in batches, allowing for an iterative method, where
each iteration “learns” from the previous.

For each iteration (on one batch), the first step is
to extract keywords from the batch’s documents in
a guided manner. For this, we modify the popular
KEYBERT package, specifically the guided func-
tionality. In the current version of KEYBERT the
guided functionality by default takes a set of seed
keywords as input parameters, and uses a weighted
average of seed keyword embeddings and docu-
ment embeddings to extract candidate keywords.
As we place a focus on class-specific seed key-
words, we make the modification for KeyBERT to
focus 100% on the seed keyword embeddings. Af-
ter this modified version is run on the entire batch,
the output is a list of guided candidate keywords
(i.e., from the seed keywords).

Following the above, we employ a two-part scor-
ing scheme to “reorder” the candidates. In particu-
lar, we use the following two scores:

* Average Scoring: the embedding of each can-
didate is compared against each seed keyword
embedding, using cosine similarity, and these
results are averaged for the average score.

* Max Scoring: similar to average scoring, but
only the maximum cosine similarity score is
kept, resulting in the max score.

We use the mean of average score and max score
for the final candidate score, and all candidates for
a batch are reordered based on this final score. The
intuition behind such a scoring scheme is that an
ideal keyword is both similar in meaning to one
seed keyword, but also generally similar to all seed
keywords, suggesting that such a keyword is also
representative of the class in question.

The final step within one iteration includes tak-
ing the top-scoring candidates and adding them
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Figure 1: Our class-specific keyword extraction pipeline. With a document corpus and class-specific keyword sets
as inputs, we iterate sequentially over batches of the corpus, using a modified KEYBERT and a two-part scoring
scheme. Top keywords are added to the seed keywords for the next iteration, until a final set of keywords is achieved.

to the set of seed keywords. In doing so, we can
iteratively “expand” the class-specific seed key-
words, thus also expanding the comprehensiveness
of these seeds. To do this, we define two parame-
ters: (1) percentile_newseed, defining above which
percentile of scores to consider (default: 99), and
(2) number_newseed, defining how many new seed
keywords to add per iteration (default: 3). Thus in
the default setting, after each iteration (except the
last), a maximum of 3 keywords from the top 99th
percentile are added to the set of seed keywords.

Class-specific Keyword Set The output of each
iteration is a set of scored candidate keywords. Af-
ter all batches are processed, all scored candidates
are merged and sorted. A fopk parameter governs
how many of the keywords to return, with seed
keywords always being placed at the top of the list.

4 Experimental Setup and Results

Our experimental setup aims to evaluate the ability
of our proposed method to extract class-specific
keywords, in comparison to previous approaches.
As opposed to typical keyword extraction evalua-
tions, our evaluation tests the ability of a method to
extract a set of class-specific keywords from a cor-
pus, rather than generic keywords from documents.

Dataset We use a dataset of the German busi-
ness registry (Deutsches Handelsregister) records,
which contains 2.37 million business purpose
records structured by Fusionbase”. The goal is

Thttps://fusionbase.com

to classify each business into an economic sec-
tor, according to the scheme proposed by the Ger-
man Ministry of Statistics (Statistiches Bundesamt),
called the WZ 2008 (Klassifikation der Wirtschaft-
szweige, Ausgabe 2008)*. In this work, we model
the evaluation on the above dataset as a class-
specific keyword extraction task, where the goal is
to extract meaningful keywords for each of the 21
top-level economic sectors in the WZ 2008. For
evaluation purposes, we use a random sample of
10,000 rows from the larger dataset®.

It should be noted that we only investigate the
extraction of unigram keywords. For the extrac-
tion of German keywords, this is advantageous due
to the relatively high frequency of nominal com-
pounds in the German language. Thus, meaningful
keywords can be extracted in an efficient manner.
Howeyver, this comes with two limitations: (1) not
all keyphrases will be caught, thus sometimes lead-
ing to incomplete keywords (see “Dicke” in Listing
1, which means thick translated to English), and (2)
the results achieved for German language datasets
may not be directly generalizable to English.

Keyword Extraction Methods For a compar-
ative analysis, we test our method against four
methods: (1) RAKE (Rose et al., 2010), (2)
YAKE (Campos et al., 2020), (3) KEYBERT,
and (4) Guided KEYBERT. Note that RAKE
and YAKE do not offer any mechanism for
guided keyword extraction, and thus the result-

ih'ctps ://www.destatis.de/DE/Methoden/Klassifikationen/
Gueter-Wirtschaftsklassifikationen/klassifikation-wz-2008.html

¥This sample can be found in our code repository.
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Precision@10  Precision@25 Precision@50 Precision@100 || Average
RAKE 0.95 1.33 I.71 1.42 1.36
YAKE 333 3.24 2.38 1.81 2.69
Exact Match | KEYBERT 1.90 1.71 1.71 1.05 1.60
Guided KEYBERT 2.38 1.90 1.90 1.24 1.86
Ours 28.10 22.67 13.62 8.33 18.23
RAKE 1.43 1.52 1.90 1.76 1.65
YAKE 2.38 3.24 2.67 2.33 2.65
Lemma Match | KEYBERT 1.90 1.90 1.81 1.29 1.73
Guided KEYBERT 2.38 1.90 2.10 1.48 1.96
Ours 21.43 20.76 13.43 9.00 16.15
RAKE 62.60 61.63 61.95 59.95 61.29
YAKE 65.91 65.10 62.98 59.58 63.39
Fuzzy Match | KEYBERT 60.42 60.49 59.55 57.16 59.41
Guided KEYBERT 60.67 60.62 59.95 57.42 59.67
Ours 78.19 75.21 72.93 67.54 73.47
RAKE 77.54 79.48 79.73 79.83 79.14
YAKE 82.48 83.52 82.69 82.05 83.13
CS Match KEYBERT 76.73 77.39 77.09 76.86 77.02
Guided KEYBERT 77.30 77.76 77.66 77.36 77.52
Ours 86.32 86.82 86.02 85.36 86.13
RAKE 35.70 36.02 36.37 3552 3591
YAKE 38.90 38.69 37.62 36.40 37.90
Average Match | KEYBERT 34.88 35.14 34.99 34.16 34.79
Guided KEYBERT 35.21 35.31 35.38 34.44 35.08
Ours 53.51 51.41 46.50 42.56 48.49

Table 1: Class-specific Keyword Extraction Evaluation Results. For each scoring scheme, the highest score for
each k is bolded. The average in the right column represents the average of the four evaluated &k values. Average
Match denotes the average score achieved by a method for one k but across all four scores. Examples of extracted

keywords for each approach are provided in Appendix A.

ing keywords are the same for each class. We
test our proposed method with the parameter
n_iterations (number of batches) set to 5. Guided
KEYBERT refers to the use of the optional
seed_keywords parameter, which serves as a di-
rect comparison point to our proposed method
(denoted ours). For KEYBERT and our method,
we use the DEUTSCHE-TELEKOM/GBERT-LARGE-
PARAPHRASE-COSINE language model. Note that
for comparability, KEYBERT was set only to ex-
tract unigram keywords.

Seed Keywords For the selection of seed key-
words, specifically for Guided KEYBERT and our
method, we utilize an existing collection of key-
words (Stichworter) provided by the creators of the
WZ 2008f. As we aim only to extract unigrams,
we truncate all keyphrases to the first word if they
are longer than one word. From this gold set, we
randomly select 10 keywords from each class to
serve as the seeds for that class. The rest of the gold
set is then used for evaluation. The seed keywords
from two classes are presented in Listings 1 and 2.

['Schweinehaltung', 'Holztaxierung',

'"Austernzucht', 'Teichwirtschaft',
'Tabak 'x, 'Dicke"',
'Fischerei 'x, 'Seidenraupenzucht',
'Wild', 'Kassava'l

Listing 1: Seed Keywords for Class A: Land- und
Forstwirtschaft, Fischerei. Seed keywords marked with
an asterisk (*) denote those found in our dataset sample.

['Heizkraftwerke 'x, 'Elektrizitaetserzeugung',
'Blockheizkraftwerk 'x, 'Waermeversorgung',
'Solarstromerzeugung ', 'Bereitstellung'x,
'Energieversorgung 'x, 'Windparks 'x,
'Spaltgaserzeugung ', 'Kokereigasgewinnung']

Listing  2: Seed Keywords for Class
D: Energieversorgung. Seed keywords marked with
an asterisk (*) denote those found in our dataset sample.

Metrics With the keywords sets from each of the
tested methods, we evaluate the accuracy of the key-
words on two dimensions: (1) precision@K, where
the number of correct keywords amongst the top
K output keywords is counted, and (2) matching
method, where the meaning of “correct” is varied.
For K, we choose K € {10, 25,50, 100}, and for
matching method, we use four approaches:

* Exact string match: a correct keyword is
counted if the extracted keyword is found ex-
actly in the gold set of keywords.

* Lemma match: a correct keyword is counted
if the lemmatized version of the keyword is
found in the lemmatized gold set of keywords
(Zesch and Gurevych, 2009).

* Fuzzy string match: the “correctness” of
a keyword is not binary, but rather is repre-
sented by the closest fuzzy string match score,
using the Python package THEFUZZ.

* Cosine similarity match: the correctness of
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a keyword is measured by its highest cosine
similarity to any of the gold keywords.

For cosine similarity, the DEEPSET/GBERT-BASE
model is used, so as not to use the same base model
used with the keyword extraction process.

Results Table 1 presents the results of the above-
described experiments. Note that for the evaluation
of extracted keywords against the gold set, we only
include keywords in the gold set that appear (in
lemmatized form for lemma match) in the 10k sam-
ple of the German business registry data.

We can observe that our approach outperforms
all other methods in class-specific keyword extrac-
tion. The performance of our approach is particu-
larly strong in the exact match and lemma match
evaluations, indicating it is well suited to extract
class-specific gold keywords as defined by the cre-
ators of the WZ 2008 classification scheme. No-
tably, even the Guided KEYBERT method, de-
signed to extract keywords similar to provided seed
keywords, performs significantly worse than our
approach. Looking to the results, we see that the
guided version of KEYBERT often only shows
improvements over the base version when more
extracted results are considered. This implies that
while some class-specific keywords are found, they
are not ranked as high as other keywords. Ulti-
mately, we conclude that our approach achieves
state-of-the-art results for class-specific keyword
extraction, a point that is supported by a qualitative
analysis of example outputs in Appendix A.

5 Conclusion

We present a class-specific keyword extraction
pipeline which outperforms previous methods in
identifying keywords related to a predefined class.
Our evaluation results exhibit the strong perfor-
mance of our method in the task of retrieving key-
words specific to particular German economic sec-
tors. These results make a compelling case for the
continued study of class-specific keyword extrac-
tion as an improvement to non-guided approaches.
As points for future work, we propose more
rigorous evaluation of our method from two
perspectives: (1) an ablation study on the ef-
fect of the n_iterations, number_newseed, per-
centile_newseed, and topk parameters, in particular
to study their relevance for class-specific keyword
extraction, and (2) evaluation of our method be-
yond the German language, firstly with English.
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A Extracted Keyword Examples

{'rake': ['analyse',
"entwicklung ',
'software ',
'programmen ',
'weiterentwicklung ',
'verkauf ',
'vermietung ',
"domainadressen ',
"housing ',
"domainverwaltung ',
'peering ',
"administration',
'saemtliche ',
"handel ',
"insbesondere '],

'yake': ['uebernahme',

‘dienstleistungen ',
'geschaefte ',
'beteiligung ',
'verkauf ',
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"entwicklung ', 'peering ',

'vermittlung ', "administration',
'geschaeftsfuehrung', 'saemtliche ',
"beratung ', "handel ',
'"herstellung ', "insbesondere '],
'beteiligungen ', 'yvake': ['uebernahme ',
'taetigkeiten', 'dienstleistungen ',
‘erbringung ', 'geschaefte ',
'bereich ', 'beteiligung ',
"immobilien'], 'verkauf ',

'keybert': ['landschaftsbau', 'entwicklung ',
‘photovoltaik ', ‘vermittlung ',
'elektroinstallationen', 'geschaeftsfuehrung ',
‘masskleidung ', 'beratung ',
'landschaftsmusikfestivals ', '"herstellung ',
'systemgastronomie ', 'beteiligungen ',
'bauleistungen ', 'taetigkeiten',
'reisebueros ', ‘erbringung ',
"immobilien', 'bereich ',

'physiotherapie ', "immobilien'],
'wasserinstallationsarbeiten', 'keybert': ['immobilien',
'diskothek ', 'delaware ',
'nassbaggerarbeiten', 'verkauf ',
'‘druckereierzeugnissen', 'pizzalieferservices ',
'zahntechnischen '], 'unternehmens ',

'guided_keybert': ['landschaftsbau', "ambulanten ',
'elektroinstallationen', 'eingliederungshilfe ',
'photovoltaik ', 'gesellschaftsbeteiligungen ',
'systemgastronomie ', '"bebauung ',
'landschaftsmusikfestivals ', 'schulverwaltungssoftware ',
'masskleidung ', 'geschaeftsfuehrung',
'bauleistungen ', '"textilzubehoer ',
'reisebueros ', 'masskleidung ',
"immobilien', 'motorradzubehoerteilen’',
'diskothek ', 'casinobetriebe '],
'wasserinstallationsarbeiten', 'guided_keybert': ['immobilien',
'druckereierzeugnissen', 'delaware ',
'nassbaggerarbeiten ', 'kraftfahrzeugen',
'physiotherapie ', 'pizzalieferservices',
'zahntechnischen'], 'unternehmens ',

'ours': ['zucht', "ambulanten ',

'fuger ', '"eingliederungshilfe ',
'getreide ', 'gesellschaftsbeteiligungen ',
'spenglerei ', 'bebauung ',

‘verpachtungen ', "schulverwaltungssoftware ',
'veraeu ', 'geschaeftsfuehrung ',
'frachten', "textilzubehoer ',

'fracht ', 'masskleidung ',

‘schalungen ', 'motorradzubehoerteilen',
'verpachtung ', 'casinobetriebe '],

'beund ', ‘ours': ['energieanlagen',
'kalk ', 'energieerzeugungsanlagen ',
'schalung ', 'energieerzeugung ',
'"holzwaren ', '"energietechnik ',

'"haefte '] 'energieversorgungs ',

} 'energietechnischen',

— "energieprodukten’,

Listing 3: Sample extracted keywords for Class A, from 'stromerzeugungsanlagen ',

the 10:25 top keywords for each method. "energiegewinnung ',

'energietraeger ',

{'rake': ['analyse', 'energ%etraegern',
"entwicklung ', 'energlgquellen'

"software ', '"ernergieanlagen ',
'programmen ', :energle', ,
"weiterentwicklung ', stromerzeugern ']}

, z: :;? :iu ; g Listing 4: Sample extracted keywords for Class D, from
s demednadrassen . the 10:25 top keywords for each method.
'"housing ',

'domainverwaltung ',
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Abstract

Existing linguistic data formats tend to be very
general and powerful yet difficult to use on
a day-to-day basis, so that practitioners often
reach for underpowered ad-hoc text formats that
require error-prone string parsing. We propose
a pragmatic JSON-based linguistic data format
that is flexible enough to cover most types of
linguistic annotations and scenarios. It avoids
the need for string parsing, as the serialized data
representation is trivially convertible to tabular
data structures that are immediately usable in
data analysis applications.

1 Introduction

While there are very many data formats that have
been introduced for use with linguistic data, they
seem to either be highly general and capable of
representing any kind of annotation yet unwieldly
to use, thus requiring extra software to translate
between the abstract underlying data model and a
more application-specific und user-friendly view
of that data, or they are easy to work with but very
limited in the kinds of annotations that they support.
There seems to be room for practical data formats
that lie somewhere in the middle, ones that are
lightweight and easy to use, yet flexible and capable
of supporting a range of possible annotations. This
is the sort of format that Tabular JSON is intended
to be.

2 Related Work

Specialized data formats for linguistic corpora in-
clude ones such as Salt (Zipser and Romary, 2010)
or Paula XML (Dipper, 2005; Dipper and Goétze,
2005; Chiarcos et al., 2008). These are capable
of representing any kind or nearly any kind of an-
notation, since their main purpose is the exchange
of corpus data between systems and the long-term
storage of data. However, due to their generality,
they are complex formats and are not suitable as

everyday working formats. Generally, some kind
of specialized software is required to translate the
general representation on disk to something usable
in a given application scenario.

Formats such as UIMA CAS XMI! and FoLiA
(van Gompel and Reynaert, 2013) are somewhat less
complex and more human-readable, with UIMA
CAS making greater use of stand-off representa-
tions. Both support a broad range of possible
annotation types. Though new type systems may
be defined with UIMA CAS, there doesn’t appear
to be a straightforward way to add custom anno-
tation types to FoLiA. Both of these formats are
nevertheless complex enough to warrant the use of
specialized software in order to produce and con-
sume data in these formats, DKPro-Cassis (Klie and
de Castilho, 2024) and the FoLiA Python library,
respectively.

Finally, perhaps the most widely used formats are
those derived from the CoNLL-X formats (Buch-
holz and Marsi, 2006), CoONLL-U? most prominent
among them. These are all text formats that have
one token per line, tab-separated fields, and sen-
tences separated by empty lines. The variants may
have different numbers of columns, which contain
different kinds of data — this is generally determined
by the variant name, but the CoNLL-U Plus format
allows for the number and names of columns to be
specified in a special header line.

Though the format is fairly human-readable, pars-
ing (and re-parsing) it is inefficient and error-prone,
as different users are bound to overlook different
edge cases. These problems are compounded in
cases where more complex types of annotations
are to be represented and new ad-hoc representa-
tions are invented to accomodate them within the
confines a single column.

tThttps://uima.apache.org/
2https://universaldependencies.org/format.html
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3 Description

3.1 Guiding principles

The main goal of Tabular JSON is to be a format
that is practical for daily use:

* Minimize ad-hoc parsing.
* Require no special software.

* Support a variety of annotation types.

Reading and writing the data should not require
users to do string parsing, which is inefficient and
error-prone. Ideally, once the data are parsed, they
remain in a structured form and can be read or
written with no further format-specific knowledge
or software required: a general-purpose JSON
parser should suffice.

A practical format for linguistic data needs to
be able to represent a broad range of annotation
types: It is not uncommon to have annotations that
have the shape of spans or relations between tokens
or spans. These types of entities, among others,
ought to be naturally representable making hacks to
represent them on a token-wise basis unnecessary.

3.2 Data model

It’s important to distinguish between the data format
that is used on disk and the data model that is
expressed in that format. To some extent, they’re
related, since some formats are not capable of
representing some kinds of logical entities. Trees
don’t go well with CSV, for instance, but they’re a
natural fit for XML.

In the interests of practicality we use a data model
that is essentially tabular, which ensures seamless
compatibility with common data analysis packages.
Our model follows broadly the principles of “tidy
data” (Wickham, 2014): Tidy data is characterized
by observations or basic units of analysis being
represented in rows and various variables or prop-
erties of those units of analysis being represented
in columns. Tidy data is easier to work with, to
reshape and to analyze, and it works well with
vectorized operations, such as are used in R or
Pandas.

3.3 Data formats

A suitable tabular representation could then be im-
plemented in any of a number of formats — CSV,
JSON, SQLite, Parquet, XML, etc. are all perfectly
capable of representing a sequence of objects with
some fixed set of attributes. We chose JSON over

the alternatives because it is immediately and intu-
itively usable and keeps the parsing of text formats
to a minimum.3

CSV (and TSV) formats may seem like an obvi-
ous choice for a tabular-oriented format, but there
is no standardized form of CSV, instead numer-
ous mutually incompatible dialects, using different
delimiters, quoting strategies, etc., which makes
parsing it error-prone. Furthermore, in order to
include metadata about a given document and mul-
tiple tables for different kinds of data, you end up
needing multiple files for each document.

SQLite is a great alternative to textual formats in
some ways: The data can be more efficiently read
and written to disk, and larger-than-memory data
can also be processed easily. And with SQL, there is
a powerful query language built-in. However, users
often want to be able see their data in a text editor
directly, as is possible with a text-based format, and
they may not wish to use SQL.

While XML is more verbose and can be more ef-
fort to work with, it also has some clear advantages:
XML is more stable, and there are more established
standards for describing and verifying XML data.

Ultimately, JSON has advantages that seem to
outweigh the strengths of XML. For JSON there is
a high-quality package included in the Python stan-
dard library, which straightforwardly maps JSON
values onto Python data structures. The JSON you
see on disk is essentially equivalent to the Python
data structures you get simply by loading that JSON
data. The format’s design, by relying on flat ta-
bles primarily, allows for a similarly immediately
usable data structure in R using jsonlite or in
Julia with JSON. j1. Furthermore, there are many
great general-purpose JSON tools — jq, jello,
visidata, etc. — that can also be used for working
with Tabular JSON directly. In this way, users are
free to choose the tools that work best in a given
scenario, but this doesn’t mean that they need to
spend time and effort parsing text formats and fixing
the attendant bugs.

Of course, as noted above, this tabular data model
could be implemented in any of the formats men-
tioned above. In some situations, it may be prefer-
able to implement this data model in one of those
formats or some other format instead.

30f course, JSON is, like XML, a text-based format, how-
ever it is a well-known and well-specified standard notation,
for which there are myriad reliable parsers available. They can
be reliably parsed in a way CSV, for instance, cannot.
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3.4 Design principles

The need for software that translates between a
comprehensible user-facing data model and one that
is appropriate for serialization is avoided by making
the serialization first-class: The serialization is the
data model and is intended for direct interaction by
users. We think of this as an exterior-first approach
(Chu, 2023).

Different kinds of data are generally stored in
separate tables, each with a set of keys appropriate
to that kind of data. Each of these tables includes
references, either to single tokens (= token) or to
a range of tokens (= begin and end) in the main
tokens table. In this way, some kinds of data are
stored in a stand-off style.

The design aims to avoid some of the usability
issues that accompany stand-off annotations by
having these references be by index, thus enabling
fast and easy retrieval of both single tokens and
spans of tokens (via slicing). This also makes it
easier to join the data in different tables using built-
in operations in common data analysis packages.
All of the index references use 1-based indexing,
so they are directly usable in R, Julia, and Lua
as-is, but some minor adjustments are required in
Python. In general, any empty values are to be
omitted, so they are distinguishable from empty
strings and values such as "_". The other strategy
we employ is to only store some data in stand-off
fashion: Annotations that apply to single tokens are
simply included in the main tokens table.

Other advantages of stand-off representations are
preserved. Different annotation layers can be easily
added or removed without disturbing the others, and
it is also possible, e.g., to have multiple instances
of the same kind of annotation in order to store the
annotations from different annotators in the same
file.

3.5 Data layout

Each document in a corpus is represented by a
single JSON object, which can either be stored as
its own file or as a line in a JSON Lines file. This
top-level contains, minimally, a metadata object
and a token array:

{"id": "09234f78",
"metadata”: { ... },
"token”: [ ... 1, ... %}

Whereas the metadata object is a collection of
key—value pairs, adaptable to the needs of a given
project, the token array is what we will call a “table”:

property Token annotations
relation Relations between tokens
span Spans over tokens

set Sets of tokens

spanset  Sets of Spans over tokens

hierset  Hierarchical sets of spans over
tokens

Figure 1: Annotation types.

an array of objects, which all have roughly the same
set of keys. This is a row-based data representation
that is readily translated directly into a data frame
data structure by common data analysis packages.

Further annotations are included in tables under
additional top-level properties and have forms that
are determined by the type of data that these annota-
tions represent. All of these additional tables refer
to the main token table by means of indices. The
format specifies a fixed set of possible annotation
types (Figure 1), and each annotation type has a
particular set of required keys.

Each document specifies the annotations it in-
cludes using the annotations key in the metadata
object.

"metadata”: {
"annotations": {
"lemma": {"type": "property”},
"line2": {"type": "span”,
"description”: "Secondary line ref."”},

b
b

The inclusion of this metadata tells users what top-
level keys to expect and, due to the type value, what
keys to expect in the associated tables. Additional
keys besides type and description are allowed
here, so there is a place for other useful information,
e.g. provenance, etc. The specification provides for
a set of standardized property names to be used for
common annotations to aid in interoperability.

Token annotations. Some annotations, namely
all those that apply strictly to single tokens, are
included in the token table directly as property
annotations. This includes such things as lemmas,
normalized word forms, and POS tags.

{Hidll : ”t2“ , ll.Formll : “Cats" , lllemmall : llcatll ,
"pos”:"NOUN", ... }

A special case of token annotations is covered by
the object annotation type. This annotation type
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Name Type Desc.

form property Surface form
lemma property Lemma

pos property POS
dependency relation Dependencies
sentence span Sentences
coreference spanset  Coreference

Figure 2: Some common annotations and their types.

describes a column in the tokens table that contains
arbitrary JSON data. It is provided as an escape
hatch, e.g. for representing sub-token-level data.

Relations between tokens. Dependencies are
stored in a dependency table, whose rows are of the
relation type, since dependencies are expressed
as relations between tokens. Each row in this table
has two references to the tokens table, from, in this
case referring to the head token, and to, referring
to the dependent token.

{"from”:2,"to":1,"label"”:"det"}

Spans over tokens. Spans are always represented

with a pair of properties, begin and end, which refer

to the main token table. Sentences are represented

as spans over tokens:

{"id":"s1","begin":1,"end":6,
"label”:"decl"”}

Besides sentences, all layout information, such
as that concerning page or paragraph or line bound-
aries, is represented as spans over tokens. This
annotation type is also used for things like quota-
tions and headings, where these are present.

Sets of spans over tokens. Entities of the
spanset annotation type are a kind of span, so
they contain begin and end properties, however
in addition to this they also have an set property,
which is the same for all members of a set. This
annotation type is useful for representing things
like coreferences:

{"set":"c1","begin”":1,"end": 2}
{"set":"c1","begin":4,"end": 4}
Further information about the entity covered by

such a span may be provided using the optional
label property.

Hierarchical sets of spans over tokens. Each
entry in a hierset-type table denotes a span of
tokens, and so it has begin and end properties.

In order to express hierarchical data structures,
the entries must be able to refer to one another
— these are all non-terminals. To this end, each
entry must have an ID and a parent property,
which specifies the node above it in the tree. This
could be useful for representing consituency trees
or discourse structure (note that the spans need not
be limited to a single sentence or coincide with
sentence boundaries). E.g.:

{nidn:llc-l n , nbeginn :1 , "end”:4, nlabelu . nsn}

{"id":"c2","begin":1,"end":1,"label”:"NP",
"parent”:"c1"}

"id":"c3","begin":2,"end":4,"label”:"VP",
"parent”:"c1"}

{"id":"c4","begin":3,"end":4,"label”:"NP",

nparentn . ”C3"}

4 An Example Use Case

In the course of a larger project there is often a
need to convert data between various formats, and
so conversion applications are written that tend to
converge on a particular architecture: There are
various reader and writer modules, some internal
data model, and optionally a set of transformations
that can be applied to that data model. There
are existing applications for this purpose, such as
Pepper,* why not use that?

One reason is that modules would need to be
written in Java, and it could be that your team
doesn’t have expertise in Java or may not want to
use it. (Note that this is not due to any issue with
Java per se but could be the case for any particu-
lar implementation language.) Another reason is
the internal data model, Salt, which, though very
general and powerful, is not a representation that
you would use for any other purpose, so that any
modules you write are only useful in this Pepper
context.

There are two main aspects of Tabular JSON,
which make it useful in such a scenario: One is the
exterior-first design and the other is the tabular data
model.

What in most conversion scenarios is an inter-
nal data model is external in the case of Tabular
JSON; the internal representation is identical to the
serialization. This means that different parts of a
conversion, annotation, and analysis pipeline need
not know about one another. They can be developed
independently from one another and could even use
different programming languages altogether, yet all

4https://corpus-tools.org/pepper/
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of these independent components have access to the
same, complete underlying data structures. All of
the various modules only need to know about Tabu-
lar JSON. This is the advantage of an exterior-first
orientation.

The other important aspect is that this lingua
franca is intended to be directly usable itself, since
it would otherwise just be one more additional
format to deal with. This is the motivation behind
the tabular data model, which is geared towards
the way data analysis frameworks treat data and is
also a more intuitive way of representing data than
graph-based representations, such as Salt.

5 Conclusion

There is a tension between, on the one hand, a
general and powerful format that can represent ade-
quately any kind of data, but which inevitably must
depend on some software layer that can translate
between this general format and a usable inter-
nal model, and on the other hand, a simple and
lightweight yet limited format that may not be suffi-
cient for many applications, forcing the invention
of error-prone ad-hoc solutions.

The JSON-based format described in this paper
is intended as a practical, lightweight format for
linguistic applications that has minimal dependen-
cies and is directly usable, because its on-disk form
is essentially identical to a usable internal data
structure. The use of a known set of data types
allows users to reason about the data and work
with it in this form directly — practically erasing the
distinction between a serialized form and internal
data model. This frees users from having to parse
ad-hoc text-based formats or depend on particular
specialized software.

The complete specification of the format and
a JSON schema for validation are available
at the project’s public repository, accessible at
this URL: https://gitlab.rub.de/comphist/
tabular-json. See also Appendix A for a com-
plete example document.

6 Limitations

The specification establishes a set of standardized
property names for basic kinds of annotations, such
as POS and lemmas, in order to aid interoperability.
However the number of standardized names remains
quite small currently, so that interoperability in
practice is limited. Though we plan to expand this
set in future iterations, some challenges remain: Itis

foreseeable that different projects may not agree on
the naming scheme and prefer different names (e.g.
feats vs. infl vs. morph, etc.) or that different
projects may wish to model the same information
in different ways, for instance, modelling named
entities as token properties vs. spans. Further, one
of the goals of this format is to enable the storage
and use of novel and not yet established kinds of
annotations, and it is impossible in principle to
come up with property names for these things in
advance.

Most of the different kinds of annotations that
the format provides for are stored as stand-off an-
notations, which, while it has its advantages, is an
impediment to human-readability. If one wants to
know which tokens belong to a given sentence, say,
one must follow the references from the sentences
array back to the tokens array. We try and make
this as simple and straightforward as possible by the
use of indices that can be used to directly retrieve
a single token or slice of the tokens array in such
cases. However, what is simple programmatically
isn’t necessarily easy for humans, and this is one of
the reasons that projects may prefer to model some
things differently than in the specification.

7 Ethical Considerations

As this work presents a data format, I see its ethical
dimensions being primarily those of freedom, fair-
ness, and re-use: Users should not be required or
‘nudged’ to use particular proprietary software in
order to work with a given data format, such as with,
say, Excel files. Since it relies only on the simple
and well-documented JSON standard, data in our
format are usable from any programming language
environment with no special dependencies, which
make the data reusable and offers potential users a
high degree of flexibility. The format should also
be usable with any kind of language data, historical
or modern, due to the use of UTF-8.
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A An Example Document

{
"id": "doc1",
"metadata”: {
"title"”: "Example document”,
"year": "2024",
"version": "1.0",
"annotations": {
"pos": {
"use": "pos_xpos"”
}’
"pos_xpos": {
"type": "property”,
"model”: "en_core_web_sm",
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"source”: "Spacy"”
1,
"pos_upos": {
"type": "property”,
"model”: "en_core_web_sm",
"source”: "Spacy"”
}7
"lemma": {
"type": "property”,
"description”: "omitted when
same as form",
"model”: "en_core_web_sm",
"source”: "Spacy"”
}7
"sentence": {
"type": "span”
}’
"line": {
"type": "span”
}7
"coreference"”": {
"type": "spanset”,
"source”: "ajr”
}7
"dependency"”: {
"type": "relation”,
"model”: "en_core_web_sm",
"source”: "Spacy”
3
}
"token": [
¢ "id": "t1",
"form": "The",
"lemma": "the",
"pos_xpos": "DT",
"pos_upos”: "DET"
}Y
{ "id": "t2",
"form": "cats",
"lemma": "cat",
"pos_xpos": "NNS",
"pos_upos”: "NOUN"
}!
¢ "id": "t3",
"form”: "slept”,
"lemma": "sleep”,
"pos_xpos": "VBD",
"pos_upos”: "VERB"
3,
{ "id": "t4",
"form": ",",
"pos_xpos": ",",
"pos_upos": "PUNCT"
}7
¢ "id": "t5",
"form": "and",
"pos_xpos": "CC",
"pos_upos": "CCONJ"
}7
¢ "id": "te",
"form": "they",
"pos_xpos": "PRP",
"pos_upos": "PRON"


https://aclanthology.org/2008.tal-2.9
https://aclanthology.org/2008.tal-2.9
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https://inria.hal.science/inria-00527799

nid.
"form":

"lemma":
"pos_xpos":
"pos_upos":

"t7",
"purred”,
"purr”,
"VBD",
"VERB"

mid.
"form":
"pos_xpos":
"pos_upos":

"t8",

"softly",
"RB",
"ADV"

"id": "t9",
"form": ".",
"pos_xpos": ".",
"pos_upos”: "PUNCT"
3 {
]

n

’
oreference”: [

{

set”: "cln,
"begin”: 1, 3,
"end”: 2 {

{
"Set”: IIC1 Il’
"begin": 6,
"end": 6 3,

3 {
] ’
"line": [
{
"id": "11",
"begin": 1, }
"end": 4 ]

"id“'
"begin":
"end": 9

”12”,
5,

}
1,

"sentence": [

{

nidn: st
"begin": 1,
"end": 9

}

] ’

"dependency”: [
{

"id": "dep1”

"from": 2,
"to": 1,
"label”: "det"”

"id": "dep2”
: )
"from": 3,
"to": 2,

"label”: "nsubj"

nign-
"from":
"to": 3,
"label”:

"dep3",
3:

"root"
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"id": "dep4”,
"from": 3,
"to": 4,

"label"”: "punct”

"id": "dep5”,
"from": 3,
"to": 5,

n

"label"”: "cc

"id": "dep6”,
"from": 7,
"to": 6,

I

"label"”: "nsubj"’

"id":
"from":
"to": 7,
"label”:

udep7u ,
3y

”conj”

Ilidll: lldep8ll,
"from": 7,
“to”: 8,

"label”: "advmod”

nidu,
"from":
HtOH: 9,
"label”:

udepgu ,
7:

n

"punct
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Abstract

An NER model is trained to recognize three
types of entities in academic contexts: person,
organization, and research area. Training data
is generated semiautomatically from newspa-
per articles with the help of word lists for the
individual entity types, an off-the-shelf NE rec-
ognizer, and an LLM. Experiments fine-tuning
a BERT model with different strategies of post-
processing the automatically generated data re-
sult in several NER models achieving overall
F1 scores of up to 92.45%.

1 Introduction

The Leibniz Institute for the German Language
(IDS) hosts the German Reference Corpus DeReKo
(Kupietz and Keibel, 2009; Kupietz et al., 2010,
2018), the largest German collection of texts avail-
able for research, consisting of 57 billion tokens
as of March 2024 (Leibniz-Institut fiir Deutsche
Sprache, 2024). The corpus contains texts from the
18th century to the present, including many press
releases. Linguistic annotation for DeReKo is pro-
vided on a syntactic level (e.g. parts of speech,
lemmata, dependency relations), however, no se-
mantic annotation has been added yet. This work
concentrates on the annotation of three types of
named entities, in particular persons in academia,
academic institutions, and academic disciplines. In
order to fine-tune a BERT model (Devlin et al.,
2019), training data is collected in a semiautomatic
manner from DeReKo itself!.

'We release best scoring NER model via WebLicht
(Hinrichs et al.,, 2010) at https://weblicht.sfs.
uni-tuebingen.de/weblichtwiki/index.php/Tools_
in_Detail#Named_Entity_Recognition
Due to strict copyright agreements with our text providers
we can provide the data for scientific and non-commercial
purposes only after signing a license agreement (free of
charge, upon request via E-Mail).

2 Motivation

DeReKao is searchable via the corpus analysis plat-
form KorAP (Diewald et al., 2016), making it pos-
sible to retrieve linguistic annotations as well as
descriptive catalog metadata. These include specifi-
cations about the title, creation date, author, license,
corpus sigle, and text sigle. A sigle is a unique iden-
tifier to reference parts of the corpus, in the case of
newspaper texts, a text sigle refers to a single news-
paper article. This level of granularity makes it
possible to enrich DeReKo with semantic metadata
such as named entities on the level of individual
texts. Finding mentions of academic named entities
in newspaper texts might serve as a starting point to
investigate the impact or perception of academics
beyond research. Moreover, these entities can also
serve as links to external knowledge bases such
as Wikidata (Vrandeci¢ and Krotzsch, 2014), the
Research Organisation Registry (Lammey, 2020)
or the German National Library’s Integrated Au-
thority File (Behrens-Neumann and Pfeifer, 2011).
Links to such external knowledge bases would pro-
vide more context to the data in DeReKo.
Creating a model for the task of academic NER
requires training data, namely sentences tagged
with the three given types. To our knowledge, no
such data set exists, so a new one is generated from
scratch. Having DeReKo at hand as a high-standard
text collection, which at the same time constitutes
the real-world data that should be processed by the
resulting named entity recognizer, it is an obvious
choice to collect sentences from the corpus as train-
ing data. The academic NER model should be able
to tag literal mentions of the three entity types inde-
pendent of whether researchers work in academia
or in the industry, for example:

(1) ...sagt [Heitzer]pgrres , Professorin am
Lehr- und Forschungsgebiet [Didaktik der
Mathematik | area-res an der [RWTH | orG-RES-

[Heitzer]pgr-res , professor of

‘...says
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the teaching and research department
[Didactics of MathematicS]arga-REs at
[RWTH]orG-RES -’

(2) Ein paar Stockwerke hoher wartet [Astrid
Kiermaier|ppr.res auf uns, die Molekular-
biologin arbeitet bei Roche im Bereich [Kreb-
sforschung | AREA-RES ---

‘A few floors up, [Astrid Kiermaier]|pgr-rgs 1S
waiting for us, the molecular biologist works
in the area of [cancer research]arga-res at
Roche ...

The entity type PER-RES should include the aca-
demic title of a person if it precedes the name. How-
ever, the model is not expected to resolve corefer-
ences, so neither pronouns referring to an entity nor
a noun phrase that does not literally mention the
person’s name should be tagged, as the following
two examples illustrate:

(3) Mitte Miirz begann ein Team von Forschern
der [Universitdt Hirosaki |orc-res damit, so-
dass sie im Norden Japans bereits Messungen
vor Ort durchfiihrten.

‘In mid-March, a team of researchers from
[Hirosaki University|org.res began with that,
such that they already conduced on-site mea-
surements in northern Japan.’

(4) Der Physiker erfand nicht nur die Luftpumpe,
sondern befafite sich auch mit...

‘The physicist not only invented the air pump
but also engaged in...

Researchers are not always mentioned within the
context of research, in example (5), the model is
supposed to tag the person as the academic title
provides enough context to identify someone who
is or was a researcher. The opposite holds for exam-
ple (6), where a literal mention of the exact same
person is not supposed to be tagged as neither an
academic title nor the rest of the sentence indicate
any academic context. This is also the case for ex-
ample (7), where the model is not expected to tag
researcher Jane Goodall due to the lack of context
information.

(5) [Dr. Frank-Walter Steinmeier Jppgr.pes, Chef
des Bundeskanzleramtes, ist dafiir verant-
wortlich...

‘[Dr. Frank-Walter Steinmeier |pgr.rgs , head
of the Federal Chancellery, is responsible

’

for....

(6) Auflenminister Frank-Walter Steinmeier gab
sich weiter diplomatisch.

‘Foreign Minister Frank-Walter Steinmeier
continued to maintain a diplomatic stance.’

(7) Schiitze, was du liebst - So lautet das Prinzip
der Umweltikone Jane Goodall.

‘Protect what you love — This is the principle
of environmental icon Jane Goodall.’

The question remains as to how to tag the data
without spending too much human resources on
annotation but at the same time not compromising
on quality either. The goal is to collect enough
training data to fine-tune a BERT model in an at
least partly automated manner through a rule-based
method with word lists and then to improve the
model by generating more training data through
a deep learning approach using a large language
model (LLM).

3 Background

Named entity recognition is a crucial method in
NLP and forms part of many downstream tasks.
Standard models typically comprise at least the en-
tity types person, location, and organization, but
there is also quite some research about domain-
specific NER models, dealing for example with
biomedical entities such as proteins or chemicals
(Lee et al., 2020; Sun et al., 2021). Relevant for the
present work are standard NER models and frame-
works, especially the spaCy library (Honnibal et al.,
2020) for model fine-tuning, and Stanza (Qi et al.,
2020) for data preprocessing. Although spaCy and
Stanza both provide state of the art NER models,
they do have weaknesses once they are more thor-
oughly evaluated, e.g. regarding unseen text genres
during inference or random train/dev/test splits dur-
ing training (Vajjala and Balasubramaniam, 2022).
However, Schmitt et al. (2019) compared the five
NER frameworks StanfordNLP, NLTK, OpenNLP,
spaCy, and Gate with the result of StanfordNLP
scoring best. The Stanza NLP package builds on
the Stanford NLP framework and gives access to
NER models for multiple languages which is why
its German model was used for data preprocessing.

To our knowledge neither a German data set
nor a readily trained model is available for the do-
main of academic entity recognition covering the
entity types academic person, institution, and re-
search area. The only data set that comes close
to the present task is CrossNER (Liu et al., 2021),
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which contains 14 entity types, including labels for
universities, scientists, and scientific disciplines.
However, CrossNER does not contain any German
data, and the part of the data set containing the rele-
vant labels is very small, containing a few hundred
samples only, in addition to being extracted from a
single specific domain of Wikipedia articles about
Artificial Intelligence, which might be insufficient
for applying the task of NER to the broad domain
of newspaper texts. Peng et al. (2020) propose an
approach for adapting existing NER models such
that they recognize additional entity types. Their
partially supervised training algorithm makes use
of word lists with prototypical examples for the new
entity type to be added. Although the evaluation
for some of their data sets looks promising, their
method of introducing new types of named entities
is not really applicable to the present task. Only in
the case of research area, a new entity type would
be added, whereas the entity types academic per-
son and institution depict an adaption, as persons
and institutions in academics are a subset of the
more general entity types person and organization
that most existing NER models have. However, the
idea of bootstrapping training data with word lists
was indeed inspired by their work. Gilardi et al.
(2023) conduct experiments where they let Chat-
GPT annotate data sets and compare the results to
the annotation performance of human crowd work-
ers. The humans receive the same instructions as
the LLM (in a zero-shot setting) for the text anno-
tation tasks comprising binary and multi-class clas-
sification of sentences. Results show that the LLM
outperforms the crowd workers by approximately
25 percentage points in average accuracy. Under
the aspect of labeling cost reduction, Wang et al.
(2021) experiment with distinct strategies of apply-
ing GPT-3 to label various NLP data sets. They
use labels generated by the LLM to train smaller
and thus more specialized transformer language
models and compare these to the raw GPT-3 model
as well as to human labeling performance. It turns
out that the combination of letting humans adjust
low-confidence labels of GPT-3 works best.

4 Approach

The steps to obtain a custom NER model recog-
nizing academic entities comprise the following:
(i) For each entity type, create lists of prototypical
entities or words that form part of candidate enti-
ties. Detect candidate entities in the corpus text by
applying a German off-the-shelf NER model and

the word lists. (ii) Manually post-process enough
sentences to obtain sufficient training data for an
initial data set and fine-tune a German BERTgAsE
model to obtain a custom NER model. (iii) Gen-
erate more training data by applying the custom
NER model and an LLM on unseen data in order to
again fine-tune the German BERTgAsg model with
the initial plus the additional data.

At the last step, various experiments with the ad-
ditional data — post-processed in different ways —
show possible uses of this extra data and evaluate
how well they work. These different variants of
data post-processing result in three additional data
sets for retraining: One data set containing only the
extra sentences tagged by the initial custom NER
model, a second one with only the tags on which
the LLM and the initial custom NER model agree,
and a third one being the manually post-processed
version of the second data set. Each of the addi-
tional training data sets results in a new fine-tuned
custom NER model, respectively. Finally, we com-
pare the three additional custom NER models and
the initial custom NER model from step (ii).

5 Data

In order to filter DeReKo for a suitable initial data
set, a few preprocessing steps are necessary. The
word lists are created as a starting point to find sen-
tences that contain one of the three relevant entity
types. The first list, used to search for potential
academic persons, contains words or abbreviations
representing academic titles such as Dr., Professor
or PhD. The second list contains names of aca-
demic institutions, mainly based on a list provided
by the German Federal Report of Research and
Innovation (Bundesbericht Forschung und Innova-
tion, 2023). The third and last one lists areas of
research, inspired by the German Research Founda-
tion’s classification of research fields (Deutsche
Forschungsgemeinschaft, 2023). The word list
with academic titles further serves in a previous
step to filter DeReKo for potentially relevant texts,
which becomes necessary due to the sheer size of
the corpus. We use this word list assuming that
texts in which academic titles appear might contain
mentions of academic institutions and research ar-
eas as well. Whereas all three word lists are used
to find candidate entities through string matches,
the candidate entities for the entity type academic
person were detected with the additional help of
an off-the-shelf NER model from the Stanza NLP
package, applying the condition that only a named

175



entity of type person having a preceding or suc-
ceeding academic title becomes an actual candidate
entity.

Out of more than 340,000 filtered texts, 10,000 are
randomly selected to automatically find candidate
entities. A subsequent manual post-processing”
with the deletion or correction of wrong entities
and the insertion of missed entities, yields a total
of 4,928 sentences with 4,223 tags for academic
persons (PER-RES), 2,300 tags for academic insti-
tutions (ORG-RES), and 676 tags for research areas
(AREA-RES). The manual review of all three entity
types comes with some challenges. Regarding can-
didate persons, for example, there are many cases
in which schoolteachers (teaching in secondary but
not tertiary education) were erroneously tagged as
academics because of their preceding title of pro-
fessor in the sentence. This happens in Austrian
newspaper texts, where the convention holds to use
this kind of title for schoolteachers who studied at
university. Similar are the cases of detected aca-
demic persons from fiction or pen names such as
Dr. Seuss. A weakness of the Stanza NER model
is the incorrect recognition of first and last names
with hyphens, which are both quite common for
German names, e.g. Prof. DDr. Franz-Josef Rader-
macher or Prof. Barbara Stddtler-Mach. Another
problem is that academic persons sometimes stay
undetected in sentences in which their academic
title does not occur, even when the context is un-
ambiguously academic, e.g.:

(8) ...der Neurobiologe Mathias Jucker vom
Hertie-Institut der Universitdt Tiibingen...

‘...the neurobiologist Mathias Jucker from the
Hertie Institute of the University of Tiibin-

’

gen...

This example also illustrates the problem of how to
deal with hierarchical relations between academic
institutions — in this case whether to tag both the
Hertie-Institut as well as the Universitdt Tiibingen
or only the latter. Both were tagged eventually
as Hertie-Institut unambiguously refers to the sub-
ordinate organization, which is not the case for
mentions such as Faculty for Computer Science.
Instead, Computer Science would be tagged as an
entity of the type research area. Another tagging de-

2Only the author of this paper reviewed the data manually
due to practical considerations. While acknowledging the
importance of inter-annotator agreement as a measure of reli-
ability, involving external annotators was not feasible within
the given time frame and budget constraints for this research.

Data Set A B C Initial
PER-RES 5421 4,157 3,774 2,942
ORG-RES 2,826 2,076 2,136 1,624
AREA-RES 1,157 726 749 450

# Sentences 6,768 5,089 4,533 3,449

Table 1: Training data statistics of the initial and the
three additional data sets. Note that the number of sen-
tences of the initial data set was originally 4,928 but is
reduced by the development and test data.

cision for research areas is to handle two areas as a
single entity when they appear in one compound ex-
pression connected with a hyphen, e.g. Wirtschafts-
und Sozialwissenschaft (‘economic and social sci-
ence’). Although a good amount of the work can
already be done automatically, these edge cases
illustrate that manual post-processing remains an
essential step to obtain data of good quality.

5.1 Additional Data Sets

To further improve the custom NER model, we
generate more training data with the help of the
initial custom NER model and an LLM, both ap-
plied to tag additional sentences from 1,000 un-
seen DeReKo texts. The few-shot prompt for the
LLM is provided in Appendix A.1. The decision
as to which LLM to use is made in favor of Llama-
2-13B-chat after experimenting with different in-
structional prompts as input to compare the two
models Llama-2-13B-chat (Touvron et al., 2023)
and OpenOrca-Platypus2-13B (Lee et al., 2023).
See Appendix A.2 for further details. The three
additional data sets created with the initial custom
NER model and Llama-2-13B-chat all contain the
training data from the initial data set plus the newly
generated data. They differ from each other with
respect to the newly generated data as follows:

A) contains sentences with tags detected by the
initial custom NER model

B) contains sentences with tags on which the
initial custom NER model and Llama-2-13B-
chat agree

C) contains sentences from B) with manually re-
viewed tags (deleted, inserted or corrected)

Table 1 provides an overview of the different train-
ing data set sizes and the distribution of the three
entity types. The biggest data set is data set A,
followed by B and finally C, corresponding to the
increasingly stricter measures of quality assurance.
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6 Experiments

The German cased BERTgasg  model
de_dep_news_trf consisting of 12 layers
with 12 attention heads each and a total of 768
hidden states is fine-tuned separately with each
of the four data sets using the spaCy transformer
library on a single Tesla P4 GPU. To obtain the
same development and test data for the four passes
of fine-tuning BERTpAsE, the initial data set is split
into train/dev/test portions with a ratio of 70/20/10.
For better comparability, all hyperparameters for
model training are kept identical and correspond
to spaCy’s default configuration with a batch size
of 128, a dropout rate of 0.1, the Adam optimizer
with an initial learning rate of 107>, and early
stopping based on the F1 score.

7 Results and Discussion

We evaluate all four models on the test split consist-
ing of 489 sentences containing 423 PER-RES, 192
ORG-RES, and 79 AREA-RES tags. Table 2 shows
that there are only few differences between the
model performances, all ranging within overall F1
scores of 91.32% and 92.45%. The initial custom
NER model reaches the best score, which is slightly
surprising as it is trained on the smallest data set.
Intuitively, the expectation would be that model C
(trained on data set C) would yield the best score as
it comprises roughly 30% more sentences that are,
on top of that, manually reviewed. However, model
C is only ranked third, even slightly behind model
B without the manual review but trained on more
sentences. Model A with the strategy to augment
the data only using the initial custom NER model
yields the worst scores, not only regarding the over-
all F1 score but also the F1 scores for the individual
entity types. A possible explanation might be the
missing quality checks for the data, as training data
is neither double checked by an LLLM nor by a hu-
man. It seems to be an insufficient strategy to only
increase the amount of data without any measures
of quality assurance.

Regarding the best model, the picture changes a
bit when taking a look at the entity type F1 scores.
While the best score for the entity type PER-RES of
95.4 is still achieved with the initial custom NER
model, model C achieves the best score for the
entity type ORG-RES, and model B does so for
AREA-RES. Thus, with the experiments in this
work it cannot be stated that there is clearly one sin-
gle data augmentation strategy for all entity types.

Model A B C Initial
P 91.56 90.61 92.39 93.68
PER-RES R 9649 97.19 96.72 97.19
F1 9396 93.79 9451 95.40
P 90.91 92.06 92.15 89.58
ORG-RES R 87.63 89.69 90.72 88.66
F1 89.24 90.86 91.43 89.12
P 82.35 86.59 79.76 89.47
AREA-RES R 8235 8353 7882 80.00
F1 8235 85.03 79.29 84.47
P 90.30 90.53 90.86 92.12
Overall R 9235 9348 9292 9278
F1 91.32 9199 91.88 9245

Table 2: Precision, recall and F1 scores (in percent) for
the individual entity types and overall.

Except for the entity AREA-RES in example
(2) all entities listed in section 2 are all correctly
recognized by the best (initial) model. To test a
few cases that are presumably more difficult for the
model, we modify the examples (1) and (2) by cut-
ting off the second half of the sentence after the last
comma. In both cases the person entities should not
be tagged anymore due to the lack of context. The
model does so for example (2) but not for (1) where
Heitzer keeps beeing tagged as PER-RES. For sen-
tence (7) we replace the tokens Umweltikone (‘en-
vironmental icon’) for Primatenforscherin (‘prima-
tologist’), which changes the model’s behavior as
it now tags Jane Goodall.?

8 Conclusion

This work shows different strategies of generat-
ing training data to obtain a custom NER model
through fine-tuning. For the sake of obtaining high-
quality data, suitable data is augmented semiau-
tomatically, with some amount of sentences un-
dergoing manual review. The results show that
there is no single best data generation strategy for
all entity types, such that a combination for the
three best-scoring models might be considered for
future applications with the specific domain of aca-
demic named entity recognition. With the small
differences of the resulting F1 scores in mind, a
careful conclusion that can be drawn is that LLMs
like Llama-2-13B-chat are beneficial to ensure data
quality at a low cost whereas it might not be worth
to invest too much into manual data review.

3See Appendix A.3 for all examples and their variations.
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9 Limitations

There are several possible improvements for fu-
ture model fine-tuning, one of which is to see
whether a different train/dev split of the three addi-
tional data sets would lead to better results and how
other/newer LLMs like GPT-4 or Llama-3 might
show improvements for data preprocessing. An-
other idea is to qualitatively evaluate the results of
the best model more thoroughly and investigate if
wrong model predictions follow certain patterns
(e.g. research areas composed of many words are
often not well recognized) and if so, generate more
training sentences targeted to eliminate these error
patterns. Finally, it would be interesting to know by
how much the initial data set can be reduced with-
out compromising much on model performance in
order to find a good balance between the amount
of manually annotated and automatically generated
data to further reduce manual annotation cost.

10 Ethical Considerations

For the purpose of this contribution, the authors
received access to data files from DeReKo. Due
to copyright restrictions the sampled data set can
only be made available under certain conditions, for
further details see section 1. However, interested
parties can easily register for the corpus analysis
platform KorAP*, which allows to query DeReKo
as a whole. We do not see any data privacy issues
as the texts from which the training data is sam-
pled have all been previously made available by
(newspaper) publishers.
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A Appendix
A.1 Few-Shot Prompt

The model generated the most useful output with
few-shot prompting, i.e. when providing three ex-
amples of correctly tagged sentences as the desired
output. The actual target sentence required to be
tagged by the LLM is then attached at the end of the
prompt, see Figure 1. The challenge was to select
examples as diverse as possible that are also short
enough to not exceed the model’s context window
size of 512 tokens. Sometimes the target sentence
was too long and maxed out the context window
size, which led to an error and therefore no output
was returned from the LLM. Other challenges con-
sisted in the unexpected output formatting done by
the model: No separation of entities of the same
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" : Finde Entititen wie akademische Personen, akademische Institutionen und akademische
Fachrichtungen. Gib die Entitdten im Wortlaut wieder. Generiere keinen weiteren Text dariiber hinaus.
Beispiele:

Text: Gleichzeitig studierte Prof. Roland Girtler an der Rheinischen Friedrich- Wilhelms-Universitét
Bonn Politikwissenschaften, Offentliches Recht und Philosophie mit Abschluss MA, gab zwei
Fachbiicher heraus und machte in der FDP Karriere.

Entititen: PER: Prof. Roland Girtler; ORG: Friedrich- Wilhelms-Universitidt Bonn; AREA:
Politikwissenschaften | Offentliches Recht | Philosophie

Text: Bei den Studenten am Erziehungswissenschaftlichen Seminar der Heidelberger Universitét und
der Humboldt Universitat Berlin (HU) regt sich Unmut: Als \"unhaltbare und unzumutbare Zustinde\",
dass seit nunmehr sieben Semestern der Lehrstuhl fiir Sozialpiddagogik vakant ist.

Entititen: PER: -; ORG: Heidelberger Universitdt | Humboldt Universitdt Berlin (HU); AREA:
Sozialpddagogik

Text: \"Die Schidigung im Gehirn folgt dabei dem Dominoprinzip\", sagt der Neurobiologe Mathias
Jucker, PhD vom \"Hertie-Institut\" der Universitét Tiibingen (vgl. Grafik S. 98).

Entitiiten: PER: Mathias Jucker, PhD; ORG: \"Hertie-Institut\" | Universitédt Tiibingen; AREA: -

.n

: Text: " + target_sentence +"

Figure 1: Few-shot prompt with the prompt template keywords colored in orange and a placeholder for the target
sentence in blue. The desired output as indicated in the examples is formatted as follows: PER: entity1 | entity?2 |
entity3; ORG: entity4 | entityS; AREA: entity6. A dash is inserted if an entity type is not detected at all.

type with the required separator symbol or the un-  OpenOrca-Platypus2-13B® by more than 10 per-
requested modifications of entities, e.g. the conver-  cent.
sion of Heidelberger Universitdt into Universitdit

Heidelberg, and halluzinations in the shape of in- Llama 2 Chat = OpenOrca Platypus 2
venting additional sentences. This behavior made P 88 53 9248
the final extraction of entities impossible for some R 81.76 62.35
of the target sentences, which were then skipped F1 85.01 74.49

and not included in the additional data sets. For the
sentences where the output generation was success-  Table 3: Precision, recall, and F1 scores (in percent) on
ful and where the model kept the desired output  tagging performance for 489 test set sentences.

format (i.e. designating the entity type followed by
the entity values separated with vertical bars), the
recognized entities could easily be extracted. A.3  Example Sentences

(1a) “Aber riesige Zahlen sind immer noch nicht

A2 LLM Comparison unendlich”, sagt Heitzer, Professorin am Lehr-
und Forschungsgebiet Didaktik der Mathe-

Table 3 shows the results of the LLM evaluation, matik an der RWTH.

which is performed on a test set consisting of 489 “But huge numbers are still not infinite’, says

sentences from the initial data set. For better com- Heitzer, professor of the teaching and re-

parison, both models were instructed with the same search department Didactics of Mathematics

few-shot prompt containing three examples of sen- at RWTH.

tences and corresponding entity tags. Llama-2-13B-

char® achieved an F1 score of 85%, outperforming ~ (1b) “Aber riesige Zahlen sind immer noch nicht
unendlich”, sagt Heitzer.

5https ://huggingface.co/TheBloke/ 6ht’cps: //huggingface.co/TheBloke/
Llama-2-13B-chat-GGML OpenOrca-Platypus2-13B-GGML
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(2a)

(2b)

3)

4)

)

(6)

(7a)

(7b)

“But huge numbers are still not infinite’, says
Heitzer.

Ein paar Stockwerke hoher wartet Astrid Kier-
maier auf uns, die Molekularbiologin arbeitet
bei Roche im Bereich Krebsforschung und
leitet dort ein Team von 14 Mitarbeitern.

‘A few floors up, Astrid Kiermaier is waiting
for us, the molecular biologist works in the
area of cancer research at Roche and leads a
team of 14 employees there.’

Ein paar Stockwerke hoher wartet Astrid Kier-
maier auf uns.

‘A few floors up, Astrid Kiermaier is waiting
for us.’

Mitte Mdrz begann ein Team von Forschern
der Universitit Hirosaki damit, sodass sie
im Norden Japans bereits Messungen vor Ort
durchfiihrten.

‘In mid-March, a team of researchers from Hi-
rosaki University began with that, such that
they already conduced on-site measurements
in northern Japan.’

Der Physiker erfand nicht nur die Luft-
pumpe, sondern befafste sich auch mit der
barometrischen Erforschung des Luftdrucks.

‘The physicist not only invented the air pump
but also engaged in the barometric study of
air pressure.’

Dr. Frank-Walter Steinmeier, Chef des Bun-
deskanzleramtes, ist dafiir verantwortlich,
Streitigkeiten zwischen den Politikern zu
schlichten.

‘Dr. Frank-Walter Steinmeier, head of the Fed-
eral Chancellery, is responsible for mediating
disputes between politicians.’

Auflenminister Frank-Walter Steinmeier gab
sich weiter diplomatisch.

‘Foreign Minister Frank-Walter Steinmeier
continued to maintain a diplomatic stance.’

Schiitze, was du liebst - So lautet das Prinzip
der Umweltikone Jane Goodall.

‘Protect what you love — This is the principle
of environmental icon Jane Goodall.’

Schiitze, was du liebst - So lautet das Prinzip
der Primatenforscherin Jane Goodall.
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‘Protect what you love — This is the principle
of primatologist Jane Goodall.’

(8) “Die Schddigung im Gehirn folgt dabei dem

Dominoprinzip”, sagt der Neurobiologe Math-
ias Jucker vom Hertie-Institut der Universitdit
Tiibingen.

“The damage in the brain follows the domino
principle’, says the neurobiologist Mathias
Jucker from the Hertie Institute of the Univer-
sity of Tiibingen.’
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Abstract

The ROUGE metric is commonly used to eval-
uate extractive summarization task, but it has
been criticized for its lack of semantic aware-
ness and its ignorance about the ranking quality
of the extractive summarizer. Previous research
has introduced a gain-based automated metric
called Sem-nCG that addresses these issues, as
it is both rank and semantic aware. However,
it does not consider the amount of redundancy
present in a model summary and currently does
not support evaluation with multiple reference
summaries. It is essential to have a model sum-
mary that balances importance and diversity,
but finding a metric that captures both of these
aspects is challenging. In this paper, we pro-
pose a redundancy-aware Sem-nCG metric and
demonstrate how the revised Sem-nCG met-
ric can be used to evaluate model summaries
against multiple references as well which was
missing in previous research. Experimental
results demonstrate that the revised Sem-nCG
metric has a stronger correlation with human
judgments compared to the previous Sem-nCG
metric and traditional ROUGE and BERTScore
metric for both single and multiple reference
scenarios.

1 Introduction

For the past two decades, ROUGE (Lin, 2004b) has
been the most used metric for evaluating extrac-
tive summarization tasks. Nonetheless, ROUGE
has long been criticized for its lack of semantic
awareness (Graham, 2015; Ng and Abrecht, 2015;
Ganesan, 2018; Yang et al., 2018) and its igno-
rance about the ranking quality of the extractive
summarizer (Akter et al., 2022).

To address these issues, previous work has pro-
posed a gain-based metric called Sem-nCG (Akter
et al., 2022) to evaluate extractive summaries by
incorporating rank and semantic awareness. Re-
dundancy, a crucial factor in evaluating extractive
summaries, was not, however, included in the Sem-

Santu Karmaker
Big Data Intelligence (BDI) Lab
Auburn University
Alabama, USA
sks@0@86@auburn.edu

nCG metric. Additionally, their proposed Sem-nCG
metric does not support the evaluation of model
summaries against multiple references. However,
it is well recognized that a set of documents can
have multiple, very different, and equally valid
summaries; as such, obtaining multiple reference
summaries can improve the stability of the evalua-
tion (Nenkova, 2005; Lin, 2004a). It’s quite chal-
lenging to come up with a metric that takes into
account the balance between importance and diver-
sity in model summary. Therefore, it’s necessary
to carry out a systematic study on how to integrate
redundancy and multiple references to the existing
Sem-nCG metric.

In this paper, we first incorporate redundancy
into the previously proposed Sem-nCG metric. In
other words, we propose a redundancy-aware Sem-
nCG metric by exploring different ways of in-
corporating redundancy into the original metric.
Through extensive experiments, we demonstrate
that the redundancy-aware Sem-nCG exhibits a no-
tably stronger correlation with humans than the
original Sem-nCG metric.

Next, we demonstrate how this redundancy-
aware metric could be applied to evaluate model
summaries against multiple references. This is
a non-trivial task because Sem-nCG evaluates a
model-generated summary by considering it as
a ranked list of sentences and then comparing
it against an automatically inferred ground-truth
ranked list of sentences within a source document
based on a single human written summary (Ak-
ter et al., 2022). However, in the case of multiple
references, the ground-truth ranked list of source
sentences must be inferred based on all available
human-written reference summaries, not just one.

When there are multiple reference summaries
available, incorporating them into evaluation poses
significant challenge. This is because the qual-
ity of human-written summaries differs not only
in writing style but also in focus. Moreover, in-
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cluding multiple reference summaries with a lot of
terminology variations and paraphrasing makes the
automated evaluation metric less stable (Cohan and
Goharian, 2016). In this work, we have also shown
how to infer a single/unique ground-truth ranking
based on multiple reference summaries with the
proposed redundancy-aware Sem-nCG metric. Our
findings suggest that, compared to the conventional
ROUGE and BERTScore metric, the redundancy-
aware Sem-nCG exhibits a stronger correlation with
human judgments for evaluating model summaries
when both single and multiple references are avail-
able. Therefore, we encourage the community to
use redundancy-aware Sem-nCG to evaluate extrac-
tive summarization tasks. Our contributions are:

* Redundancy of extracted sentences is a com-
mon problem in extractive summarization sys-
tems. We have demonstrated how to consider
redundancy awareness in the already-designed
Sem-nCG metric.

* We present how to use the redundancy-aware
Sem-nCG metric for summary evaluation with
multiple references which poses unique chal-
lenges of variability.

* The revised Sem-nCG metric exhibits a
stronger correlation with human judgments
for evaluating model summaries when both
single and multiple references are available,
not only with the previous Sem-nCG met-
ric but also with conventional ROUGE and
BERTScore metric.

2 Redundancy-aware Sem-nCG Metric

Sem-nCG Score: Normalized Cumulative Gain
(nCG) is a popular evaluation metric in informa-
tion retrieval to evaluate the quality of a ranker.
nCG compares the model ranking with an ideal
ranking and assigns a certain score to the model
based on some pre-defined gain. (Akter et al., 2022)
has utilized the idea of nCG in the evaluation of
extractive summarization. The basic concept of
Sem-nCG is to compute the gain (CG@k) obtained
by a top k extracted sentences and divide that by the
maximum/ideal possible gain (ICG @k), where the
gains are inferred by comparing the input document
against a human written summary. Mathematically:

CG@k

ICG@k M
Redundancy Score: We followed (Chen et al.,
2021) to compute self-referenced redundancy score

Sem-nCG@k =

which is computationally efficient and less ambigu-
ous than classical approaches. The summary, X,
itself is used as the reference to determine the de-
gree of semantic similarity between each summary
token/sentence and the other tokens/sentences. The
average of maximum semantic similarity is used
to determine the redundancy score. For a given
summary, X = {x1, x2, ..., T, }, the calculation is
as follows:

> Maxjiz; Sim(z;, x:)

IXI

@

Scorepeq =

where, j : i # j denotes that the similarity
between x; and itself has not been considered. Note
that Score,.q € [0, 1] in our case and lower is better.

Final Score: We used the following formula to
calculate the final score after obtaining the scores
of Sem-nCG and Score,,q:

Score = X Sem-nCG + (1 — X) % (1 — Scorereq)  (3)

Here, A € [0,1] is a hyper-parameter to scale the
weight between Score,.q and Sem-nCG. Score €
[0, 1] where higher score means better summary.

3 Experimental Setup

Dataset: Human correlation is an essential at-
tribute to consider while assessing the quality of
a metric. To compute the human correlation of
the revised redundancy-aware Sem-nCG metric,
we utilized SummEval dataset from (Fabbri et al.,
2021)!. The annotations include summaries gener-
ated by 16 models (abstractive and extractive) from
100 news articles (1600 examples in total) on the
CNN/DailyMail Dataset. Each source news arti-
cle includes the original CNN/DailyMail reference
summary as well as 10 additional crowd-sourced
reference summaries. Each summary was anno-
tated by 5 independent crowd-sourced workers and
3 independent experts (8 annotations in total) along
the four dimensions: Consistency, Relevance, Co-
herence and Fluency (Fabbri et al., 2021)%. As
this work focuses on the evaluation of extractive
summarization, we considered the output gener-
ated by extractive models and filtered out samples
comprising less than 3 sentences (as we report Sem-
nCG@3). Additionally, we considered the expert

'We used the dataset by (Fabbri et al., 2021), the only
available benchmark "meta-evaluation dataset" for extractive
summarization, to the best of our knowledge. Sem-nCG’s au-
thors have demonstrated its correlation with human judgment
on this dataset. To ensure a fair comparison, we maintained
the same settings as the original Sem-nCG when assessing the

redundancy-aware Sem-nCG.
2See Appendix A.2 for details
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annotations for the meta-evaluation, as non-expert
annotations can be risky (Gillick and Liu, 2010).
As was done in (Akter et al., 2022), for each
sample, from the 11 available reference summaries,
we considered 3 settings: Less Overlapping Ref-
erence/LOR (highly abstractive references with
fewer lexical overlap with the original document),
Medium Overlapping Reference/MOR (medium
lexical overlap with the original document) and
Highly Overlapping Reference/HOR (highly ex-
tractive references with high lexical overlap with
the original document).
Embedding for Groundtruth Ranking: The core
of the Sem-nCG metric is to automatically cre-
ate the groundtruth/ideal ranking against which
the model ranking is compared. To create the
groundtruth ranking, (Akter et al., 2022) used var-
ious sentence embeddings. Similarly, we utilized
various sentence embeddings as well since our goal
is to compare the new redundancy-aware Sem-nCG
metric to the original Sem-nCG metric. Specifically,
we considered Infersent (v2) (Conneau et al., 2017),
Semantic Textual Similarity benchmark (STSb
- bert/roberta/distilbert) (Reimers and Gurevych,
2019), Elmo (Peters et al., 2018) and Google Uni-
versal Sentence Encoder (USE) (Cer et al., 2018)
with enc-2 (Iyyer et al., 2015) based on the deep av-
erage network, to infer the groundtruth/ideal rank-
ing of the sentences within the input document with
guidance from the human written summaries.
Scorer.,q Computation: To compute the self-
referenced redundancy score, we used the top-3
sentences from the model generated summary (as
we report Sem-nCG @ 3). We calculated each sen-
tence’s maximum similarity to other sentences and
then averaged it to get the desired Score,.;. We ex-
perimented with four distinct variations to compare
the sentences: cosine similarity (by converting sen-
tences to STSb-distilbert (Reimers and Gurevych,
2019) embeddings), ROUGE (Lin, 2004b), Mover-
Score (Zhao et al., 2019) and BERTScore (Zhang
et al., 2020).

4 Results

4.1 Redundancy-aware Sem-nCG

We first considered how redundancy-aware Sem-
nCG performs in extractive summarization with
single reference. As shown in Table 1, we com-
puted Kendall’s tau (7) correlation between the
expert given score for model summary and the Sem-
nCG score with/without redundancy along the four

meta-evaluation criteria: Consistency, Relevance,
Coherence, and Fluency, for different embedding
variations (to create the groudtruth ranking) and dif-
ferent approaches to compute Score,.qs. We utilized
Equation 3 to compute the redundancy-aware Sem-
nCG score, where lambda () is a hyper-parameter
choice and is set to A = 0.5 empirically. In Table 1
w/o redundancy refers to Equation 1.

Table 1 shows that the redundancy-aware Sem-
nCG metric outperforms the original Sem-nCG met-
ric in terms of Consistency, Relevance, and Coher-
ence; with a 5% improvement in Relevance and
a 14% improvement in Coherence for less over-
lapping references (LOR). We also observe im-
provements in the Relevance (9%) and Coherence
(20%) dimensions for medium overlapping refer-
ences (MOR). For High Overlapping References
(HOR), the improvement is 8% and 22% for Rele-
vance and Coherence, respectively.

We also observe that STSb-distilbert embedding
is a better choice in the Consistency dimension,
whereas USE with enc-2 is a better choice in the
Relevance and Coherence dimensions to construct
the groundtruth ranking. Therefore, we recommend
STSb-distilbert to create groundtruth ranking if
Consistency is a top priority, otherwise, we recom-
mend using USE with enc-2. A groundtruth rank-
ing was also created by combining STSb-distilbert
and USE into an ensemble, which showed balanced
performance across all four dimensions. It also ap-
pears that ROUGE and BERTScore provide com-
parable performances while computing Score;,q .
However, using ROUGE score as self-referenced
redundancy will be a better choice as evident from
Section 4.3.

In Table 2 Kendall’s tau correlation of ROUGE
and BERTScore has been demonstrated to get an
idea of the advantage of redundancy-aware Sem-
nCG and it is clearly evident that redundancy-aware
Sem-nCG also exhibits stronger correlation than
these metrics.

4.2 Hyperparameter Choice

In figure 1, we have varied A € [0,1] for the
3 scenarios (LOR, MOR and HOR) and com-
puted human correlation along four dimensions
(Consistency, Relevance, Coherence and Fluency)
when different embeddings are used to create the
groundtruth ranking and ROUGE score is used
to compute Score,,q. Human correlations with
BERTScore-based redundancy are presented in Ap-
pendix. For both redundancy penalties, it shows
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Embedding Type Consistency Relevance Coherence Fluency
LOR MOR HOR | LOR MOR HOR | LOR MOR HOR | LOR MOR HOR
Inferesent w/o redundancy 0.08 006 0.08| 007 012 0.09| 006 006 0.04]| 005 0.03 0.12
Cosine Similarity | 0.04 0.02 0.06 | 0.08 0.15 0.13| 0.14 0.19 0.18 | 0.02 -0.02 0.08
+ Redundancy ROUGE-1 007 005 0.11] 011 018 0.17| 0.18 025 0.26 | -0.01 -0.04 0.05
penalty MoverScore 005 006 O0.11]| 009 015 012 011 013 0.11| 0.03 001 0.11
BERTScore 005 002 0.08] 013 019 0.18| 0.18 022 024 ]-0.01 -0.04 0.04
Elmo w/o redundancy 0.06 007 0.09| 002 008 0.06| 002 002 001] 000 0.01 0.06
Cosine Similarity | 0.03 0.03 0.05| 0.04 013 0.10| 0.12 0.14 0.14 | -0.06 -0.05 0.02
+ Redundancy ROUGE-1 0.08 005 0.08]| 007 015 0.14] 017 020 020 |-0.06 -0.06 0.01
penalty MoverScore 0.08 007 0.10] 004 0.10 0.09| 007 0.06 0.06|-002 -0.01 0.05
BERTScore 006 003 0.05] 009 017 0.16| 017 019 0.18 | -0.06 -0.07  0.00
STSb-bert w/o redundancy 0.11 008 0.09| 003 013 0.12]-001 006 001 ]| 003 010 0.03
Cosine Similarity | 0.08 0.01 0.06 | 0.05 0.17 0.13| 0.10 0.18 0.16 | -0.05 0.02 0.05
+ Redundancy ROUGE-1 0.12 005 0.09| 008 022 0.18| 014 025 0.22]-0.04 -0.04 0.01
penalty MoverScore 012 006 0.10] 005 016 0.15] 004 0.11 0.09 |-0.01 0.02 0.08
BERTScore 0.10 001 006| 011 022 020 014 024 020]-0.06 -0.04 0.01
STSb-roberta ~ w/o redundancy 0.12 014 0.07 | 007 007 0.05| 004 000 -0.02]-001 0.01 0.06
Cosine Similarity | 0.09  0.07 0.05| 008 011 006 | 0.13 0.13 0.10 | -0.06 -0.05 -0.01
+ Redundancy ROUGE-1 0.12 0.11 0.09]| 011 0.16 0.10| 0.18 020 0.17|-0.07 -0.07 -0.04
penalty MoverScore 0.13 0.13 0.10| 0.09 0.10 0.07 | 0.08 0.07 0.04|-0.03 000 0.04
BERTScore 0.10 008 0.05| 0.13 018 0.12| 017 0.18 0.15]-0.08 -0.06 -0.04
USE w/o redundancy 005 004 0.04] 011 0.14 0.08| 007 008 0.02] 003 0.05 0.08
Cosine Similarity | 0.02 -0.01 0.03 | 0.10 0.16 0.09| 0.16 0.19 0.16 |-0.05 0.01 0.03
+ Redundancy ROUGE-1 006 002 0.07] 013 021 0.14| 020 026 023]-006 0.00 0.00
penalty MoverScore 007 003 0.07] 013 016 0.1 | 013 0.13 0.10| 0.01 0.03 0.06
BERTScore 003 -001 0.05] 015 022 0.17| 021 024 022]-006 0.00 0.00
STSb-distilbert  w/o redundancy 017 009 012 | 006 009 0.07| 006 003 -0.01]| 001 0.03 0.04
Cosine Similarity | 0.16  0.04 0.06 | 0.07 0.12 0.07 | 0.14 0.16 0.11 | -0.05 -0.03 -0.04
+ Redundancy ROUGE-1 0.16 006 0.08]| 010 0.16 0.12] 017 021 0.17 | -0.06 -0.04 -0.05
penalty MoverScore 0.18 008 0.10| 008 0.12 0.09| 009 0.09 0.04]-002 001 0.01
BERTScore 0.14 003 0.05] 012 018 0.14| 017 020 0.16 |-0.06 -0.05 -0.05
Ensembleg;, w/o redundancy 0.12 0.08 0.07 | 0.10 0.12 0.07 | 0.08 0.06 0.00 | 0.01 0.04 0.05
Cosine Similarity | 0.11 ~ 0.02 0.04 | 0.10 0.16 0.09 | 0.16 020 0.15]-0.06 -0.01 -0.01
+ Redundancy ROUGE-1 0.13 005 0.08] 013 021 0.14] 020 026 021 ]|-0.05 -0.03 -0.03
penalty MoverScore 0.14 006 0.08]| 012 015 0.10| 0.14 0.13 0.08 |-0.01 0.03 0.03
BERTScore 0.10 003 0.05] 015 022 0.16| 021 025 020]-0.05 -0.02 -0.03

Table 1: Kendall’s tau (7) correlation coefficients of expert annotations for different embedding

variations of

Sem-nCG along with various redundancy penalties when A = 0.5. Low overlapping reference (LOR), medium
overlapping CNN/DailyMail reference (MOR), and high overlapping reference (HOR) were chosen from 11
reference summaries per example to demonstrate the correlation. The highest value in each column is in bold green.

Consistency Relevance Coherence Fluency
LOR MOR HOR | LOR MOR HOR | LOR MOR HOR | LOR MOR HOR
ROUGE-1 008 005 0.01] 007 021 022 003 0.13 0.13| 0.05 0.05 0.05
ROUGE-L | 0.02 0.06 -0.01| 003 019 0.15]-002 0.14 0.08| 001 0.04 -0.07
BERTScore | 0.06 0.10 0.07 | 010 0.18 020| 006 0.15 0.11 | 0.08 0.05 0.04

Table 2: Kendall’s tau correlation coefficients of ROUGE and BERTScore for Low overlapping reference (LOR),
medium overlapping CNN/DailyMail reference (MOR), and high overlapping reference (HOR) chosen from 11

reference summaries per example to demonstrate the correlation.

that higher lambda (A > 0.6) achieves better cor-
relation for the Consistency dimensions, which
makes sense because higher lambda means giv-
ing more weight to Sem-nCG. For Relevance and
Coherence dimensions, a lower lambda () value
between [0.3 — 0.5] is a better choice as lower A
m