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TRAIN  TEST System Add Miss Wrong InstOK
TGen— 28 6862 48 192.2
Oricinal TGen 6.0 178.8 12 496.4
g TGen+ 1.6 76.2 0.4 558.2
o SC-LSTM | 121.6 8236 4262 7.8
_ TGen— 8.8 242 9.0 5916
Cleaned S TGen 4.2 0.8 02 6248
= TGen+ 1.0 0.2 02 6286
R = SCLSTM | 167.6 7572 3534 140
Cleaned S  TGen— 6.0 98.2 9.4 525.2
missing TGen 2.6 19.0 14 608.0
o TGen+ | 00 9%0 14 6206
Cleaned TGen— 04 5692 02 2340
dded TGen 20 1322 02 5016
TGen+ 0.2 62.8 02 5670
TGen— 394 11356 17.8  1089.4
Oricinal TGen 456 4154 78  1469.8
g TGen+ 23.6 2302 52 1608.8
o SC-LSTM | 858.6 19722 10576 39.0
TGen— 190 1512 28.6  1667.8
Cleaned T  TGen 7.8 83.0 96 17514
S TGen+ 1.8 72.6 70 17688
R £ SCLSTM | 876.2 17324 9374 78.0
©  TGen— 494 3284 300 14826
Cleaned
missing TGen 428 162.0 108 16432
o TGent | 240 1200 80 17028
Cleaned TGen— 22 13402 2.8 959.8
- dded TGen 6.0 373.6 1.8 15186
TGen+ 08 2166 08 16462

Table 5: Absolute numbers of errors (added slots/missed slots/wrong slot values) and numbers of completely
correct instances in all our experiments (compare to Tables 2 and 3 in the paper). Note that (1) the numbers are
averages over 5 runs with different random network initializations, hence the non-integer values; (2) only numbers
in the top half and the bottom half (with the same test set) are comparable. The original test set has 630 MRs and
4,352 slots in total. The cleaned test set has 1,847 MRs and 11,547 slots; however, for the runs with SC-LSTM
these counts are 1,800 and 11,101, respectively, since some items had to be dropped due to preprocessing issues.



