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Introduction 

• There’s always a bone to pick on MT 
evaluation metrics (Babych and Hartley, 2004; Callison-

Burch et al. 2006; Smith et al. 2014; Graham et al. 2015) 
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Hypothesis 1:  
Appeared calm when he was taken to the American plane , which will to 
Miami , Florida . 
 
Hypothesis 2: 
which will he was , when taken Appeared calm to the American plane to 
Miami , Florida . 
 
Reference: 
Orejuela appeared calm as he was led to the American plane which will take 
him to Miami , Florida . 

Almost Same 
BLEU?!  



Introduction 

• “Conventional” wisdom: 

– lower BLEU  not necessarily  worse translation 
(Callison-Burch et al. 2006) 

– higher BLEU =  better translation 

   (Callison-Burch et al. 2006; Nakazawa et al., 2014;  

     Cettolo et al., 2014; Bojar et al., 2015) 
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Introduction 

 

 

 

 

 

 

 
 

Callison-Burch et al. (2006) meta-evaluation on 2005 NIST MT Eval  
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Introduction 

• “Conventional” wisdom: 

– lower BLEU  not necessarily  worse translation 
(Callison-Burch et al. 2006) 

– higher BLEU =  better translation 

   (Callison-Burch et al. 2006; Nakazawa et al. 2014;  

     Cettolo et al. 2014; Bojar et al. 2015) 

 

   But is higher BLEU =  better translation true? 
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BLEU  
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Count the proportion of n-grams that 
appears in hypothesis and reference 

Penalize if the length of the 
hypothesis is too long 



BLEU (in practice) 
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Count the proportion of n-grams that 
appears in hypothesis and reference 

Penalize if the length of the 
hypothesis is too long 



BLEU  
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Hypothesis 

P1 : 90.0 

P2 : 78.9 

P3 : 66.7 

P4 : 52.9 

BP: 0.905 

BLEU:  64.03 

HUMAN: -5 

Baseline 

P1 : 84.2 

P2 : 66.7 

P3 : 47.1 

P4 : 25.0 

BP: 0.854 

BLEU: 43.29 

HUMAN: 0 



RIBES 
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Hypothesis 

 

RIBES:  94.04 

BLEU:   53.3 

HUMAN: -5 

Baseline 

 

RIBES: 86.33 

BLEU:  58.8 

HUMAN: 0 



System Level HUMAN  
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Hyp < Base 
= 0 < 5 
= -1 HUMAN 

 



System Level HUMAN 
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Hyp > Base 
= 3 > 2 
= +1 HUMAN 

 



System Level HUMAN 
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Hyp == Base 
= +0 HUMAN 

 



Segment Level HUMAN 
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#Hyp - #Base 
= 3 -2 
= +1 HUMAN 

 



Segment Level HUMAN 
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#Hyp - #Base 
= 2 -2 
= 0 

 



#Hyp - #Base 
= 0 - 5 
= -5 HUMAN 

 

Segment Level HUMAN 
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Experiment Setup  
(Our WAT Submission) 
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Results 
(Our WAT Submission) 
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+15 BLEU -> -17.75 HUMAN !!! 



Results 
(Our WAT Submission) 
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higher BLEU =  better translation is 
not always true.  



Segment level Meta-Evaluation 
(+ve HUMAN) 
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Segment level Meta-Evaluation 
(+ve HUMAN) 
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An interactive graph can be found here: https://plot.ly/171/~alvations/ 

(Hint: click on the bubbles here on the interactive graph  

https://plot.ly/171/~alvations/
https://plot.ly/171/~alvations/


Segment level Meta-Evaluation 
(+ve HUMAN) 
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Higher BLEU = 
Better translation  
(with 1-5 HUMAN) 



Segment level Meta-Evaluation 
(+ve HUMAN) 
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Mostly, very good 
translation (4-5 HUMAN) 
don’t go beyond +30 
BLEU from baseline 



Segment level Meta-Evaluation 
(+ve HUMAN) 
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Occasionally, lower BLEU is 
better translation but still in 
the range of 1-3 HUMAN score 



Segment level Meta-Evaluation 
(+ve HUMAN) 
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There are some cases 
where >+30 BLEU is as 
good as the baseline 



Segment level Meta-Evaluation 
(+ve HUMAN) 
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Sometimes, there are 
translations with >+50 BLEU 
with low HUMAN scores. 



Segment level Meta-Evaluation  
(-ve HUMAN) 
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An interactive graph can be found here:  https://plot.ly/173/~alvations/  
(Hint: click on the bubbles here on the interactive graph  

https://plot.ly/173/~alvations/
https://plot.ly/173/~alvations/


Segment level Meta-Evaluation  
(-ve HUMAN) 
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Generally, -BLEU or –RIBES 
from baseline means 
worse translations 

An interactive graph can be found here: https://plot.ly/171/~alvations/ 
(Hint: click on the bubbles here on the interactive graph  

https://plot.ly/171/~alvations/
https://plot.ly/171/~alvations/


Segment level Meta-Evaluation 
(-ve HUMAN) 
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Note that the grey bubbles are the same as the 
previous graph  
 
It’s more prominent here since there are many 
more instances of +BLEU with 0 HUMAN score 
than negative HUMAN score 



Segment level Meta-Evaluation 
(-ve HUMAN) 
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There are +0 BLEU but around 
+10 RIBES that achieved -5 
HUMAN score 



Segment level Meta-Evaluation 
(-ve HUMAN) 
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Then, there’s a whole lot of 
+BLEU that achieves – HUMAN 
scores, i.e. worse than baseline 



Segment level Meta-Evaluation 
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• With regards to positive HUMAN scores, it fits 
the “conventional wisdom” that  

– lower BLEU/RIBES = worse translation 

– Higher BLEU/RIBES = better translation 

 

• When it comes to negative HUMAN scores, it 
is inconsistent with the “conventional 
wisdom” 



Conclusion 

• Higher BLEU and RIBES doesn’t necessary mean 
better translations 
– At segment level, >+30 BLEU might not be reliable 

 

 

• Possible reasons for BLEU/RIBES to not correlate 
with human judgments includes: 
– Minor lexical differences -> huge difference in n-gram precision 

– Minor MT evaluation metric differences not reflecting major 
translation inadequacy 
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Experiment Setup  
(Our WAT Submission) 
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Results 
(Our WAT Submission) 
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+15 BLEU -> -17.75 HUMAN !!! 



Models’ Log-Linear Weights 
(Our Baseline Replica) 
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# core weights 
[weight] 
LexicalReordering0= 0.0316949 0.0566969 0.0546839 0.0814468 
0.0359473 0.0426681 
Distortion0= 0.0445616 
LM0= 0.274422 
WordPenalty0= -0.132106 
PhrasePenalty0= 0.0733761 
TranslationModel0= 0.110846 0.030776 -0.013284 0.0174904 
UnknownWordPenalty0= 1 

 
 

.  



Models’ Log-Linear Weights 
(Our MERT Run 2) 
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# core weights 
[weight] 
LexicalReordering0= 0.0156288 -0.0580331 0.0126421 0.0664739 
0.137966 0.0303402 
Distortion0= 0.048086 
LM0= 0.301798 
WordPenalty0= -0.029068 
PhrasePenalty0= 0.0512106 
TranslationModel0= 0.173756 0.0386685 -0.0237588 0.0125696 
UnknownWordPenalty0= 1 

 
 Despite the model differences, the results 

shows that higher BLEU =  better translation 
is not always true.  


