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Formal language learning is
time-consuming, and learning
materials are often limited.
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...but we also spend over
35B hours every month

keeping up with the news
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+

WordNews

A browser extension for vocabulary
learning when reading online news
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The

Chrome Extension
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News Context

* |dentify the news category by URL pattern

http://edition.cnn.com/2015/07/08/entertainment/feat-
tom-selleck-droughtshaming-water/index.html

/ categories: Entertainment, World, Finance, Sports, Fashion,
Technology, Travel

* (Classify words based on category document frequency
E.g.,"superstar’ belongs to “Entertainment”

* For both English and Chinese news and words
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Outline

* J[ranslating
Word Sense Disambiguation (WSD)

* Jesting

Distractor Generation

e Conclusion
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Word Sense Disambiguation

* Expanded College English Test 4 Dictionary
— English, Chinese (relative frequency), part-of-speech
— 33,664 English-Chinese pairs and

~4k unique English words

* Baseline: always choose the most frequent relative
Chinese translation

— [00% of coverage as It always has a translation
— Low accuracy as it lacks context modeling
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Word Sense Disambiguation

* Approach |:News Category

— Pick the Chinese translation with the same category as the
news article

— Eg.,"FI B =>"interest” in Finance news

* Approach 2: Part-of-Speech (POS)

— Pick up the Chinese translation with the same POS as the
target English word
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WSD: Bing Translator Based Methods
* Approach 3: Substring Match

2. Look up dictionary

.. into the world's top 40 5 noun: fEURES,
clubs verb: #ET ..

|.Bing Translator
3. Matched: 1B 5RE
(Bing) is a substring of
1BRER (dict)

\ 4

LCHEANTHEFTZ 4044
{HLIRER

Limited by dictionary coverage!
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WSD: Bing Translator Based Methods

2. Look up dictionary noun: TR, T T
.. Into the world'’s top 40 > adj LI B’%‘j{ﬁ@
clubs verb: i | |

|.Bing Translator
3. No output using
substring match

\ 4

- JFEAAHF 111204044
{HLIRHE
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WSD: Bing Translator Based Methods
* Approach 4: Relaxed Match

2. Look up dictionary noun: TRER, T Tii
.. Into the world'’s top 40 > adj LI B’%‘j{ﬁ@
clubs verb: i | |

|.Bing Translator +
Chinese Segmentation 3. Relaxed Match: T2k
(Bing) is superset of J;m

(dict)

!

o BEN R TZ 4044
LR
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WSD: Bing Translator Based Methods

2. Look up dictionary oun A I
.. state department > verb:. %Eﬁ ll,étjzig7yi§
spokeswomen said ... adj: EZK )

|.Bing Translator +
Chinese Segmentation 3. Two relaxed matches, both

wrong

\ 4

- HEZERTT B RSN EZR (Bing) =>E(dict)
Ui .. % & ANBing) =>% & (dict)




31 Jul 2015 NLP-TEA-2 - WordNews |4

WSD: Bing Translator Based Methods
* Approach 5: Bing Alignment

noun: #, &, M, ...
.. State departmgnt verb: BEH, B, ... K= ..
spokeswomen said ... adj: EZKH)

|.Bing Translator +
Bing Alignment

!

S E S RS = N Better - No output if the
Ui ... alignment is phrase to phrase
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WSD: BEvaluation
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VWhat Is a set of suitable distractors?

* Have the same form as the target word
— Same POS tag

e [t the sentence context

— News category
* Have proper difficulty level according to user’s
level of mastery

— Difficult distractors are more semantically similar to
the target words
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Generating proper distractors

The difficulty level Is measured by Lin distance

between the target word and candidate distractor
in VWordNet

9 % [OQP(ZSO(f., (1)4)—- Lowest common

' subsumer synset

S logP(t) + logP(d)

sim(t, d)

A distractor is deemed hard when its similarity to
target word Is above threshold (e.g, O.1)
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Distractor Generation

|.WordNews Hard: Same word form +
Same news category +
Semantically Similar

2. Random News: Same word form +
Same news category

Vary the number of hard distractors based on
user's knowledge level

— Beginner: two random + one hard

— Intermediate: three hard
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Human EBvaluation

* Baseline
— WordGap System (Knoop and Wilske, 201 3)

* Distractor: target's synonyms of synonyms in WordNet

* Evaluation | WordGap vs. Random News
* Evaluation 2: WordGap vs. WordNews Hard

20
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Human EBvaluation

One Is the target word, three are from
<— WordGap, and the other three are from
WordNews Hard or Random News

21
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Human EBvaluation

* WordGap vs. Random News.

# of wins Avg. Score
WordGap 27 3.84
Random News 23 4.10

* WordGap vs. WordNews Hard.

# of wins Avg. Score
WordGap 2| 4.16
WordNews Hard 29 3.49

| ower scores
are better

22
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Conclusion

* WordNews: a Chrome extension enabling interactive
vocabulary learning when reading online news

Word Sense Disambiguation Distractor Generation based on
based on Machine Translation news context and semantic similarity

e Future work

— Mobille client and
longitudinal user study
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