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Totals
300+ languages 1.33 M articles
109 M sentences 1.48 B tokens

The Proxy Fallacy
- resource-rich languages posing as 

low-resource languages in experiments
- bias creeps in
- only real solution = more resources?

JW300 Dataset
- crawl of jw.org, mainly Watchtower and Awake!
- plenty of cleanup done, one sentence 

per line, sentence alignments for all pairs
- particularly good at covering low-resource pairs

- License: CC-BY-NC-SA-ish

Informing Bias Studies?
- What should we (not) learn from this dataset?

Experiments
- cross-lingual word embeddings

- part-of-speech projection


